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Abstract 

Pre-existing public debt vulnerabilities have been exacerbated by the effects of the 
pandemic, raising the risk of fiscal crises in emerging markets and low-income countries. This 
underscores the importance of models designed to capture the main determinants of fiscal 
distress episodes and forecast sovereign debt crises. In this regard, our paper shows that 
machine learning techniques outperform standard econometric approaches, such as the probit 
model. Our analysis also identifies the variables that are the most relevant predictors of fiscal 
crises and assesses their impact on the probability of a crisis episode. Finally, the forecasts 
generated by the machine learning algorithms are used to derive aggregate fiscal distress 
indices that can signal effectively the build-up of debt-related vulnerabilities in emerging and 
low-income countries.  
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1. Introduction1

The global health crisis brought about by the outbreak of the COVID-19 pandemic and the associated 
economic effects have led to the strongest increase in debt recorded since World War II. In 2020, 
global debt (public and private, excluding financial corporations) increased by 29 percentage points 
to 257 percent of GDP. Even if the debt to GDP ratio decreased by 10 percentage points in 2021, due 
in large part to a sharp rise in nominal GDP in the largest economies (driven by the economic rebound 
from COVID-19 and the swift rise in inflation), global debt remained very high in an historical 
context and continued to rise in dollar terms, reaching USD 235 trillion at end-2021.2 While all 
components of debt are well above pre-pandemic levels, a significant contribution to the overall rise 
in global debt came from additional borrowing by governments, as they simultaneously faced a 
collapse in economic activity (and therefore fiscal revenues) and a large expansion of expenditures 
needed to counter the health, social and economic consequences of the pandemic. 

The surge in public debt in the aftermath of the pandemic has been very sizable in advanced countries, 
while it has been comparatively more limited in emerging market economies (EMEs) and low-income 
countries (LICs), due to a narrower fiscal space available and much tighter financing constraints. 
However, the levels reached by public debt ratios in developing countries have raised serious 
concerns about the associated vulnerabilities and the risk of a spike in crises and defaults. In fact, the 
latest build-up followed a decade of rapid and persistent increase in indebtedness, as many EMEs and 
LICs borrowed heavily, taking advantage also of low global interest rates. While being significantly 
lower than the average levels in advanced economies, current public debt ratios in developing 
countries are therefore quite worrisome, considering their lower “debt tolerance” and urgent spending 
needs to achieve development goals.   

The elevated public debt in many EMEs and LICs can thus be considered a “pre-existing condition”, 
which has been further aggravated by the effects of the pandemic. Immediately before the COVID-
19 pandemic, around 50 per cent of countries (mainly low-income) subject to the Debt Sustainability 
Analysis (DSA), jointly carried out by the International Monetary Fund (IMF) and the World Bank 
(WB), were already assessed as being “at high risk of debt distress” or “in debt distress”. This number 
has further increased following the pandemic, highlighting the difficult situation faced by many 
countries (additionally aggravated, more recently, by the repercussions of the war in Ukraine) and the 
existence of tangible and widespread risks in terms of debt sustainability. According to the latest DSA 
classification as of November 2022, the share of countries classified “at high risk of debt distress” or 
“in debt distress” has increased to 55 per cent. 

In this context, it is not surprising that the topic of developing countries’ debt is currently an important 
priority in the agenda of the international community. Immediately after the outbreak of COVID-19, 
in April 2020, the G20 launched the Debt Service Suspension Initiative (DSSI), which provided a 
suspension of debt service payments due by eligible developing countries to official bilateral 
creditors.3 Recognising that the mere liquidity support offered by the postponement of debt service 
payments was a temporary measure, which cannot adequately address the severe debt situation faced 
by many developing countries, in November 2020 the G20 endorsed also the Common Framework 
for Debt Treatments beyond the DSSI. In essence, the main goal of the Common Framework is to 

1 The opinions expressed in the paper are those of the authors and do not necessarily reflect the views of the Bank of Italy. 
The paper has been peer-reviewed by Sabina Marchetti and two Bank of Italy’s anonymous referees. We thank Sabina 
Marchetti, Mirko Moscatelli, Francesco Paternò, and the two anonymous referees for very helpful comments and 
suggestions. 
2 Source: IMF (2022), based on the 2022 Update of the IMF’s Global Debt Database. 
3 The 73 DSSI eligible countries include all IDA countries, that are current on any debt service to the IMF and the WB, 
and all least developed countries as defined by the United Nations, that are current on any debt service to the IMF and the 
WB. The DSSI eligible countries largely coincide with low-income developing countries in the IMF WEO definition. 
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provide a more structural and coordinated approach aimed at addressing solvency issues and 
facilitating debt restructurings for countries with unsustainable debt. In any case, developing 
countries will need a substantial amount of new financing, including from official sources, to support 
the recovery from the pandemic and enable meaningful progress towards their economic development 
goals.  

These considerations underscore the importance, from theoretical and policy perspectives, of models 
aimed at capturing the main determinants of fiscal stress episodes, and therefore ultimately signalling 
the risk of (and possibly anticipating) the occurrence of sovereign debt crises. In this regard, focusing 
the analysis on a sample of EMEs and LICs, our paper shows that machine learning methods are able 
to outperform standard econometric approaches in terms of a higher accuracy when forecasting fiscal 
crises.  

There is an extensive literature on early warning indicators and crisis prediction, especially with 
reference to currency and financial crises. The literature on fiscal crises is relatively less developed, 
with the various studies differing on several dimensions, such as the definition of crisis events, the 
methodologies employed, the countries’ coverage, as well as the main findings in terms of the 
variables most relevant in signalling the build-up of vulnerabilities. 

Regarding the definition of fiscal crisis, our identification strategy is based on a combination of two 
criteria that are commonly adopted in this stream of literature (Hajivassiliou, 1994; Manasse et al., 
2003; Ciarlone and Trebeschi, 2005; Kraay and Nehru, 2006; Fioramanti, 2008; Manasse and 
Roubini, 2009; Dawood et al., 2017; IMF, 2017; Liu et al., 2021). These two criteria are: credit events, 
such as defaults or restructurings, and recourse to large-scale IMF financing. 

Focusing on methodological aspects, the current approach employed by the IMF to assess debt 
vulnerabilities in LICs is based on the probit model (IMF, 2017). Recently, the literature has proposed 
alternative approaches based on machine learning methods: decision trees (Rodriguez and Rodriguez, 
2006), neural networks (Fioramanti, 2008), ensemble tree learning methods, particularly random 
forests (Badia et al., 2020; Jarmulska, 2022) and random forests and boosting trees (Hellwig, 2021). 
One of the main contributions of this paper is to compare several machine learning models, with the 
aim of assessing their relative usefulness and accuracy in predicting fiscal crises, and thus proposing 
possible enhancements to the existing literature on early warning indicators. In particular, we focus 
on various techniques, which have become increasingly popular in several fields of economic analysis 
(neural networks, support vector machines, decision trees, ensemble tree methods), and show that 
some of them deliver a significant improvement, in terms of out-of-sample predictive performance, 
compared to more traditional and standard econometric approaches, such as the probit model. 

It is important to emphasise that a higher predictive performance implies also a more accurate 
estimation of the relationship between predictors and fiscal crises, and therefore a more plausible 
identification of the most relevant determinants than the one achieved using a parametric model with 
a poorer fit to the data. The results obtained from a more accurate model can thus provide better risk 
signals to be used in conjunction with the application of the analyst’s judgment, which remains 
essential to any debt sustainability assessment as it allows to bring in country-specific considerations 
and other information that cannot be captured by a model. 

In line with the previous considerations regarding the ongoing public debt vulnerabilities in 
developing countries, we focus our analysis on a large number of EMEs and LICs. This latter 
category, in particular, has been covered only in a limited number of studies so far (IMF, 2017; 
Cerovic et al., 2018; Badia et al., 2020; Hellwig, 2021), and its inclusion in our analysis provides 
relevant insights for the current policy debate. Moreover, while most studies have focused their 
attention on short-term forecasting horizons of two years, we extend the analysis by investigating the 
prediction accuracy of the alternative methods on several horizons, of two, five and ten years. This 
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offers insights about the risks of crisis on a longer time span, closer to the typical maturities of the 
lending facilities provided by the IMF and other international financial institutions. 

In addition to the goal of improving the prediction accuracy of fiscal crisis episodes, this paper aims 
to shed some light on their main determinants. Machine learning techniques allow to fit complex 
functional forms to the available data, taking into account nonlinearities and interactions not easily 
captured by standard econometric techniques, with the result of achieving a better out-of-sample 
predictive performance. However, flexibility comes at the cost of a lower interpretability of results, 
in the absence of the conventional tools of classic econometric models, such as the significance tests 
on the estimated coefficients. In order to reduce this limitation, we rely on alternative statistical 
procedures to identify a set of robust predictors of fiscal crises, providing information on the relative 
importance of variables and the shape of their relationship with the probability of fiscal crisis 
occurrence (as in Cascarino et al., 2022). 

In this regard, we have tried to strike a balance between having a limited number of variables 
subjectively selected (as in Rodriguez and Rodriguez, 2006; Fioramanti, 2008; IMF, 2017; Cerovic 
et al., 2018; Jarmulska, 2022) and expanding the dataset to include a very large number of predictors, 
following a big data approach (as in Badia et al., 2020; Hellwig, 2021).4  On one hand, a limited set 
of explanatory variables is likely to deliver a poor out-of-sample forecasting performance. On the 
other, the inclusion of an extremely large set of highly correlated variables limits the ability of 
machine learning procedures to correctly assess the relative importance of each predictor. We 
therefore solve this trade-off by constructing a dataset of 21 explanatory variables, selected from a 
wide range of categories (such as total and external public debt, past crisis history, fiscal variables, 
external accounts, institutional quality and global factors), informed by economic theory 
considerations as well as drawings from the most frequent variables employed in the literature.5  

Our work finds that the random forest and, to a lesser extent, the adaboost algorithms are able to 
outperform traditional approaches, like the probit, as well as other machine learning techniques, 
including simple decision trees, neural networks and support vector machines. This result holds for 
all forecasting horizons and both types of countries (EMEs and LICs); the outperformance is 
especially strong at short forecasting horizons (2 years). Machine learning models broadly confirm 
the validity of the set of variables employed to predict fiscal crises in traditional approaches: the most 
relevant predictors are the stock of public debt, in particular the public and publicly guaranteed debt 
held by foreign investors (henceforth, public external debt), the previous crisis history, the level of 
economic development, the quality of institutions, the stock of foreign exchange reserves, the current 
account balance and the interest rate-growth differential. All these predictors have the expected effect 
on the probability of crisis occurrence. In detail, higher levels of debt stocks, more frequent crises in 
the past, or a more positive interest rate-growth differential are likely to increase the probability of 
fiscal crises. Conversely, a higher degree of economic development, a superior institutional quality, 
a current account surplus and a larger stock of international reserves are associated with a lower 
probability of fiscal stress episodes. Finally, we employ the outcomes from the random forest model 
to construct an aggregate index, which is able to signal effectively the evolution of fiscal risk in EMEs 
and LICs. 

The rest of the paper is organized as follows. Section 2 specifies the definition of fiscal crisis and 
illustrates the data used to identify crisis occurrence in EMEs and LICs. Section 3 presents our 
forecasting problem, discussing the models employed in the analysis and the methodologies adopted 

4 In these studies, the idea of a very large dataset of predictors is taken to the extreme, by including a vast array of variables 
(the only constraint being data availability) as well as several transformations of each of them, yielding a total of 748 
indicators. 
5 A valid alternative could have been to insert all the explanatory variables of interest, aggregate highly correlated 
variables in separate groups, and then consider the importance at group level instead of at individual variable level. The 
drawback of this alternative is that it is not trivial to define groups having a low level of correlation between them. 
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to evaluate the forecasting accuracy, to assess the importance of predictors and to estimate their 
effects on the probability of crisis. Section 4 summarises the main empirical results. Finally, Section 
5 offers some concluding remarks. 

2. Identifying fiscal crises

The empirical literature on fiscal crises has developed several approaches for the identification of 
fiscal distress episodes. Our identification strategy is based on a combination of two criteria that are 
commonly employed in this stream of literature (Hajivassiliou, 1994; Manasse et al., 2003; Ciarlone 
and Trebeschi, 2005; Kraay and Nehru, 2006; Fioramanti, 2008; Manasse and Roubini, 2009; 
Dawood et al., 2017; IMF, 2017; Liu et al., 2021). These two criteria are: (1) credit events associated 
with sovereign debt defaults and restructuring; (2) recourse to large-scale IMF financing. 

Regarding the first criterion, and following Gerling et al. (2018), a credit event in country i at time t 
is identified by looking at the aggregated nominal stock of sovereign debt obligations in default. Data 
are taken from the Bank of Canada (BoC) - Bank of England (BoE)’s annual database of sovereign 
defaults. This database includes sovereign defaults to both private and official creditors (such as the 
Paris Club, other bilateral lenders, international financial institutions, etc.), defined as any debt 
operation that inflicts an economic loss on creditors (e.g., outright default, restructuring, or 
rescheduling). Both local currency defaults and external defaults on sovereign debt denominated in 
foreign currency are reported. In order to exclude small-scale technical defaults, we consider default 
amounts of substantial size (above 0.2 percent of GDP). Moreover, we only consider defaulted 
nominal amounts that grow by a substantial rate (more than 10 percent per year) to exclude cases of 
continued reporting of previously defaulted amounts.6 

Fig. 1: Time series of the number of countries in fiscal distress according to the two triggering criteria and 
LICs’ share of total fiscal crises 

The second criterion captures the circumstances in which exceptionally large official financing from 
the IMF allows countries in fiscal distress to avoid outright default or restructuring. In fact, this 
support is usually provided to countries with balance of payments imbalances that have difficulties 
in meeting their international obligations. According to this criterion, a crisis event is identified in 
country i when the country signs an IMF financial arrangement with access above 100 percent of its 
quota and fiscal adjustment as a program objective, for all the years t within the duration of the 
program. The threshold is consistent with previous works in this research area, such as Manasse et al. 

6 The thresholds on size and growth of defaults are coherent with other works, such as Gerling et al. (2018), Badia et al. 
(2020), and Hellwig (2021). 
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(2003), Ciarlone and Trebeschi (2005), Fioramanti (2008), Manasse and Roubini (2009), Gerling et 
al. (2018), and Hellwig (2021).7 

Then, for each country i and year t we construct a crisis dummy variable 𝑐,௧ taking the value of one 
when at least one of the two criteria is met, and zero otherwise. To separate fiscal distress episodes 
into distinct crisis events, at least two years of no fiscal distress between two different crises are 
required; if there is only one year of no fiscal distress between two crisis episodes, these episodes are 
lumped together in one single crisis event. 

Following this methodology, we identify fiscal crisis episodes for a sample of 140 countries (83 
EMEs, 57 LICs) over the 1980-2021 period. The complete list of countries included in the analysis 
is presented in Table A1 in Annex A. Fig. 1 shows the time series of the number of countries in fiscal 
distress considering credit events (criterion 1), exceptional IMF financing episodes (criterion 2), and 
combining the two criteria (our definition of fiscal crisis).8 Fiscal stresses were particularly frequent 
in the late 80s and in the 90s (at the time of the Latin American and LICs’ debt crises), and declined 
thereafter before rising again following the global financial crisis of 2008-2009, with a spike during 
the COVID-19 pandemic in 2020. This pattern suggests that sovereign defaults are clustered around 
periods of global financial distress (Kaminsky and Vega-Garcia, 2016). Credit events (criterion 1) 
represent the main factor triggering fiscal crises in our database, while the number of large-scale IMF 
financing (criterion 2) shows wide fluctuations with the latest increase starting after the global 
financial crisis. Fig. 1 displays also the evolution of the share of fiscal crises involving LICs: around 
half of crises occurred in LICs, which suggests their relatively higher tendency to experience fiscal 
distress (LICs are less numerous than EMEs in our database).  

Fig. 2: Distribution of the number of fiscal crises (left panel) and crisis duration (right panel) 

In the 1980-2021 period there were 472 crisis events. Most of the countries in our sample (118 out of 
140 countries) experienced from 2 to 5 crises (Fig. 2, left panel): the average number of crises per 
country is 3.4. Around two thirds of all fiscal distress episodes last between 1 and 4 years, while the 
average duration of a fiscal crisis is 4.6 years (Fig. 2, right panel). 

3. Forecasting methodology

Machine learning approaches are increasingly gaining popularity in econometrics, especially when 
considering forecasting tasks (Mullainathan and Spiess, 2017). On one hand, these methods are 
characterised by highly non-linear functional forms that are able to represent complex data patterns. 

7 We notice that the current thresholds for the IMF Exceptional Access Policy are much higher (annual and cumulative 
limits are at 145 and 435 per cent of a country’s quota, respectively); however, we prefer to keep the crisis identification 
threshold at 100 per cent to be coherent with the rest of the literature.  
8 It is important to stress that the number of fiscal crisis episodes in a given year is not necessarily the sum of credit events 
and exceptional IMF financing episodes because there might be some degree of overlapping between the two criteria. 
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On the other hand, such approaches are able to efficiently solve the trade-off between having highly 
parametrised models with a very accurate fit on observed data but volatile out-of-sample predictions 
(over-fitting) and simpler models with a poor fit on in-sample observations but stable out-of-sample 
forecasts (under-fitting). This problem is solved through the tuning of hyper-parameters, i.e. 
parameters that are specifically calibrated in order to maximise the out-of-sample forecasting 
accuracy (Hastie et al., 2009).  

Our forecasting exercise can be formalised as follows. Let 𝑦,௧ାଵ
  denote the event equal to one if at 

least one crisis episode happens in country i between year t+1 and t+h, and zero otherwise: 

𝑦,௧ାଵ
 = ራ൛𝑐,௧ା௦ൟ



௦ୀଵ

   (1) 

in which h is the forecasting horizon. In particular, for each time period t, we are interested in 
calculating the probability of a fiscal crisis in a given country within a horizon of two, five and ten 
years (short, medium and long-term forecasts) as a function of a set of time t predictors. Therefore, 
the aim of the analysis is to find the best (in terms of forecasting accuracy) machine learning model 
𝑚(. ) for such probability: 

𝜋,௧ାଵ
 ≡ ℙ൫𝑦,௧ାଵ

 = 1|𝑐,௧ = 0, 𝑋,௧൯ = 𝑚൫𝑋,௧; 𝜃, 𝜆൯   (2) 

where 𝑋,௧ is a vector of country-specific and global variables, 𝜃 is a vector of parameters while 𝜆 are 
the model’s hyper-parameters. The conditioning for 𝑐,௧ = 0 makes explicit the fact that we consider 
only transitions from non-crisis states to crisis or non-crisis episodes, as in the majority of empirical 
studies in this field (e.g., Badia et al., 2020; Hellwig, 2021); hence, we do not model the permanence 
in a state of crisis or the exit from a crisis.  

Table 1: Model predictors 

Country-specific variables Global variables 
Variable Meaning Source Variable Meaning Source 

𝐷,௧ Total public debt on GDP ratio WEO 𝑊𝐺𝐷𝑃𝑔௧ World real GDP growth Refinitiv 

𝐸𝐷,௧ Public external debt on GDP ratio WDI ln𝑉𝐼𝑋௧ 
Natural logarithm of the 

VIX index 
Refinitiv 

𝐷𝑆𝐸𝐷,௧ 
Debt service on public external debt 

relative to exports of goods, services and 
primary income 

WDI, WEO 𝑟ௌ,௧
ௌ௧ 

US 3-month treasury bill 
rate 

Refinitiv 

𝑃𝐵,௧ 
Primary balance (primary net lending/net 

borrowing) on GDP ratio 
WEO 𝑟ௌ,௧

 US 10-year government 
bond yield 

Refinitiv 

𝑟,௧ − 𝑔,௧ Interest rate-growth differential (*) WEO Δln𝑃௧
 

Growth of the S&P GSCI 
commodity price index 

Refinitiv 

𝑅𝑒𝑚,௧ Remittances on GDP ratio WDI, WEO Δln𝑃௧
 

Growth of the Brent oil 
price index 

Refinitiv 

𝐹𝑋𝑅,௧ FX reserves on imports ratio IFS, WEO 𝑇𝐶௧ 
Percentage of countries 

in a fiscal crisis state 
BoC-

BoE, IMF 

ln𝐺𝐷𝑃𝑝𝑐,௧ 
Natural logarithm of GDP per capita in 

purchasing power parity terms 
WEO 

𝐶𝑃𝐼,௧ CPI inflation WEO 

Δln𝑅𝐸𝐸𝑅,௧ Real effective exchange rate growth  
IFS, Darvas 

(2012) 
𝐶𝐴,௧ Current account balance relative to GDP WEO 

𝑘𝑎_𝑜𝑝𝑒𝑛,௧ 
Chinn-Ito index of financial account 

openness 
Chinn and Ito 

(2006) 
𝑔𝑒𝑒,௧ Government effectiveness indicator WGI 

𝐶𝐻,௧ 
Crisis history, defined in each year t as 
the historical frequency of crisis years 

from 1980 up to time t. 
BoC-BoE, IMF 

Notes: (*) 𝑟,௧ is calculated as the difference between primary balance and overall fiscal balance divided by the stock of 
public debt (average of debt stocks at t and t-1). 
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Following the theoretical and empirical literature on the determinants of fiscal crises (for an overview 
see IMF, 2017), we select a parsimonious set of predictors that includes 14 country-specific variables 
and 7 global factors (Table 1). Country-specific variables include traditional debt burden and fiscal 
indicators (such as total and external public debt to GDP ratios, primary balance, debt service, interest 
rate-growth differential), macroeconomic and external sector variables (e.g., CPI inflation, variations 
of the real effective exchange rate, current account balance, stock of FX reserves and remittances), 
measures of economic development (GDP per capita), degree of financial openness (Chinn and Ito, 
2006), institutional quality indicators (government effectiveness index), and the crisis history of each 
country. Global variables are the traditional push factors that drive international capital flows 
(Koepke, 2019): short and long US rates, VIX index, real world growth, oil and commodity prices. 
We add to these variables the fraction of countries in debt distress in each year, with the aim of 
capturing possible contagion effects. These variables should capture the systemic component of 
sovereign debt crises and their clustering around periods of financial distress (Kaminsky and Vega-
Garcia, 2016). 

In line with the majority of the papers in this stream of literature, a parsimonious set of explanatory 
variables is preferred because it facilitates the interpretability of results and allows a better assessment 
of the relevance of each variable. In fact, the importance of each variable is derived more accurately 
when the degree of correlation among predictors is low (see the subsection on assessing variable 
importance). An alternative approach, followed by Badia et al. (2020) and Hellwig (2021), consists 
in the inclusion, as predictors, of many variables together with several transformations of them. 
However, since these variables are highly correlated, the increase in the forecasting performance is 
rather limited, with significant costs in terms of a more problematic interpretability of results. 

As a robustness check, we have also included short-term debt, the structure of official bilateral debt 
by creditor country (United States, United Kingdom, France, Germany, Japan, China), public 
revenues and expenditures, a variable capturing past borrowing history from the IMF, domestic 
monetary policy rates, the stock of private debt, the stock of external private debt, the interaction 
between the oil price index and a dummy for fuel exporters, as well as additional capital flows 
variables (portfolio, other investments and FDI inflows and outflows). We also control for the 
vulnerability to climate change using the University of Notre Dame’s ND-GAIN Country Index. 
However, these predictors do not improve the overall forecasting performance:9 for this reason, we 
decide to exclude them from our specification. Results are also robust when measuring institutional 
quality with other indicators, such as the rule of law index (widely used in the literature but less 
related to public debt sustainability than government effectiveness), the regulatory quality or the 
political stability and absence of violence index.10 Replacing the Chinn-Ito index with capital 
restriction indicators (Fernandez et al., 2016) does not alter the main results. 

Predictive models 

Regarding the choice of the class of models 𝑚(. ) to forecast fiscal crises, our analysis considers 
several methods as explained below.11 

Probit model: this is a benchmark in the traditional literature on debt crises, and is also the model 
underlying the debt sustainability framework for LICs developed by the IMF and the World Bank 
(see IMF, 2017). In this case,  

𝑚൫𝑋,௧; 𝛽൯ = Φ൫𝑋,௧𝛽൯     (2.1) 

9 This is probably also due to a lack of data availability for all countries and time periods (especially in relation to LICs, 
where data issues are especially acute), which requires the imputation of many missing values. 
10 We perform a horse race among these indicators and the government effectiveness index results as the best predictor. 
11 For a detailed description of these models, see Hastie et al. (2009).  
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where Φ(. ) is the cumulative probability distribution of a standard Gaussian distribution, 𝛽 are the 
parameters to be estimated and there are no hyper-parameters. 

Decision tree: decision trees (Breiman et al., 1984) are sequential decision rules by which a sample 
is recursively divided into subgroups with different levels of default risk. Each split is performed 
recursively according to the couple (predictor, threshold value of the predictor) that is able to reach 
the lowest impurity according to the Gini’s index.12 Once the space of the variables is partitioned into 
K regions 𝑅, with 𝑛 observations in each region, the probability of default is computed as: 

𝑚൫𝑋,௧; 𝜏, 𝜈൯ =  ቆ
1

𝑛
 𝑦,௧ାଵ



∈ோೖ(ఛ,ఔ)
ቇ


𝐼൛𝑋,௧ ∈ 𝑅(𝜏, 𝜈)ൟ  (2.2) 

The parameters of the model are the thresholds (𝜏) used to perform the splitting while the unique 
hyper-parameter (𝜈) is a cost-complexity parameter that controls the tree depth, i.e., the maximum 
number of splits: the higher the number of splits, the higher the goodness of in-sample fit but 
(potentially) the lower the out-of-sample forecasting performance (risk of over-fitting). 

Random forest: the random forest algorithm for classification problems (Breiman, 2001) is based on 
the estimation of a high number (𝑁்) of trees, each of them characterised by a large depth and hence 
intentionally over-fitted with the aim of capturing some specific features of the data. Then, the risk 
of over-fitting is significantly reduced in the forest by taking the average of the predictions obtained 
from the different trees (𝑚): 

𝑚൫𝑋,௧; 𝜏, 𝜔൯ =
1

𝑁்
 𝑚൫𝑋,௧; 𝜏 , 𝜔൯

ே

ୀଵ

  (2.3) 

To diversify predictions and reduce the correlation among trees, each tree is estimated on a synthetic 
sample drawn randomly from the original estimation sample. Each split is performed choosing the 
best predictor from a limited number (𝜔) of randomly selected splitting variables. The coefficients of 
this model are the thresholds used by each tree to split the data, while the main hyper-parameter is 
represented by the number of variables selected for each split 𝜔 (a rule-of-thumb is to choose the 
number of variables equal to the squared root of the number of original variables in the dataset). 

Adaboost: the adaboost algorithm (Freund and Schapire, 1997) sequentially applies trees with a 
limited size (characterised by one or two splits and hence by a poor fit) to modified versions of the 
original dataset. In particular, at each iteration a simple tree is estimated on a weighted version of the 
original dataset that gives more weight to the observations misclassified in the previous step. In this 
way, the misclassified observations have more influence on the new classifier. This new classifier is 
thus forced to learn from the classification errors of the previous model and in this way improves its 
performance. The final prediction of the algorithm is given by a weighted average (with weights 𝑤) 
of the estimated probabilities of the simple trees, in which more weight is given to the outcomes of 
the trees with a better fit: 

𝑚൫𝑋,௧; 𝜏, 𝑁ூ൯ =  𝑤𝑚൫𝑋,௧; 𝜏൯  (2.4)

ே

ୀଵ

 

12 Impurity refers to the heterogeneity in the values assumed by the dependent variable within the two groups of 
observations created by the split. In our problem, impurity is minimised (and equal to zero) when one of the two groups 
includes all the crisis events and the other group includes all the non-crisis events. 
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The coefficients of this classifier are the thresholds used by each tree to split the data, while the hyper-
parameter we consider is the number of iterations (𝑁ூ). 

Neural network:  neural networks (Intrator and Intrator, 1993) are complex non-linear functions of 
the original variables. In particular, a neural network with two layers (𝑀, 𝑃), where 𝑀 and 𝑃 are the 
number of so-called neurons in the first and second layer, respectively, can be written as: 

𝑚൫𝑋,௧; 𝛼, 𝛿, 𝑀, 𝑃൯ = 𝑓 ቌ𝛼(ଷ) +  𝑓 ൭𝛼
(ଶ)

+  𝑓ቀ𝛼
(ଵ)

+ 𝑋,௧𝛿
(ଵ)

ቁ𝛿
(ଶ)

ெ

ୀଵ

൱



ୀଵ

𝛿(ଷ)ቍ  (2.5) 

in which 𝑓(. ) is the activation function (e.g., the logistic function in classification problems). Each 
neuron in the first layer tries to capture one particular feature of the data applying different weights 
to the original variables. Then, the information collected by the different neurons in the first layer are 
combined by the neurons in the second layer. Finally, the information processed by the neurons in 
the second layer is further combined to obtain a probability measure. The parameters of the model 

are the weights (𝛼, 𝛿) = ቀ𝛼
(ଵ)

, 𝛼
(ଶ)

, 𝛼(ଷ), 𝛿
(ଵ)

, 𝛿
(ଶ)

, 𝛿(ଷ)ቁ, while the hyper-parameters are (𝑀, 𝑃). 

Under certain conditions, neural networks can be seen as a generalisation of the logit model: in fact, 
removing the hidden neuron structure, equation (2.5) becomes a logistic regression in the original 𝑋,௧ 
variables.13 

Support Vector Machine (SVM): support vector machines (Cortes and Vapnik, 1995) try to identify 
the best hyperplane in the space of (transformed) variables that is able to separate crisis and non-crisis 
observations into two distinct regions with a predefined tolerated error 𝐶. The hyperplane is a linear 
combination of the transformed original variables: 

𝑚൫𝑋,௧; 𝜌, 𝐶൯ = 𝜑൫𝑋,௧൯𝜌  (2.6) 

in which  𝜑(. ) is a possibly non-linear function (in our analysis we choose a radial kernel) and 𝜌 is 
the vector of parameters. The hyper-parameter 𝐶 to be tuned is the maximum number of observations 
allowed to be on the wrong side of the hyperplane. In particular, if 𝐶 = 0 no violation is tolerated, 
therefore the model obtains a perfect fit to in-sample data but it might display a poor out-of-sample 
classification performance. It is worth stressing that, in contrast to previously discussed methods, 
SVMs do not provide as output the probability of a crisis event but only discrete predictions (crisis/no 
crisis). 

Model estimation, hyper-parameter tuning and out-of-sample forecasts 

In order to evaluate the forecasting performance of the alternative methods, out-of-sample forecasts 
are calculated and compared using an iterative forecasting procedure with a rolling threshold. More 
precisely, for each year t, the sample is divided into two sets. Data from year t-h-s+1 to t-h (in-sample 
observations/ training set) are used to train the model, i.e. for hyper-parameters tuning (𝜆መ) and for the 

13 This contributes to explain the reason why we prefer to consider the probit model as the benchmark traditional approach. 
In any case, the logit model as well as the complementary log-log model deliver results very close to the ones of the 
probit, being these three approaches characterised by the absence of hyper-parameters and, hence, by the same degree of 
flexibility. 
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estimation of model parameters (𝜃).14 Time t observations (test set) are employed to compute out-of-
sample forecasts for the probability of a crisis during the period t+1,.., t+h. In this way, there is no 
overlapping between in-sample and out-of-sample information. Then, the cut-off is moved by one 
year and the procedure is repeated.  

The parameter s defines the length of the estimation window in terms of periods used to train the 
model. A higher value increases the number of observations used to estimate models but makes the 
estimation more dependent on past and potentially obsolete observations: after a sensitivity exercise, 
we choose a 10-year window.  

At each time t, model hyper-parameters are tuned with k-fold cross-validation (we choose k=10).15 
The training sample (data from year t-h-s+1 to t-h) is divided into k non-overlapping parts. For each 
hyper-parameter value (chosen on a grid of possible values), the model is estimated k-times using k-
1 subsamples and employed to calculate out-of-sample forecasts on the excluded subsample. Using 
these forecasts it is possible to determine the hyper-parameter with the best predictive performance 
according to a given criterion (more on this below). Once the best hyper-parameter is selected, the 
model is estimated using the overall training sample.        

Using this iterative procedure, we produce out-of-sample forecasts for the period 2000-202116 in 
terms of estimated probability of fiscal crisis 𝜋ො,௧ାଵ

  or as predicted 0-1 outcome 𝑦ො,௧ାଵ
 =

𝐼൫𝜋ො,௧ାଵ
 > 𝜙൯ - which depends on the choice of the probability threshold 𝜙. The forecasting

performance of each method is then assessed using alternative criteria: 

1) The best model is the one that maximises the area under the curve (AUC) of the receiver operating
characteristic (ROC) curve. Let define false positive rates (FPR) the fraction of non-crisis periods
wrongly classified as crisis events and true positive rates (TPR) the fraction of crisis periods correctly
classified as crisis events. Both of them depend on the choice of the threshold 𝜙. The ROC curve is
the line that connects the pairs of (FPR,TPR) for different values of 𝜙. The best model in the space
(FPR, TPR) is the one closer to the point (0,1), i.e. the model that maximises the area under the ROC
curve.

2) The best model is the one that maximises the log-likelihood calculated using the out-of-sample
forecasts (𝑁 is the number of forecasts):

ln𝐿൫𝜃, 𝜆መ൯ =
1

𝑁
 ൣ𝑦,௧ାଵ

 ln൫𝜋ො,௧ାଵ
 ൯ + ൫1 − 𝑦,௧ାଵ

 ൯ln൫1 − 𝜋ො,௧ାଵ
 ൯൧

௧

   (3) 

3) The best model is the one that minimises the mean squared error (MSE):

𝑀𝑆𝐸൫𝜃, 𝜆መ൯ =
1

𝑁
  ቂ𝑦,௧ାଵ

 ൫1 − 𝜋ො,௧ାଵ
 ൯

ଶ
+ ൫1 − 𝑦,௧ାଵ

 ൯൫𝜋ො,௧ାଵ
 ൯

ଶ
ቃ

௧

   (4) 

Annex B provides further details on the algorithm employed. Denoting with Ω
 ൫𝜃, 𝜆መ൯ one of the 

three criteria above evaluated for method m, it is possible to test whether the difference in 

14 It is worth stressing that in models requiring the resampling of observations, such as the random forest algorithm, we 
take into account the temporal dimension using time as a stratification variable for the sampling, in order to generate 
synthetic data with the same panel structure of the original dataset.   
15 In each period, we observe on average 86 countries. Having selected a 10-year window for the estimation, the cross-
validation exercise is performed using roughly 860 observations.  
16 Hence, we have 20 iterations when the forecasting horizon is h=2, 17 iterations when h=5, and 12 iterations when 
h=10. 
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performance of each machine learning method with respect to the probit model is statistically 
significant using the following test statistic (Demler et al., 2017): 

𝑧
 =

Ω
 ൫𝜃, 𝜆መ൯ − Ω௧

 ൫𝜃, 𝜆መ൯

ටvar ቀΩ
 ൫𝜃, 𝜆መ൯ − Ω௧

 ൫𝜃, 𝜆መ൯ቁ

   (5) 

and comparing it with a standard Gaussian distribution;17 var ቀΩ
 ൫𝜃, 𝜆መ൯ − Ω௧

 ൫𝜃, 𝜆መ൯ቁ at the 

denominator is the variance of the differences in performance evaluated using bootstrap resampling. 
A standard number of bootstrap samples (B=100) is used, which guarantees a precise estimation of 
the variance.    

Assessing variable importance 

The most important predictors of fiscal crises can be detected using a popular model-agnostic 
procedure in the machine learning literature, called permutation variable importance (Breiman, 2001; 
Gregorutti et al., 2017; Fisher et al., 2019). The method consists in the random permutation of each 
variable included in a given model with the aim of evaluating how this affects the overall forecasting 
performance. 

In our specific problem, this procedure can be applied as follows. For each variable j and for each 
period t, we estimate a given model using information up to time t-h (as before). Then, at time t we 

create a new set of predictors 𝑋௧
() by assigning at random to the j-th variable in 𝑋,௧ a value assumed 

by the same variable in a different country and/or a different period (before t). Then, we compute the 

out-of-sample forecasts for a crisis in t+1,…,t+h using 𝑋,௧ and  𝑋௧
(), obtaining 𝜋ො,௧ାଵ

 = 𝑚൫𝑋,௧; 𝜃, 𝜆መ൯

and 𝜋ො,௧ାଵ
,()

= 𝑚ቀ𝑋௧
()

; 𝜃, 𝜆መቁ, respectively. Using one of the three criteria Ω௧ cited above (AUC, log-

likelihood, MSE), it is possible to compute for each year t a measure of the out-of-sample forecasting 
performance for the original set of variables Ω௧(𝜋ො ) and for the permuted one Ω௧൫𝜋ො,()൯. We can 
repeat this computation for each time period t. 

By replicating the previous steps R times (R=10), it is possible to compute a measure of variable 
importance (VI) for variable j as: 

𝑉𝐼 =
1

𝑅𝑇
 ൣΩ,௧(𝜋ො ) − Ω,௧൫𝜋ො,()൯൧   (6)

௧

 

This method has the advantage that it can be applied to all models, no matter the functional form of 
𝑚(. ). Since this procedure is based on the permutation of one variable at a time, the lower the 
correlation among predictors, the higher the ability of the procedure to correctly estimate the 
importance of a given predictor.  

Accumulated local effects 

In order to identify the effect of each predictor on the probability of fiscal crisis, we rely on the notion 
of accumulated local effect (ALE), introduced by Apley and Zhu (2020). 

ALE is defined for a model 𝑚(. ) and a variable 𝑋(𝑗) ∈ 𝑋 as: 

17 Given that both the log-likelihood and the MSE criteria used to evaluate the performance of alternative models are 
averages over countries and time periods, we can rely on the central limit theorem to approximate the test distribution 
with the Gaussian. Moreover, Demler et al. (2017) show that also the difference in the AUC has an asymptotic normal 
distribution. In addition to these theoretical results, we use bootstrapped samples to check the goodness of the Gaussian 
approximation in our exercise. 
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𝐴𝐿𝐸(𝑤) = න 𝔼(ି)|()ୀ௫ ቈ
𝜕𝑚൫𝑋; 𝜃, 𝜆መ൯

𝜕𝑋(𝑗)
 𝑑𝑥 + 𝑐

௪

௪బ

   (7) 

where 𝑤 is a value close to the lower bound of the effective support of 𝑋(𝑗), 𝑋(−𝑗) is the vector of 
predictors excluding variable j and 𝑐 is a constant, usually selected so that the expected value of ALE 
is equal to zero. ALE measures how a change in the j-th variable affects the probability of default 
averaging over the other variables included in the model. The marginal effects are then accumulated 
(with the integral) up to value 𝑤. In intuitive terms, 𝐴𝐿𝐸(𝑤) measures the change in the probability 
of default when the j-th variable assumes a value equal to 𝑤 with respect to the average probability 
of default. 

The innovative aspect of ALE with respect to other tools (e.g., the partial dependence plots) is that 
the expectation is calculated considering only the values of  𝑋(−𝑗) that are plausible, in probabilistic 
terms, given the values assumed by 𝑋(𝑗). This implies that with ALE it is possible to estimate the 
effect of predictor j taking into account the correlation with the other variables included in the model. 
In other words, ALE are closer to the notion of ceteris paribus effects of standard econometrics, better 
capturing the effect of a given predictor while keeping fixed the other variables included in the 
specification. 

4. Results

This section illustrates the main findings of our analysis, discussing them in relation to the following 
three aspects: i) forecasting performance of the alternative models: ii) identification of the most 
important predictors; iii) relationship of the relevant predictors with the probability of crisis 
occurrence. The results are presented for the different forecasting horizons (h=2,5,10), and for both 
the full sample of countries and for EMEs and LICs, separately. The section finally discusses a 
forward-looking aggregate indicator of fiscal crisis risk in EMEs and LICs, developed by using the 
outcomes of our best performing model. 

Forecasting performance 

The forecasting performance of the alternative machine learning methods, with regard to different 
forecasting horizons and subsamples, is presented in Table 2. It is worth to stress that the models are 
estimated and the forecasts are performed considering only two types of observations: transitions 
from non-crisis states in t to crises in t+1,…,t+h, and stays in a non-crisis situation between time t 
and t+h. Results in Table 2 are obtained by estimating the alternative models on our full sample of 
EMEs and LICs, to deliver out-of-sample forecasts for the whole sample and for the two subgroups, 
separately. 

When we consider a forecasting horizon of two years, in the period 1980-2021 the dependent variable 
assumes the value one (signalling a transition from non-crisis states to crises in the following two 
years) in 846 cases and the value of zero (meaning stays in a non-crisis state in the following two 
years) in 2,612 cases. 458 of these transitions happened in EMEs (over a total of 2,320 observations 
for EMEs) while 388 occurred in LICs (over a total 1,138 observations for LICs). Looking at the 
results for the full sample, the probit model is outperformed by the random forest and the adaboost 
methods according to all the three criteria employed (AUC, MSE e log-likelihood). The 
improvements obtained with the random forest and the adaboost are statistically significant according 
to the AUC. The SVM and the neural network have a performance broadly similar to the probit model 
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according to the AUC criterion,18 while the tree algorithm is the worst classifier considering all the 
three criteria. Restricting the analysis to the subsamples of EMEs, the random forest and the adaboost 
algorithms are still the best classifiers with statistically significant improvements in terms of the AUC. 
In the case of LICs, the tree ensemble methods outperform the probit but the differences in 
performance are only marginally significant. However, it must be noted also that all methods, when 
forecasting crises in LICs, exhibit a worst absolute performance compared to the predictions made 
on the full sample and on the EMEs subsample. 

Table 2: Forecasting performance of the alternative machine learning methods considering different 
forecasting horizons and subsamples. Models are estimated on the entire sample (EMEs and LICs)  

h=2 Full sample EMEs LICs 

Model AUC MSE LogLik AUC MSE LogLik AUC MSE LogLik 

Probit 0.617 0.190 -0.594 0.581 0.165 -0.527 0.589 0.241 -0.727

Tree 0.566 0.227 -0.767 0.532 0.190 -0.649 0.536 0.301 -1.003

Random Forest 0.684*** 0.175 -0.529* 0.666*** 0.150 -0.473 0.621 0.224 -0.641*

AdaBoost 0.684*** 0.176 -0.533 0.664*** 0.148 -0.469 0.614 0.232 -0.659

Neural Network 0.590 0.194 -0.581 0.545 0.166 -0.515 0.577 0.250 -0.714

SVM 0.580 . . 0.572 . . 0.551 . .

h=5 Full sample EMEs LICs 

Model AUC MSE LogLik AUC MSE LogLik AUC MSE LogLik 

Probit 0.680 0.227 -0.653 0.631 0.227 -0.653 0.658 0.226 -0.653

Tree 0.628 0.303 -1.052 0.615 0.300 -1.035 0.554 0.310 -1.086

Random Forest 0.724** 0.213* -0.620 0.704** 0.210* -0.610 0.645 0.220 -0.640

AdaBoost 0.712* 0.220 -0.639 0.679* 0.218 -0.632 0.654 0.225 -0.654

Neural Network 0.652 0.257 -0.748 0.624 0.260 -0.753 0.606 0.252 -0.740

SVM 0.591 . . 0.598 . . 0.543 . .

h=10 Full sample EMEs LICs 

Model AUC MSE LogLik AUC MSE LogLik AUC MSE LogLik 

Probit 0.615 0.280 -0.843 0.576 0.312 -0.924 0.623 0.215 -0.681

Tree 0.547 0.338 -1.238 0.512 0.406 -1.476 0.555 0.200 -0.761

Random Forest 0.656 0.240** -0.680 0.602 0.275* -0.754 0.619 0.171* -0.531

AdaBoost 0.673** 0.260 -0.764 0.619 0.303 -0.864 0.665 0.175* -0.563

Neural Network 0.585 0.297 -1.085 0.565 0.337 -1.188 0.562 0.218 -0.879

SVM 0.500 . . 0.498 . . 0.494 . .
Notes: stars (*) refer to the significance levels of the test employed to assess whether each ML algorithm significantly 
outperforms the probit model according to a given criterion. Significance levels: *** p-value < 1%, ** p-value < 5%, * 
p-value < 10%.  

Considering a forecasting horizon of five years, the number of transitions from non-crisis states to 
crises increases to 1,454, while the number of stays in a non-crisis state declines to a value equal to 
1,739. The increase in the number of crisis events is due to the longer time-period on which the logical 
union is computed in the definition of the dependent variable (see equation 1). The transitions from 
non-crisis states to crises that happened in EMEs were 825 (over a total of 2,143 observations for 
EMEs) while 629 occurred in LICs (over a total of 1,050 observations for LICs). Hence, with a 
forecasting horizon of 5 years, the sample is more balanced between crisis and non-crisis events, 
which explains the general improvement in the forecasting accuracy of all methods, with only few 
exceptions, in comparison to the two-year horizon forecasting exercise. The random forest and the 

18 The SVM algorithm does not allow to calculate a probabilistic outcome (see Section 3 on methodological issues). 
Hence, for this method it is not possible to compute the log-likelihood and the MSE. 
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adaboost algorithms are again the best classifiers for the overall sample of countries, as well as for 
the two subsamples (EMEs and LICs). In particular, these two methods display a forecasting 
performance that, looking at the AUC and MSE in the full as well as in the EMEs sample, remains 
significantly superior to the probit, even though the difference in forecasting accuracy is lower than 
in the case of the two-year horizon. This is due to the fact that the short-term forecasting exercise 
allows for a more timely update of the hyper-parameters of the machine learning models. 

When the forecasting horizon is set to ten years, the number of transitions from a non-crisis to a crisis 
exceeds the number of stays in non-crisis states (1,714 against 992). During the period 1980-2021, 
crisis transitions in EMEs were 1,034 over a total of 1,822 observations, while 680 episodes were 
observed in LICs against 204 stays. Therefore, the sample is more unbalanced compared to the five 
year horizon exercise and this explains the deteriorating performance of all models. Considering the 
full sample, the adaboost and the random forest algorithms significantly outperform the probit 
considering the AUC and MSE, respectively. They remain the best classifiers when the forecasts are 
restricted to the subsamples of EMEs and LICs, although the differences in performance are 
marginally significant.  

Fig. 3: ROC curves of the different algorithms based on short-term forecasts (h=2) 

Overall, results in Table 2 show that the random forest and, to a lesser extent, the adaboost algorithms 
outperform traditional approaches, like the probit, in terms of forecasting accuracy. Moreover, such 
ensemble methods generally deliver a better performance also when compared to other machine 
learning approaches. Our findings on the absolute and relative performance of the different methods 
are largely in line with those of other recent papers, which obtain AUC in the range of 0.5-0.7 with 
the random forest as the best performing approach, employing a similar (Jarmulska, 2022) or a much 
larger set of predictors (Badia et al., 2020; Hellwig, 2021): this also suggests that models with a very 
large number of highly correlated variables are able to attain limited additional gains in forecasting 
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accuracy. The better performance of the random forest and the adaboost algorithms can be appreciated 
graphically by comparing the ROC curves of the different models, based on the short-term forecasts 
(h=2), as depicted in Fig. 3. In fact, the ROC curves of the random forest and the adaboost are always 
closer to the (0,1) point – the perfect classifier case - than those of the other methods. This result can 
be generalised to every forecasting horizon, as shown in Fig. A1 and A2 of Annex A, even though 
the distance between the ROC curve of the random forest and those of the other methods narrows 
compared to the two-year forecasting exercise. 

In Table A2 in Annex A, we also report the forecasting performance of the models estimated 
separately on the two subsamples of countries (EMEs and LICs) with the aim of better capturing 
possible distinct features of the two groups. The comparison of results in Table 2 with those in Table 
A2 shows that the estimation performed on the whole sample generally delivers more accurate 
predictions. This indicates that the relationships between the predictors and the probability of default 
are not too heterogeneous across the two groups of countries, with the result that the pooling of 
observations allows a better identification of the common complex patterns in the data. 

Variable importance 

Using the permutation algorithm described in the previous section, we assess the relative importance 
of the selected predictors in terms of their contribution to the improvement of forecasting accuracy. 
In particular, the importance of each predictor is measured as the decrease in the AUC (calculated on 
the out-of-sample forecasts) caused by the random permutation of the same variable. 

Fig. 4 plots the 10 most important predictors, in decreasing order of relevance (normalising the 
importance of the most relevant predictor to 100), for the alternative methods employed and the short-
term forecasting horizon (h=2). There is a wide consensus among the different algorithms on the 
identification of the key predictors. The external stock of public debt, the historical frequency of past 
fiscal crises and the index of government effectiveness come out clearly as the most important 
predictors according to all algorithms. Other variables often appearing as relevant predictors are the 
stock of foreign reserves, the current account balance, the total stock of public debt and the level of 
economic development, as measured by the (log) GDP per capita. Moreover, results show a relatively 
relevant role played also by remittances, the country’s financial openness, and the interest rate-growth 
differential.  

When performing medium-term predictions (h=5), the external stock of public debt, the past crisis 
history, the institutional quality index and the current account balance continue to contribute to a large 
fraction of the forecasting accuracy of many models, while other variables - that were relevant in the 
short-term exercise - lose importance (Fig. A3 in Annex A). When analysing long-term predictions 
(h=10), the results of the alternative approaches are more heterogeneous compared to shorter 
forecasting horizons with the institutional quality index, the stock of total and external public debt, 
the interest-growth differential, the current account balance and the level of development captured by 
GDP per capita being the most common relevant predictors (Fig. A4). However, some caution is 
needed in analysing this last result given the low number of time periods involved in the ten-year 
forecasting exercise. 

Overall, these results confirm the findings on the main determinants of fiscal crisis episodes identified 
by the previous literature. First, public debt (especially its sub-component of public external debt) 
appears to be a very relevant predictor, and actually the most important one according to the best 
performing models. This outcome is in line with the results obtained by other recent studies (such as 
Badia et al., 2020), and provides an important message, as well as a warning, to inform the policy 

19



 

debate in the current context of high levels of public debt in EMEs and LICs. In addition to the current 
level of public debt, the past history of fiscal crises also matters considerably. 

Fig. 4: Importance plots for the different algorithms based on short-term forecasts (h=2) 

 

Moreover, we find that some structural features play a prominent role. Indeed, the analysis shows that 
the level of economic development (measured by GDP per capita) and the quality of governance and 
institutions carry a substantial weight, validating the conjecture that less developed countries with 
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weaker institutional settings are more prone to crises. Our work also corroborates the notion that 
traditional indicators of external position, such as the current account balance and the stock of foreign 
exchange reserves, convey useful information regarding fiscal vulnerabilities and the risk of crisis.  

Unlike other recent studies (such as Badia et al., 2020, and Hellwig, 2021), a few models, including 
in some cases those with the best predicting accuracy, also find a role played by the interest rate-
growth differential; by being one of the drivers of the dynamics of the debt to GDP ratio, this 
differential seems to provide some signalling value regarding the probability of a crisis, especially on 
longer horizons.19  

Fiscal variables, CPI inflation and exchange rate movements rarely appear among the most relevant 
predictors. Moreover, despite the fact that fiscal crises appear to be clustered around time of financial 
turmoil, global indicators have overall a limited role, especially in the best-performing methods. This 
can be rationalised considering that these high-frequency indicators provide a useful signal to identify 
crises only in the very short-run, but not at the lower frequency horizons considered in our forecasting 
exercise. 

Effects of predictors on the probability of crisis 

Once the most relevant predictors according to the different models have been detected, we study 
their impact on the probability of fiscal crisis using the accumulated local effects (ALE). In particular, 
Fig. 5 shows the ALE plots for the probit, the random forest, the adaboost and the neural network 
models, considering a two-year forecasting horizon.20   

All models show a strong positive relation between the frequency of past fiscal crises and the 
likelihood of a new one. This result seems to suggest that history matters, and countries that 
experienced fiscal crises in the past are more likely to fall in crisis again in the future than countries 
with a strong track record of repayments and fiscal soundness, even if they have the same levels of 
debt and other relevant characteristics. In other words, there appears to be a sort of vicious cycle in 
which a weak credit history leads to a higher probability of a new fiscal crisis, other things being 
equal.  

Furthermore, according to the probit model, a higher total stock of public debt increases linearly the 
probability of observing a fiscal crisis. The ALE plot of the neural network is also close to a line, with 
a steeper slope compared to that of the probit model. More complex is the relationship between the 
stock of public debt and crisis probability detected through the random forest and the adaboost 
algorithms: the crisis probability actually decreases for low values of public debt, below 40-50 per 
cent of GDP, but then increases rapidly when public debt exceeds this threshold. This result seems to 
suggest a significantly non-linear relationship, with low levels of public debt to GDP being relatively 
“safe”, while higher values (above the identified threshold) provide strong and rapidly rising signals 
of mounting vulnerabilities. On the other hand, an increase of the stock of external public debt is 
monotonically associated with a higher probability of a fiscal crisis in all models. It must be noted, 
however, that the estimated effect on the probability of default is much larger according to the 
machine learning models compared to the probit. Moreover, also in this case the best performing 
machine learning models indicate the presence of strong non-linearities, with a substantial jump in 

19 At the 10-year horizon, the higher estimated relevance of the interest rate-growth differential could also reflect a 
decreased importance of other predictors providing very strong signalling value at shorter horizons.  
20 The SVM algorithm does not provide a probabilistic outcome (see Section 3 on methodological issues) while the ALE 
plots of the tree are very naive. 
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the crisis probabilities when the levels of the external public debt relative to GDP rise above 20 
percent.21 

Fig. 5: ALE plots of the most relevant predictors for the different algorithms calculated using short-term 
forecasts (h=2) 

The ALE plots of the (log) GDP per capita, the government effectiveness index and the stock of 
foreign reserves are quite similar across the different methods. In particular, an increase in the level 
of GDP per capita, in the quality of government effectiveness or in the stock of foreign exchange 
reserves, all imply a reduction of the probability of default. These results are largely in line with what 
would be expected from economic theory.    

There is instead some divergence between the models on the effect of the interest rate-growth 
differential and the current account balance. In fact, according to the probit model, a higher 
differential between the cost of debt and the rate of economic growth or a more positive current 
account balance do not meaningfully affect the probability of default. Conversely, our best 

21 The level of the threshold over which the crisis probability accelerates is lower for external public debt compared to 
public debt, which is a reasonable feature as the former is a component of the latter. At the same time, the different shape 
of the relationships the two variables have with the crisis probability validates the fact that the two types of debt are not 
identical and imply a diverse degree of riskiness. 
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performing models (primarily the random forest and the adaboost algorithms) show a sizeable jump 
in the probability of fiscal crisis when the interest rate-growth differential becomes positive and large; 
on the other hand, these models indicate a sudden drop in the crisis probability if the current account 
balance is positive or moderately negative.  

ALE plots calculated for longer forecasting horizons are largely in line with those depicted in Fig. 5. 
Even if the lower number of observations employed in the estimation makes the plots more noisy, the 
shapes of the different relationships are overall quite similar (see Fig. A5 and A6 in the Annex A for 
the five and ten-year horizon, respectively). 

Fig. 6: Bivariate ALE plots showing the second-order interaction effects between the interest-growth 
differential and the stock of external debt in the different algorithms calculated using short-term forecasts 

(h=2). Darker regions are associated with a higher probability of fiscal crisis 

In addition to study the relationships between single predictors and the probability of crisis, including 
possible non-linearities of these relationships, we employ the ALE method also to investigate the 
existence of interactions between variables. Among the selected predictors we find, in particular, a 
strong interaction effect between the interest rate-growth differential and the stock of external debt. 
Fig. 6 shows the bivariate ALE plot for these two variables in the context of short-term forecasts 
(h=2). As it emerges from the picture, the more accurate machine learning methods indicate that the 
estimated impact on the likelihood of fiscal crisis occurrence stemming from an elevated level of 
external debt is larger when the difference between the cost of debt and the GDP growth rate is higher, 
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while the probit model and the neural network fail to uncover this additional interaction effect.22 In 
other words, this suggests that even for relatively moderate levels of external debt, the probability of 
crisis increases considerably in case of a high interest rate-growth differential, which represents a 
further warning signal in the context of the global monetary tightening expected to counteract the 
rising inflationary pressures exacerbated by the repercussions of the war in Ukraine. 

Aggregate fiscal risk index 

Using the outcomes of the best performing estimated model, i.e., the random forest algorithm, we 
also construct a forward-looking aggregate indicator which should be able to reflect the evolution of 
the risk of fiscal crises in EMEs and LICs. Since the aim of this exercise is to define an aggregate 
index for all the countries in our sample independently on the state in which they are at time t, we 
consider the probability of fiscal crisis without conditioning on the absence of crisis in t: 𝜇,௧ାଵ

 ≡

ℙ൫𝑦,௧ାଵ
 = 1|𝑋,௧൯. Then, we compute two versions of such an indicator, relying on two different 

types of output obtained through our analysis. One version relies on the expected number of countries 
in debt distress (over the total number of countries), and is represented by the formula: 

𝐼௧
(ଵ)

=
1

𝑁
 𝐼൫�̂�,௧ାଵ

 > 𝜙௧
∗൯

ே

ୀଵ

     (8) 

in which 𝜙௧
∗ is the optimal threshold that identifies the point on the ROC curve (constructed using the 

out-of-sample forecasts prior to time t) closest to the perfect classification case, i.e. the point (0,1). 
The threshold 𝜙௧

∗ is calibrated for the subsample of EMEs and LICs, separately. Alternatively, the 
fiscal risk index can be computed using directly the probabilities of fiscal crisis, and calculating their 
average: 

𝐼௧
(ଶ)

=
1

𝑁
 �̂�,௧ାଵ



ே

ୀଵ

      (9) 

This second version allows also to gain some information on the evolution of the cross-country 
distribution of risks, by computing the inter-quartile range of predicted probabilities (�̂�,௧ାଵ

 ) in 
addition to the average level measured by expression (9). 

It is worth stressing that both indicators are computed at time t (i.e., the prediction year) considering 
the model-implied probabilities evaluated using predictors at time t but referring to forecasting crises 
in periods t+1,…,t+h. In this regard, the two indexes are forward-looking, as they signal at time t the 
probability of fiscal crisis occurrence (or the share of countries anticipated to enter into a crisis) in 
the following h periods. 

Fig. 7 displays the time series of the two indicators considering a forecasting horizon of 2 years, for 
the entire set of countries and for each of the two subgroups (EMEs and LICs), separately. The first 
indicator is plotted in the left panels, while the second one is reported in the right panels, together 
with the inter-quartile range of predicted probabilities. In order to evaluate the performance of the 

22 In principle, even in the probit model the marginal effect of any predictor depends on the values assumed by the other 
independent variables. However, the non-linear function of the probit is not flexible enough (given the absence of hyper-
parameters) to uncover important interactions among predictors: a possible solution could be to add the cross-products of 
all the independent variables in the probit model, introducing additional complexity and possibly making the estimation 
of the model numerically unfeasible. Conversely, in machine learning algorithms this is not necessary, because they are 
able to automatically detect the relevant interaction effects. 
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indexes against the occurrence of future crises, the fraction of countries actually falling in a debt crisis 
in the following two years is added to all the graphs. For comparability purposes, this fraction is 
calculated for each prediction year t by considering countries in fiscal crisis in periods t+1 and t+2; 
as our database contains fiscal crisis up to the end of 2021, the last available observation is 2019, 
referring to crisis happened in the two-year period 2020-2021.  

Fig. 7: Aggregate fiscal risk indexes calculated with the short-term forecasts (h=2) of the random forest 
algorithm 

 

The results, for the whole set of countries as well as for the subsample of EMEs, show that the two 
risk indexes match quite closely the level and the dynamics of the true fraction of countries in crises. 
The fit of the two indexes is less accurate when considering only the subsample of LICs, a result that 
likely reflects the lower quality of the data for this category of countries. Comparing the two 
indicators, it is possible to observe that the one based on the predicted number of countries in crisis 
is more volatile than the index computed as a simple average of the crisis probabilities, as the former 
is affected also by the variability of the threshold estimate. 

The two indicators signal a sharp increase of short-term risks before and during the outbreak of the 
COVID-19 pandemic in both EMEs and LICs. This increase is mainly driven by the worsening of the 
most important predictors, with regard in particular to the additional accumulation of debt stocks 
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experienced by EMEs and LICs in the aftermath of the pandemic. The pandemic has also increased 
the risk of fiscal crisis in EMEs on longer horizons, while the long-run prospects of fiscal distress 
have remained stable at high levels in LICs, as can be appreciated by looking at the five and ten-year 
horizon indexes (Fig. A7 and A8 in Annex A).   

5. Concluding remarks

Our analysis supports the findings of a recent literature (Badia et al., 2020; Hellwig, 2021; Jarmulska, 
2022) that highlights the merits of machine learning algorithms in improving the forecasting accuracy 
of fiscal crises compared to traditional approaches. In this regard, we provide additional evidence 
testing a wider set of machine learning models and focusing on fiscal crises in EMEs and LICs. 

We find that the random forest and (to a lesser extent) the adaboost algorithms outperform both 
standard econometric approaches, like the probit model, as well as other machine learning techniques, 
including neural network and SVM. The performance of the random forest and the adaboost relative 
to other methods is confirmed even when considering more complex tasks, such as predictions on 
longer forecasting horizons, or focusing the analysis on LICs, which are characterised by a higher 
likelihood of fiscal distress episodes and by more noisy predictors given the lower quality and 
coverage of their official statistics. More accurate model-based results are important as they can better 
inform the analysis, complemented by the application of the analyst’s judgement which is always 
required to reach a final debt sustainability assessment. 

Our results are broadly in line with the latest assessments of debt vulnerabilities (available as of 
November 2022) performed by the IMF and WB in the context of their Debt Sustainability Analysis 
(DSA) for LICs. Fig. 8 plots the average probability of fiscal crisis in the period 2022-2023 estimated 
with the random forest model for each of the four DSA classes of debt distress.23 As it is evident from 
the picture, the model correctly attributes a higher probability of fiscal crisis to countries classified in 
riskier classes of debt distress according to the DSA. 

Fig. 8: Comparison between IMF LIC-DSA classification (as of November 2022) and model-implied 
average probabilities of fiscal crisis based on the random forest algorithm 

23 This comparison is performed on a subset of 69 countries, i.e. those subject to the DSA for LICs carried out jointly by 
the IMF and WB. The DSA classifies countries in four categories with ascending debt vulnerabilities: low risk of debt 
distress, medium risk, high risk and in debt distress. 

26



Our analysis also detects a robust set of variables that can effectively anticipate the occurrence of 
fiscal crises. In this respect, the most relevant predictors are the stock of public debt (both external 
and total), the past crisis history, the quality of institutions, the stock of foreign exchange reserves, 
the degree of economic development (captured by the level of GDP per capita), the current account 
balance and the interest rate-growth differential. All these predictors have the expected effect on the 
probability of crisis occurrence. 

Finally, we show how the model-implied probabilities and the expected number of countries in fiscal 
distress can be used to construct a reliable aggregate index of fiscal crisis risk for EMEs and LICs. 
This index clearly highlights the significant increase in debt vulnerabilities following the 
accumulation of additional debt in the aftermath of the pandemic, thus corroborating the concerns of 
the G20 and the international community regarding the risks to debt sustainability in developing 
countries. 
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Annex A: Additional tables and figures 

Table A1: List of countries included in the analysis 

EMEs LICs 

Albania Libya Afghanistan Sierra Leone 

Algeria Maldives Bangladesh Solomon Islands 

Angola Mauritius Benin Somalia 

Antigua and Barbuda Mexico Bhutan South Sudan 

Argentina Mongolia Burkina Faso Sudan 

Armenia Montenegro Burundi Tajikistan 

Azerbaijan Morocco Cambodia Tanzania 

Barbados Namibia Cameroon The Gambia 

Belarus Nauru Central African Republic Togo 

Belize North Macedonia Chad Uganda 

Bolivia Pakistan Comoros Uzbekistan 

Bosnia and Herzegovina Palau Côte d'Ivoire Vietnam 

Botswana Panama Democratic Republic of the Congo Yemen 

Brazil Paraguay Djibouti Zambia 

Bulgaria Peru Eritrea Zimbabwe 

Cabo Verde Philippines Ethiopia 

Chile Poland Ghana 

Colombia Romania Guinea 

Costa Rica Russia Guinea-Bissau 

Croatia Samoa Haiti 

Dominica Serbia Honduras 

Dominican Republic Seychelles Kenya 

Ecuador South Africa Kyrgyz Republic 

Egypt Sri Lanka Lao P.D.R. 

El Salvador St. Kitts and Nevis Lesotho 

Equatorial Guinea St. Lucia Liberia 

Eswatini St. Vincent and the Grenadines Madagascar 

Fiji Suriname Malawi 

Gabon Syria Mali 

Georgia Thailand Mauritania 

Grenada Tonga Moldova 

Guatemala Trinidad and Tobago Mozambique 

Guyana Tunisia Myanmar 

Hungary Turkey Nepal 

India Turkmenistan Nicaragua 

Indonesia Tuvalu Niger 

Iraq Ukraine Nigeria 

Islamic Republic of Iran Uruguay Papua New Guinea 

Jamaica Vanuatu Republic of Congo 

Jordan Venezuela Rwanda 

Kazakhstan West Bank and Gaza São Tomé and Príncipe 

Lebanon Senegal 
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Table A2: Forecasting performance of the alternative machine learning methods considering different 
forecasting horizons and subsamples. The estimation is performed in the two subsamples separately  

h=2 EMEs LICs 
Model AUC ΔAUC MSE ΔMSE LogLik ΔLogLik AUC ΔAUC MSE ΔMSE LogLik ΔLogLik 
Probit 0.566 -0.015 0.182 0.017 -0.586 -0.059 0.542 -0.047 0.268 0.027 -0.820 -0.093
Tree 0.593 0.061 0.188 -0.002 -0.635 0.014 0.540 0.004 0.312 0.011 -1.092 -0.089
Random Forest 0.656 -0.010 0.152 0.002 -0.478 -0.005 0.592 -0.029 0.232 0.008 -0.661 -0.020
AdaBoost 0.655 -0.009 0.152 0.004 -0.484 -0.015 0.580 -0.034 0.243 0.011 -0.687 -0.028
Neural Network 0.581 0.036 0.183 0.017 -0.579 -0.064 0.504 -0.073 0.296 0.046 -0.958 -0.244
SVM 0.577 0.005 . . . . 0.488 -0.063 . . . .
h=5 EMEs LICs 
Model AUC ΔAUC MSE ΔMSE LogLik ΔLogLik AUC ΔAUC MSE ΔMSE LogLik ΔLogLik 
Probit 0.611 -0.020 0.240 0.013 -0.715 -0.062 0.621 -0.037 0.267 0.041 -0.892 -0.239
Tree 0.596 -0.019 0.309 0.009 -1.118 -0.083 0.595 0.041 0.286 -0.024 -1.065 0.021
Random Forest 0.702 -0.002 0.210 0.000 -0.610 0.000 0.676 0.031 0.211 -0.009 -0.624 0.016
AdaBoost 0.670 -0.009 0.228 0.010 -0.661 -0.029 0.655 0.001 0.231 0.006 -0.733 -0.079
Neural Network 0.621 -0.003 0.272 0.012 -0.855 -0.102 0.579 -0.027 0.301 0.049 -1.163 -0.423
SVM 0.600 0.002 . . . . 0.484 -0.059 . . . .
h=10 EMEs LICs 

Model AUC ΔAUC MSE ΔMSE LogLik ΔLogLik AUC ΔAUC MSE ΔMSE LogLik ΔLogLik 
Probit 0.542 -0.034 0.327 0.015 -1.016 -0.092 0.480 -0.143 0.327 0.112 -1.528 -0.847
Tree 0.494 -0.018 0.431 0.025 -1.772 -0.296 0.495 -0.060 0.251 0.051 -1.195 -0.434
Random Forest 0.573 -0.029 0.275 0.000 -0.754 0.000 0.548 -0.071 0.197 0.026 -0.627 -0.096
AdaBoost 0.589 -0.030 0.308 0.005 -0.899 -0.035 0.590 -0.075 0.210 0.035 -0.794 -0.231
Neural Network 0.554 -0.011 0.357 0.020 -2.064 -0.876 0.538 -0.024 0.275 0.057 -1.281 -0.402
SVM 0.503 0.005 . . . . 0.488 -0.006 . . . .

Notes: the table shows both the forecasting performance in terms of AUC, MSE and log-likelihood and the difference 
with respect to the prediction accuracy of the corresponding models estimated on the entire sample (EMEs and LICs), 
i.e., ΔAUC, ΔMSE and ΔLogLik. For the columns showing the differences in prediction accuracy, numbers in red colour
indicate a worse accuracy compared to the model estimated on the entire sample of countries.

29



Fig. A1: ROC curves of the different algorithms based on short-term forecasts (h=5) 

Fig. A2: ROC curves of the different algorithms based on short-term forecasts (h=10) 

30



Fig. A3: Importance plots for the different algorithms based on medium-term forecasts (h=5) 
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Fig. A4: Importance plots for the different algorithms based on long-term forecasts (h=10) 
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Fig. A5: ALE plots of the most relevant predictors for the different algorithms calculated using medium-
term forecasts (h=5) 
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Fig. A6: ALE plots of the most relevant predictors for the different algorithms calculated using long-term 
forecasts (h=10) 
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Fig. A7: Aggregate fiscal risk indexes calculated with the medium-term forecasts (h=5) of the random forest 
algorithm 

35



Fig. A8: Aggregate fiscal risk indexes calculated with the long-term forecasts (h=10) of the random forest 
algorithm 

36



Annex B: Algorithm 

Given a forecasting horizon ℎ ∈ {2,5,10}, for each machine learning model 𝑚(𝑋௧; 𝜃, 𝜆) and for each 
year 𝑡 ∈ {2000, … ,2021 − ℎ}, the sample is divided into two sets: 

1) training sample: data from year t-h-s+1 to t-h are used for both hyper-parameter tuning and
for the estimation of model parameters:

a. hyper-parameter tuning (𝜆መ): the training sample is divided into k=10 non-overlapping
parts considering both the cross-sectional and the time-series dimension of the dataset.
For each hyper-parameter value (chosen on a grid of possible values frequently
selected in the literature, see Table A3), the model is estimated k-times using k-1
subsamples and employed to calculate out-of-sample forecasts on the excluded
subsample. Using these forecasts it is possible to obtain k measures of forecasting
accuracy according to a given criterion (AUC, maximum likelihood, MSE). A simple
average of these k measures is computed. Finally, the hyper-parameter with the best
average predictive performance is selected;

b. model estimation (𝜃): once the best hyper-parameter is selected, the model is estimated
using the overall training sample.

2) test sample: time t observations 𝑋௧ and the trained model 𝑚൫𝑋௧; 𝜃, 𝜆መ൯ are employed to

compute out-of-sample forecasts for the probability of a crisis 𝜋ො,௧ାଵ
  during the period t+1,..,

t+h.

Using the out-of-sample forecasts for the probability of a crisis 𝜋ො,௧ାଵ
  computed for each country i 

and year 𝑡 ∈ {2000, … ,2021 − ℎ}, we can compute an overall measure of forecasting accuracy 
according to a given criterion (AUC, maximum likelihood, MSE) for the whole sample of countries 
and the entire period  {2000, … ,2021 − ℎ}. 

Table A3: Tuning parameter grids 

Model Hyper-parameters Grid 
Probit None None 
Tree Tree depth (𝜈) 0.005, 0.010, 0.015 
Random Forest Number of variables (𝜔) 2, 5, 10 
AdaBoost Number of iterations (𝑁ூ) 1,2,…,1000 
Neural Network Neurons in the first and second layer (𝑀, 𝑃) (1,1), (2,1), (2,2) 
SVM Predefined tolerated error (𝐶) 0.1, 0.5, 1, 5, 10 
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