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Abstract 

We study the relationship between corporate leverage and the sensitivity of industrial 
production to monetary policy shocks within the euro-area manufacturing sector. Using 
polynomial state-dependent local projections, we document a non-linear association. When 
leverage is low, more indebted industries adjust their production more strongly in response to 
a monetary policy shock, consistently with a financial accelerator framework. At higher 
leverage ratios, this positive relationship weakens until it reaches a point where additional 
leverage is associated with a decrease in sensitivity to monetary policy. We show that this 
weakening effect is particularly intense within the short-term horizon and in recessions. Our 
results are consistent with recent studies analyzing the role of default risk in dampening the 
financial accelerator mechanism. 
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1 Introduction1

Corporate balance sheet positions play a key role in the transmission of monetary

policy to the real economy. The financial accelerator literature finds that the

aggregate response of investment and production to monetary policy is amplified

by the fluctuations in corporate leverage driven by changes in asset prices and cash

flows (Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997).

When considering the heterogeneity in leverage across firms, which are the most

responsive to monetary policy shocks is theoretically more ambiguous. On one

hand, highly leveraged firms are expected to be more financially constrained.

Borrowing an additional unit of funds is more costly, unfeasible, or even not

profitable for them. All other things being equal, these firms are likely to adjust less

their production in response to exogenous disturbances. On the other hand, they

are supposed to be more exposed to the financial accelerator mechanism. With a

larger share of debt financing, their net worth is proportionally more sensitive to

shocks, amplifying the response of their production.

Which of these effects prevails is ultimately a quantitative matter. According to

the conventional view based on the work of Bernanke, Gertler, and Gilchrist (1999),

a higher leverage ratio should generally imply a stronger sensitivity to monetary

policy shocks. Recently, Ottonello and Winberry (2018) have shown that this

prediction could not necessarily hold true for highly leveraged – risky – firms,

suggesting the possible presence of a non-linear relationship between corporate

1The views expressed in this paper are those of the authors and do not necessarily reflect those
of the Bank of Italy or the Eurosystem. We are grateful to Peter Karadi and Marek Jarociński for
providing their series of high-frequency monetary policy shocks. We thank Giuseppe Ferrero, Angus
Foulis, Andrea Gazzani, Priit Jeenas, Stefano Neri, Marco Taboga and an anonymous referee for
useful comments and suggestions. We also thank conference participants at the 2019 SED meeting
in St. Louis and the 3rd ESCB Workshop on Monetary Economics in London. All remaining errors are
ours.
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leverage and the effectiveness of monetary policy. We empirically investigate this

relation by exploiting the heterogeneity in industrial production and corporate

leverage across twenty-two manufacturing industries in seven euro-area countries

over the period 2001-18.

Recent studies address similar questions using firm-level data on US and UK

listed firms (Ottonello and Winberry, 2018; Jeenas, 2019; Cloyne, Ferreira, and

Surico, 2018; Anderson and Cesa-Bianchi, 2019). Our data differ from those used in

these studies on two crucial and related dimensions. First, our industry-level data

include information from both listed and non-listed firms. The latter group

commonly accounts for a very large fraction of the non-financial corporate sector

and includes those firms that are more likely to be subject to severe financial

constraints. Second, our data refer to euro-area economy. They can provide useful

insights on the role of financial heterogeneity in the monetary policy transmission

since non-listed small and medium enterprises in the euro area account for a larger

share of value added and employment than in the United States.2 For the purpose

of our analysis, both the country-industry dimension and the use of euro-area data

strike the right balance between the need of having sufficient heterogeneity in

corporate financial positions and that of capturing meaningful variation in

production.

In the baseline we estimate the cumulative response of industrial production to

a high-frequency monetary policy shock by means of what we call polynominal

state-dependent panel local projections.3 In particular, we introduce a polynomial

2Moreover, evidence for the euro-area economy is scanter than for the United States and dates
back to the years prior to the adoption of the euro (Dedola and Lippi, 2005; Peersman and Smets,
2005).

3While the theory mainly deals with capital accumulation, in our empirical exercise we focus on
an output measure such as industrial production, which is a broader economic indicator for assessing
the overall effectiveness of monetary policy.
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form of state-dependency within the local projection framework pioneered by Jordá

(2005) in order to account for potential non-linearities in the relationship between

corporate leverage and the effectiveness of monetary policy. The main advantage of

this approach is its flexibility and parsimony to address, within the context of a

macroeconomic dynamic model, non-linear forms of state-dependency that until

recently were confined to applied microeconometric research.

The monetary policy shocks are constructed from high-frequency changes in

relevant interest rates around the monetary policy meetings of the Governing

Council of the European Central Bank (ECB). This state-of-the-art identification

strategy has the benefit to impose a minimal set of restrictions with respect to other

methods commonly used in the literature. To take into account the possibility that

market participants react to the Governing Council assessment of the economic

outlook rather than the policy announcements, we control for information shocks.

We find evidence of a non-linear relation between corporate leverage and the

sensitivity of industrial production to a monetary policy shock. We show that at

low leverage ratios, more indebted industries adjust their production more strongly

in response to a monetary policy shock, consistently with a financial accelerator

framework. As the corporate financial structure relies less on equity, this positive

relation weakens until it reaches a point where additional leverage is associated

with a decrease in the sensitivity to monetary policy. Quantitatively, we find that

industries with liabilities to assets ratio close to 65-70% are those for which the

effects of monetary policy on production are the strongest. Above such levels,

higher leverage ratios are associated with a lower responsiveness to monetary

policy shocks. An industry with a leverage ratio of 75%, for example, despite

reacting more strongly than an industry with a ratio of 45%, adjusts its production

less aggressively than industries with a 65% leverage ratio.
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While the presence of a concave relation is found to be long-lasting, its inversion

is more likely to emerge during the first months after the shock. Our estimates

indeed suggest that the degree of non-monotonicity becomes less significant over

the analyzed horizon, a result that is consistent with the finding that over the

medium-term highly leveraged firms unambiguously benefit from the increase in

net worth connected with a decrease in policy rates and expand their activity more

than other firms (Jeenas, 2019).

We explore the sensitivity of our findings to several alternative specification

choices and find that they are not specific to the analyzed sample or to the

employed definition of corporate leverage. The results continue to hold when

considering additional balance sheet indicators, when taking into account the

presence of group-specific sensitivities, or when defining different forms of

state-dependency. Moreover, the existence of a concave relationship is robust to the

adoption of an alternative two-step approach in which we first estimate the

dynamic response of industrial production to a monetary policy shock in each

country-industry pair and then analyze how these responses are associated with

leverage ratios in each pair.

Financial constraints could be stronger during recessions as highly leveraged

companies are likely to be perceived as more risky and to feel a stronger need to

repair their balance sheets. In this regard, an additional interesting question to

explore within our setup is the extent to which the relation between corporate

leverage and monetary policy varies with the phases of the industrial business

cycle. To investigate this possibility, we take advantage of the flexibility of local

projections and further allow the response of industrial production to be different if

the shock occurs in good or in bad times. We find that the documented

non-monotonicity that emerges at high leverage ratios is particularly intense during
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a negative phase of the industrial cycle.

The rest of the paper is organized as follows. The next section offers a brief

review of the literature, focusing on the theoretical channels through which

corporate leverage can alter the effectiveness of monetary policy. Section 3

describes the series of monetary policy shocks, the data, and the econometric

methodology. Section 4 presents the empirical results on the relation between

corporate leverage and monetary policy effectiveness in the euro area. Section 5

discusses the robustness of our findings. Section 6 further explores the analyzed

relation differentiating between good and bad times. Finally, section 7 concludes.

2 A selected review of the literature

The financial accelerator literature unambiguously predicts that fluctuations in

corporate leverage amplify the aggregate response of investment and production to

monetary policy. An unexpected cut in the policy rate activates a number of indirect

effects which magnify the direct effect due to the upward shift in the demand curve

of capital. In particular, higher collateral values and expected cash flows, increase

net worth and bring down firms’ leverage. Under the presence of financial frictions,

this induces a downward shift and a flattening in their supply curve of capital.4

These indirect effects embedded in the balance sheet channel of monetary policy

allow a further expansion of their activity over that ensured by the direct effect.

Whether more leveraged firms provide a larger contribution to this aggregate

response is however theoretically ambiguous. The supply curve of these firms is
4The microeconomic friction behind the financial accelerator is the presence of an information

asymmetry between the borrower and the lender. The resolution of this asymmetry, which is carried-
out either by paying an agency cost (Bernanke and Gertler, 1989) or by conditioning the granting of
credit to the value of the available collateral (Kiyotaki and Moore, 1997), leads to an upward-sloping
or even vertical supply curve of capital and sub-optimal economic outcomes.
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steeper, but also shifts more after the shock. For a given shift in the demand curve,

the first feature reduces the real effectiveness of the shock, while the second amplifies

it. Which of these two forces prevails is ultimately a quantitative matter. In a two-

sector version of their representative firm model, Bernanke, Gertler, and Gilchrist

(1999) bring evidence in favor of the existence of a positive relationship between

corporate leverage and the effectiveness of a monetary policy shock by documenting

an “excess sensitivity” of the more constrained firms.

Ottonello and Winberry (2018) build on this framework to include

heterogeneous firms subject to default risk and show that the sensitivity to a

monetary policy shock is a non-linear function of firms’ leverage. Financially

constrained firms are significantly more responsive than unconstrained firms,

which finance themselves mostly with equity and thus operate with low leverage.

Among constrained firms, however, more leveraged firms are more risky and face a

steeper marginal cost of capital curve. In their calibration the direct effect of

monetary policy dominates over the indirect ones, implying that the most

leveraged firms do not necessarily display the highest sensitivity to shocks. Using a

similar theoretical framework, Jeenas (2019) claims that the dominance of the direct

effect is likely to appear only in the short-run. In the medium-run, the most

leveraged firms unambiguously benefit from the increase in their net worth

induced by a cut in the policy rate, expanding more their production.

The sensitivity of highly indebted firms could also be dampened through a debt

overhang distortion (Myers, 1977; Occhino and Pescatori, 2015). This financial

friction arises because firms are aware that during periods of financial distress the

return from investment tends to be reaped by the firms’ creditors.5 For a given

5As discussed in Tirole (2010) the concept of debt overhang is however elusive. This term has also
been used to identify credit rationing scenarios.
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marginal cost, the possibility that the firm may experience such a distress, or even

default on its outstanding debt obligations, lowers the marginal benefit that it

expects to receive from capital accumulation and other discretionary decisions

aimed at maintaining or increasing its production. This causes the firm to invest

and produce less than optimal. After an exogenous reduction in the policy rate,

highly indebted firms may even decide to take the opportunity to deleverage and

reduce their debt burden. A preference towards balance sheet repair can therefore

dampen the expansionary effect of monetary policy for highly leveraged firms.

Despite a growing body of empirical research studying the role of household

debt in conditioning the strength of the monetary policy transmission, the literature

on the role of corporate debt is instead scanter.6 A series of recent papers study the

heterogeneity across firms and investigate how this is important for monetary policy.

In addition to Ottonello and Winberry (2018) and Jeenas (2019), Anderson and Cesa-

Bianchi (2019), using daily data on credit spreads and volume of bond issued by

US firms, investigate the quantitative relevance of the balance sheet channel, finding

that it is stronger the higher the leverage. Cloyne et al. (2019) document that in

the United States and in the United Kingdom younger firms with relatively lower

leverage or more liquidity are those which have a significantly higher sensitivity to

monetary policy shocks.

Our paper contributes to this recent strand of the literature by documenting the

existence of a non-linear relation between corporate leverage and monetary policy

effectiveness. In particular, we document that the responsiveness of industrial

6With regard to household debt, the literature has reached mixed results. Some authors find
that the effectiveness of monetary policy in stimulating output is weakened during periods of
high household indebtedness (e.g. Alpanda and Zubairy, 2019; Alpanda, Granziera, and Zubairy,
2019), while other contributions challenge the view that debt is the prevailing factor lowering the
reactivity of households to monetary policy shocks (e.g. Gelos et al., 2019). Cloyne et al. (2019)
instead document that the aggregate response of consumption to interest rate changes is driven by
households with a mortgage.
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production to a monetary policy shock is concave in leverage. This indicates that, at

high leverage ratios, more leverage does not necessarily imply a greater sensitivity

to monetary policy. We also show that this concave relation tends to invert,

generating non-monotonic effects. This inversion is more likely to emerge in

recessions and slowly fades away in the medium-term horizon. These results

suggest that the most leveraged firms are not necessarily the most sensitive to

monetary policy.

3 Data and methodology

The baseline analysis estimates the sensitivity of industrial production (the response

variable) to monetary policy shocks, conditional on the degree of corporate leverage

(the state variable). In this section we describe the main elements underlying our

empirical analysis: (i) a series of monetary policy shocks; (ii) the disaggregated panel

data used to define the response variable and the state variable; and (iii) the Jordá’s

(2005) local projection methods employed to compute impulse responses.

3.1 High-frequency identification of monetary policy shocks

The ECB monetary policy shocks are constructed using a high-frequency

identification approach in the spirit of Gürkaynak, Sack, and Swanson (2005),

Gertler and Karadi (2015), and Jarociński and Karadi (2018). The identification is

carried-out in three steps. In the first step, a series of policy announcement

surprises is obtained by extracting information from the changes in Euro Overnight

Index Average (EONIA) swap rates within a fixed time window around monetary

policy meetings. The identifying assumptions are that, in the specified time
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window, (i) no other relevant news affects the EONIA swap rates and (ii) markets

fully incorporate the news released by the ECB. In a second step, the so-collected

surprises are used to identify a series of monetary policy shocks, as opposed to

information shocks. During the press conference that follows the monetary policy

meeting, market participants may indeed react to the Governing Council

assessment of the economic outlook for the euro area rather than to the release of

unexpected monetary news (Nakamura and Steinsson, 2018a). To control for

information shocks, we adopt the “poor-man” identification strategy proposed by

Jarociński and Karadi (2018) and consider a policy announcement surprise as a

pure monetary policy shock only when there is a negative co-movement with the

surprise in the equity price index.7 In the third and final step, high-frequency

monetary policy shocks are aggregated at the monthly frequency to match with that

of the dependent variable.

In this paper we consider two alternative measures of ECB monetary policy

shocks. We borrow the first from Jarociński and Karadi (2018) and derive the

second in the spirit of Cecioni (2018). The main difference between the two

measures of shocks is the size of the time window: the latter is based on daily

intervals, while the measure in Jarociński and Karadi (2018) only reflects intraday

movements.8 The choice of the time window should trade-off identification

accuracy and statistical power. On one hand, a narrower window maximizes the

7They show that the proportion of “wrong-signed” responses is quite relevant in both the Unites
States and the euro area (respectively, 35% and 45%) and that ignoring the information shocks
strongly biases the results of the standard high-frequency monetary policy identification.

8The authors consider as monetary policy events the release of press statements as well as 60-
minute press conferences. In both cases the specified window starts 10 minutes before the event
and ends 20 minute afterwards. Whenever there is a press conference after the Governing Council
meeting, they sum the changes in the two windows. The two measures also differ on the dimension
over which the communication about future monetary policy is captured. The daily-frequency shocks
are computed using the first principal component of daily changes of the EONIA swap rates spanning
the first year of the term structure, while the intraday-frequency shocks exploit 3-months contracts.
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Figure 1. High-frequency ECB monetary policy shocks

Note. Time-series of the monetary policy shocks identified using daily (blue) and intraday (red)
time windows. The series are shown over the actual time interval used in the estimations and are
normalized so that a positive unit value corresponds to a one-standard deviation expansionary shock.

chances that the identified shocks are truly exogenous. On the other hand, it is

more likely to limit the statistical power to assess their medium-run effects on real

variables, such as industrial production, which tend to respond with “long and

variable lags” and are affected by many other shocks over the analyzed horizon

(Nakamura and Steinsson, 2018b).

Figure 1 plots the two series over the actual time interval used in the

estimations. Both shocks are normalized so that a positive unit value corresponds

to a one-standard deviation expansionary impulse. Despite capturing roughly the

same major unexpected policy announcements, the correlation between the two

time-series is only moderately positive (ρ = 0.55). In this respect, we report the

results based on both intraday and daily measures, providing robustness to the
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empirical findings presented in the paper.

3.2 Disaggregated panel data at country-industry level

Both the response and the state variables vary over time, across countries and

across NACE two-digit manufacturing industries. Exploiting the wide

cross-sectional variation in industry-level panel data can be particularly useful in

understanding the effectiveness of monetary policy in the euro area. In particular,

the industry-level of aggregation strikes the right balance between country-level

and firm-level data. Using aggregate data, we would not be able to properly

uncover the relationship between corporate leverage and the strength of the

monetary policy transmission as the former tends to vary more across industries

than countries (Dedola and Lippi, 2005). On the other hand, the use of highly

disaggregated data has some limitation as well. First, with firm-level data the

response variable would be at most quarterly. Moving to a lower frequency would

entail a loss of information arising from the temporal aggregation of the

high-frequency monetary policy shocks. Second, the firm-level databases generally

used in the literature (i.e. Worldscope and COMPUSTAT) only cover publicly listed

firms. While they make up a relevant share in the US, they constitute just a minority

in the euro area.9 This is a relevant issue for our analysis since publicly listed firms

are less likely to be subject to severe financial constraints.

The response variable is the seasonally and working-day adjusted index of

industrial production, observed at monthly frequency in the period

2001m1–2018m12 and sourced from EUROSTAT. The state variable is the ratio of

9When compared with the US, the euro-area economy is characterized by a higher share of small
and medium-sized enterprises (SMEs) in the manufacturing sector, with a limited access to market-
based financing and largely reliant on bank lending.
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total liabilities to total assets, both measured at book values. An industry with a

leverage ratio equal to 0% (100%) should therefore be considered as being fully

(not) capitalized, i.e. financed only with equity (debt).10 Data on balance sheets and

income statements are available as an end-of-year figure between 2001 and 2015

and sourced from the BACH database.11 Overall, our dataset covers a sizable

cross-section of 7 euro-area countries (i.e. Austria, Belgium, Germany, Spain,

France, Italy, and Portugal) and 22 manufacturing industries.12

The BACH database offers key advantages to investigate our research question.

First, it can be reliably used to make cross-country comparisons of industries’

leverage ratios across several euro-area economies.13 Second, differently from other

databases generally used in the literature, the BACH database covers listed as well

as non-listed firms, providing a broad and comprehensive assessment of the degree

of financial heterogeneity in the euro area.

There are however some caveats in using the BACH database. First, data are

observed as end-of-year values. In order to work with monthly series, we set the

first eleven months of a specific year equal to the last month of the previous year

(e.g. we set the 2006m1-2006m11 figures equal to the 2005m12 figure). Second,

national entities provide coverage ratios of the total population of non-financial

corporations that can vary over time. As a result the time variation in the leverage

10Notice that the leverage ratio can also be greater than 100% when equity is negative.
11The BACH database is constructed by the European Committee of Central Balance Sheet Data

Offices (ECCBSO). Balance sheets and income statements of a large number of European non-financial
corporations, which are collected at individual level by central banks and government statistical
agencies, are aggregated for each unit of observation at annual frequency. The aggregation is based
on NACE Revision 2, the same adopted for industrial production.

12We exclude "C12 - Manufacture of tobacco products" and "C19 - Manufacture of coke and refined
petroleum products" due to lack of data in the BACH and EUROSTAT databases. The missing
information is likely to be associated with the limited number of existing firms in these industries.

13The database is the result of a substantial effort to ensure that a large number of firms are used
in the aggregation and that the resulting indicators are harmonized across countries notwithstanding
differences in national accounting practices (BACH Working Group, 2015).
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ratio of a particular manufacturing industry in a given country could partly

incorporate changes in the sample selection of firms in addition to changes in the

demography of their population. Notwithstanding these limitations, it should be

noted that our book-value measure of leverage tends to evolve very slowly over

time and that the bulk of the variation comes from the cross-section. Nonetheless,

to assess their relevance, in section 5 we discuss the use of an alternative – more

structural – definition of leverage, i.e. an indicator that exclusively varies across

countries and industries.

3.3 Methodology and heterogeneous effects of monetary policy

This paper addresses the following questions: is the heterogeneity in the effects of a

common monetary policy shock across countries and industries linked to different

leverage positions? And if so, how? Before we proceed further, we ask a

preliminary question: how different are the responses of industrial production to a

common monetary policy shock across statistical units? To this end, in this section

we summarize the degree of such heterogeneity by means of Jordá’s (2005) local

projections (LPs). This method allows to directly compute impulse responses

without specifying an underlying multivariate dynamic system, as it is the case in

Vector AutoRegressions, making it a very flexible tool to accommodate panel

structures and non-linearities (as we do in the next section).14

In particular, we estimate the cumulative response of industrial production for

each country-industry pair, for a total of 154 statistical units, by means of the

14Other advantages are that LPs do not impose implicit dynamic restrictions on the shape of the
impulse response and allow for parsimonious specifications. A disadvantage, however, is that they
tend to lose efficiency as the analyzed horizon from the initial impulse increases.
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following model:

h∑
l=0

∆l+1 ln yc,s,t+l =αh
c,s + βcshεt +

12∑
p=1

θhp∆ ln yc,s,t−p + uh
c,s,t+h (1)

for h = 0, . . . , H , where yc,s,t is the industrial production index of the sector s in the

country c at time t and εt is the high-frequency monetary policy surprise,

normalized so that a positive unit value corresponds to a one-standard deviation

expansionary shock.15 The operator ∆l+1 denotes the difference between a variable

at a given point in time and its l + 1 period lag.16 Following Ramey (2016), the

left-hand-side variable is specified so that the main coefficient of interest βcsh

measures the cumulative response of industrial production (i.e. the area underneath

the impulse response) at the horizon h to an expansionary policy shock in each

country-industry bin. We focus on the total production gain because it provides a

synthetic measure of the effects of monetary policy on real industrial activity

during a given period. Moreover, it also yields a simple and implicit way to

smooth-out the noisy pattern of the impulse response that is linked to the

non-parametric nature of the LP estimator. The model includes twelve lags of the

monthly growth rate in the industrial production index.17 Finally, to compare the

15As discussed in Stock and Watson (2018), an alternative option is to treat εt as an instrumental
variable. Instead of measuring the impulse response in terms of the variation in εt (the commonly
used “unit standard deviation normalization”), the IV approach re-scales it in terms of the units of a
specified instrumented variable (“unit effect normalization”). For the purpose of policy analysis, the
former provides an advantage in settings where εt may not have direct economic interpretation (e.g.
as in models where shocks are obtained resorting to non-economic instruments such as the magnitude
of natural disasters or the number of terrorist attacks). A disadvantage, however, is that it comes at
the cost of a reduction in the precision of the estimates due to the additional uncertainty related to
the first-stage regression. Since our series εt has an intuitive economic interpretation, in this study we
treat εt as a direct measure of monetary policy shocks.

16That is ∆l+1 ln yc,s,t+l = ln yc,s,t+l − ln yc,s,t−1. In case of a one period difference we use the
standard notation ∆ without the subscript (∆1 = ∆).

17Notice that, differently from a model in which the identification of the monetary policy shocks
is carried-out “internally”, the use of externally identified exogenous shocks implies that lagged
controls should not play any major role in the estimation of the impulse response. However, as
pointed-out in Stock and Watson (2018), their inclusion can improve estimator efficiency.
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Figure 2. Heterogeneous effects of an expansionary monetary policy shock

Note. Cross-sectional dispersion in the cumulative dynamic effect of a one-standard deviation
expansionary monetary policy shock on industrial production at the country-industry level using
model (1). Blue lines refer to monetary policy shocks identified at daily-frequency, while red lines are
related to monetary policy shocks identified at intraday-frequency. Solid lines with markers show the
mean of the distribution, while vertical bars show different percentile intervals for daily-frequency
and intraday-frequency shocks, respectively: 25th-75th (50%) and 5th-95th (90%).

estimates across horizons h, we hold the sample constant by using the one implied

by the longest horizon, which is two years in our analysis (H = 24).18

Figure 2 summarizes the cross-sectional heterogeneity in the cumulative

response of the two-digit level industrial production index β̂h
c,s =

{
β̂11h, ..., β̂CSh

}
for

h = 0, . . . , H using both daily and intraday shocks. A one-standard deviation

expansionary monetary policy shock has a positive and persistent effect on

industrial activity. After two years, the cumulative production gain generated in

response to a one-standard deviation expansionary monetary policy shock is

18Due to the presence of leads and lags in model (1), the actual time interval used in the estimations
is 2002m2–2016m12.
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around 20 percentage points, which corresponds to an average effect of 0.8

percentage points on a monthly basis. By looking at the different percentiles,

however, the size of this effect is considerably heterogeneous across

country-industry pairs, as some industries in some countries strongly increase their

production, while others barely react to it.

4 Corporate leverage and monetary policy effectiveness

In this section we take advantage of the documented heterogeneity in the response

of industrial production to a monetary policy shock to verify the presence of a

relation between corporate leverage and monetary policy effectiveness across

country-industry pairs in the euro area. As discussed before, from a theoretical

standpoint the sensitivity of output to a monetary policy shock does not necessarily

increase linearly with the degree of corporate leverage. According to the

conventional view, a higher leverage ratio should generally imply a stronger

sensitivity. However, the effects embedded in the balance sheet channel may not

necessarily prevail for highly indebted industries. In this case, the presence of

dampening effects connected with a steeper marginal cost of borrowing curve and a

debt overhang distortion could be particularly strong to weaken the positive

relation between corporate leverage and monetary policy effectiveness.

In order to account for potential non-linearities in the analyzed relation, we
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estimate the following polynomial state-dependent panel LPs:

h∑
l=0

∆l+1 ln yc,s,t+l =αh + βhεt +
12∑

p=1
θhp∆ ln yc,s,t−p+

+`c,s,t−1

αLh + βLhεt +
12∑

p=1
θLhp∆ ln yc,s,t−p

+

+`2
c,s,t−1

αQh + βQhεt +
12∑

p=1
θQhp∆ ln yc,s,t−p

+

+αh
c + αh

s + αh
t + uh

c,s,t+h

(2)

for horizon h = 0, . . . , H , where `c,s,t−1 is the predetermined leverage ratio of the

industry s in the country c at time t − 1, and αh
c , αh

s , and αh
t are a set of fixed effects

specific to countries, industries, and time periods.19 The model in equation (2) is a

state-dependent panel version of the LP model (1) presented in section 3. In

particular, we now add a linear interaction term to test whether the response of

industrial production is increasing with leverage and a quadratic interaction term

to check whether this relation amplifies, attenuates or remains broadly constant as

the corporate financial structure relies more on debt. More precisely, the parameters

βh, βLh, and βQh define a relation ψh [`] expressing the cumulative response of

industrial production to a common expansionary monetary policy shock at horizon

h as a function of corporate leverage `:

ψh [`] = βh + βLh`+ βQh`2 (3)

The modeling of the state-dependency as a polynomial function is an agnostic

and parsimonious way to test the relevance of the analyzed theoretical mechanisms.

It is agnostic because it does not rely on the ex-ante imposition of any threshold. The
19We specify a predetermined leverage ratio `c,s,t−1 to avoid the possible contemporaneous

influence of the shock εt on the state variable itself.
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presence of possible non-linearities is detected taking advantage of all the available

information in the data. It is parsimonious because it accounts for complex forms of

state-dependency also in settings where the size of the data, especially in the cross-

sectional dimension, is not large enough to split the sample into multiple – threshold-

defined – narrow bins of equal width. This is typically the case with panel datasets

at the industry-level, bank-level or country-level. To the best of our knowledge this

paper is the first study to adopt this approach in the context of a macroeconomic

dynamic model.

Notice that the intercept αh and the parameter βh in equation (2) are absorbed

by the fixed effects, implying that ψh [`] can only be estimated up to an unidentified

constant βh. This suggests that the quantification of ψh [`] must be carried-out in

differential terms rather than in levels, i.e. calculating the rate of change in the

effectiveness of a monetary policy shock associated with a difference ξ in the

leverage ratio:

ψ̃h [`, ξ] = ψh [`+ ξ]− ψh [`] = βLhξ + βQh
(
ξ2 + 2`ξ

)
(4)

Figure 3 shows the main coefficients of interest from the model in equation (2).20

The upper-left panel reports the coefficient βLh, which is positive and similarly

estimated using the two alternative definitions of shocks. This indicates that,

consistently with the balance sheet channel, a higher leverage ratio is generally

associated with a greater responsiveness of industrial production to a common

monetary policy impulse. The upper-right panel shows the coefficient related to the
20The estimation is carried-out using an unbalanced macro panel consisting of 27,279 observations,

which account for approximately 99 per cent of the total number of possible combinations of countries
(7), sectors (22), and time periods (179). Table A1 in the data appendix reports the summary statistics
for the all the variables used in this study. In all the estimations we specify Driscoll and Kraay (1998)
standard errors, which take into account potential residual cross-sectional correlation, as well as serial
correlation and heteroskedasticity among the residuals over time.
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Figure 3. Quadratic relation between corporate leverage and monetary policy

Note. Estimates of the parameters underlying the quadratic relation between leverage and monetary
policy. The implied relation between corporate leverage and the effectiveness of monetary policy in
the lower-left panel is identified up to the constant β12. Blue lines are estimates of equation (2) using
monetary policy shocks identified at daily-frequency, while red lines are obtained using monetary
policy shocks identified at intraday-frequency. Dark (light) area and dotted (dashed) line show 68%
(90%) confidence intervals for daily and intraday frequency, respectively.

quadratic term βQh, which is negative and, also in this case, robust to different

measures of monetary policy shocks. This suggests that the positive association

between corporate leverage and monetary policy tends to weaken as the corporate

financial structure becomes more skewed towards debt. The implied hump-shaped

relation at the one-year horizon (h = 12) is shown in the lower-left panel. The

lower-right panel shows the leverage level associated with the maximum effect of

monetary policy at different horizons, `P h = −1/2
(
βLh/βQh

)
, which is relatively

stable and close to 65%-70%.

To offer useful benchmarks for theorists and policymakers, Figure 4 quantifies
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Figure 4. Differences in sensitivity to monetary policy along the leverage dimension

Note. Differences in the cumulative response to a one-standard deviation expansionary monetary
policy shock associated with a difference in leverage of 10 percentage points at several leverage ratios.
Blue lines are estimates of equation (2) using monetary policy shocks identified at daily-frequency,
while red lines are obtained using monetary policy shocks identified at intraday-frequency. Dark
(light) area and dotted (dashed) line show 68% (90%) confidence intervals for daily and intraday
frequency, respectively.

the differential effect in equation (4) specifying a difference in leverage of 10

percentage points (ξ = 10) and several reference values (` = {45%, . . . , 75%}). The

first panel on the left shows that an industry with a leverage ratio of 55% reacts

more strongly to an expansionary monetary policy shock than an industry with a

ratio of 45%. After two years, the cumulative production gain generated in

response to a one-standard deviation expansionary monetary policy shock is

around 4.5–6.5 percentage points, which corresponds to an average differential

effect of about 0.2 percentage points on a monthly basis. The differential response

of production across country-industry pairs is not short-lived and lasts for up to

two years for both measures of shocks. As the corporate financial structure relies
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Figure 5. Differences in sensitivity along the leverage dimension at longer horizons

Note. Differences in the cumulative response to a one-standard deviation expansionary monetary
policy shock associated with a difference in leverage of 10 percentage points at several leverage ratios.
Lines are the estimates obtained specifying H = 48 in equation (2), while circles denote the baseline
estimates for H = 24 shown in Figure 4. Blue lines and circles are estimates obtained using monetary
policy shocks identified at daily-frequency, while red lines and circles are obtained using monetary
policy shocks identified at intraday-frequency. Dark (light) area and dotted (dashed) line show 68%
(90%) confidence intervals for daily and intraday frequency, respectively.

less on equity, however, the size of this positive differential effect weakens up to a

point where we find evidence of a negative (i.e. non-monotonic) effect. For instance,

our estimates suggest than an industry with a liability to asset ratio of 75% (i.e. an

equity ratio of 25%), despite reacting more strongly than an industry with a ratio of

45%, adjusts its production less aggressively than an industry with a ratio of 65%.

While these results strongly point to the presence of a concave relation between

corporate leverage and monetary policy effectiveness, its inversion is more likely to

appear in the short-run. Figure 5 shows that the degree of non-monotonicity in the

analyzed relation becomes less pronounced over the medium-term horizon, with
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the negative cumulative differential effect that emerges at high leverage ratios

starting to fade between one and three years after the shock (right-hand side

panel).21 Although the estimates based on daily shocks point to a delayed

dynamics, possibly reflecting the higher persistence of the underlying monetary

surprises, overall the results suggest that the relation between corporate leverage

and monetary policy effectiveness is likely to be still concave but monotonic in the

longer horizon. These findings are consistent with Jeenas (2019) which argues that

the presence of a negative relation between leverage and monetary policy is more

likely to appear only within the short-term horizon. In the medium-term horizon,

highly leveraged firms unambiguously benefit from the increase in net worth

connected with a decrease in policy rates and expand their activity more than other

firms.

5 Robustness

5.1 Alternative specification choices

In this section we explore the sensitivity of our findings to several alternative

specification choices.22 We argue that the results are not specific to the analyzed

sample or to the employed definition of corporate leverage. Similarly, they hold

when augmenting the baseline model with additional balance sheet indicators,

when taking into account the presence of group-specific sensitivities, or when

defining alternative forms of state-dependency.

21We re-estimate the model in equation (2) specifying H = 48. This reduces the actual sample size,
implying that point estimates and confidence bands do not necessarily overlap with those obtained
in the baseline.

22An appendix with the full set of robustness checks is available upon request from the authors.
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Sample Our findings could be specific to the analyzed sample. For example, they

could reflect a selection bias induced by the use of an unbalanced panel or be

driven by the inclusion of specific countries, industries, or time periods. To address

these concerns we consider a fully-balanced sample, shorter samples (ending in

2014 or even 2011), as well as samples in which we remove one country or one

manufacturing industry at a time.23 This set of alternative specifications produces

results that are qualitatively similar to that of the baseline estimation.

Measure of leverage Our preferred measure of leverage is the ratio of total

liabilities to total assets. An advantage of this definition is that it can be interpreted

either as an indication of the degree of indebtedness as well as a measure of the

degree of capitalization, the latter being a key variable in the theoretical literature

on financial frictions (it measures to what extent a borrower has “skin in the

game”). It can be argued, however, that a narrower definition of leverage provides a

more appropriate measure of the degree of indebtedness (Rajan and Zingales, 1995).

We find that the baseline result does not materially change when total liabilities are

replaced with the sum of loans and debt securities and total assets are netted with

trade payables and deferred liabilities. Using this alternative measure, the

maximum effect of monetary policy is reached at leverage ratios `P h close to 40%.

Another possible criticism concerning our state variable, based on end-of-year

book values, is that it displays a staggered dynamics, mechanically varying over

time only every twelve months. As an alternative, we consider a more structural

measure that exclusively varies across countries and industries, i.e. stays constant

23A fully-balanced panel is obtained by excluding the sector "C15 - Manufacture of leather and
related products", due to missing data for Germany in the BACH database, and dropping the sectors
"C30 - Manufacture of other transport equipment" and "C33 - Repair and installation of machinery
and equipment", due to missing observations in the first years of the sample for Spain and Portugal
in the EUROSTAT database. The fully-balanced macro panel consists of 23,807 observations.
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over time. In particular, we employ an alternative state variable ¯̀
c,s which is defined

as the median leverage ratio over time in a given country-industry bin. The use of

the median value is intended to minimize the incidence of the time variation. Also

in this case we find very similar patterns. If anything, the concavity of the analyzed

relation becomes even more pronounced for both measures of shocks.

Use of a single indicator as a state-dependent variable We focus on leverage

since it is theoretically and empirically linked to the costs of external finance and

the literature on financial frictions. However, other relevant corporate balance sheet

indicators correlated with leverage could as well explain the documented relation

with the effectiveness of monetary policy. Putting it differently, the variation in the

state variable is predetermined but not exogenous, as it is often the case in many

empirical papers analyzing other forms of state-dependency, such as the effects of

macroeconomic shocks in expansions and recessions. Although we do not aim to

establish a causal link, but rather to verify the prediction of a reduced-form relation,

from an empirical point of view it is interesting to understand to what extent the

main findings survive the inclusion of additional balance sheet indicators that

could as well influence the transmission of the monetary policy impulse. To do so,

we consider an augmented version of model (2), where we add additional state

variables one at a time.24 We find that controlling for the ratios of liquid assets,

current debt, and bank credit, as well as for measures of profitability, working

capital, debt service does not significantly affect our main findings.

24Practically we add two additional rows to the model in equation (2), respectively multiplied by
an alternative state variable κ̃c,s,t−1 and its square. We analyze the additional state variables one by
one to prevent the model from becoming too large.
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Presence of country and industry effects The heterogeneous responsiveness of

industrial production to monetary policy might also be driven by group-specific

factors unrelated to financial frictions, such as the presence of different fiscal

reaction functions across countries or distinct demand elasticities across industries.

To the extent that such group characteristics are correlated with corporate leverage,

they might drive the results. To address these concerns we estimate a modified

version of model (2), where we interact the monetary policy shock with a set of

country and industry dummies. Despite effectively controlling for both observed

and unobserved group-specific confounders, a major drawback of this approach is

that it might also absorb valuable information – genuinely linked to the presence of

financial frictions – making the identification of the relation under scrutiny more

difficult. Nonetheless, we observe that the analyzed relation does not change

meaningfully when accounting for the presence of country-specific and

industry-specific factors influencing the response to monetary policy.

Use of a second-order polynomial We use of a second-order polynomial to

account for potential non-linearities in the relation between corporate leverage and

monetary policy effectiveness. Nonetheless, a second-order polynomial could still

not be flexible enough to detect more complex forms of state-dependency. To

address this concern, we re-estimate the baseline model considering either

third-order or fourth-order polynomials and find that the results are very similar to

the ones shown in Figure 4.

As an alternative approach, a discrete dummy indicator that takes value one if

corporate leverage is above a certain threshold could be used. As stated before, we

prefer our specification because it is more agnostic and parsimonious: it does not

require the ex-ante imposition of any threshold and it can be used in settings where
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the cross-sectional dimension is not too large. Nonetheless, we estimate an

alternative model where we consider a first-order polynomial, instead of a

second-order one, and interact it with a dummy indicator Tc,s,t−1, and its

complement (1− Tc,s,t−1), that takes value one when `c,s,t−1 is at or above 65%, i.e. a

value close to the estimated peak `P h.25 The results confirm that below the specified

threshold more leverage is associated with a greater sensitivity of industrial

production to a monetary policy impulse; above that threshold, however, this

positive differential effect is weakened and, in this specific range, it changes sign.26

5.2 A two-step approach

We further check the robustness of our results using an alternative two-step

approach in the spirit of Dedola and Lippi (2005) and Peersman and Smets (2005).

In a first step we estimate the cumulative response of industrial production to a

monetary policy shock for each country-industry pair, obtaining the cross-sectional

distribution of elasticities β̂h
c,s shown in Figure 2. In a second step we employ two

alternative strategies to verify the presence of a relation between β̂h
c,s and a

cross-sectional – time invariant – measure of leverage. In particular, we employ the

median leverage ratio ¯̀
c,s introduced in the previous section.

In a first exercise, we fit a quadratic relation between β̂h
c,s and ¯̀

c,s:

β̂h
c,s =γh + γLh ¯̀

c,s + γQh ¯̀2
c,s + εh

c,s
(5)

25More precisely, compared to the model in equation (2), we drop the third row and we interact
each of the first two rows with the two dummy indicators mentioned above. This specification is
very similar to the one shown later in equation (6), section 6, where we further allow the second-
order polynomial ψh [`] to differ between periods of expansion and recession.

26Adopting a similar approach based on quintiles of the leverage distribution, Jeenas (2018)
documents an analogous lack of monotonicity in the relationship between leverage and the firm-level
response of capital accumulation to US monetary policy shocks.
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Figure 6. Differences in sensitivity: one-step versus two-step approach

Note. Differences in the cumulative response to a one-standard deviation expansionary monetary
policy shock associated with a difference in leverage of 10 percentage points at several leverage
ratios, using the baseline model (2) and a two-step approach (5). Blue lines refer to monetary policy
shocks identified at daily-frequency, while red lines are related to monetary policy shocks identified
at intraday-frequency. Solid lines refer to the one-step approach, while dashed lines are related to
two-step approach.

and compare the resulting rate of change in the effectiveness of a monetary policy

shock, ψ̃h
2step [`, ξ] = γLhξ + γQh (ξ2 + 2`ξ), to the one obtained in the one-step

approach. Figure 6 shows that the estimates obtained with this alternative approach

are broadly in line with those of the baseline. Similarly to the robustness check in

the previous section where we replace `c,s,t with ¯̀
c,s, the only major difference is

that the concavity of the relation is slightly more pronounced. Hence, this is more

likely to be related to the use of an alternative measure of leverage and not to the

methodology.

In the second exercise, we compute the average of β̂h
c,s in each tertile of the
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Figure 7. Cross-sectional average effect of monetary policy by leverage tertile

Note. Average cumulative response after one year to a one-standard deviation expansionary
monetary policy shock on industrial production by leverage tertile. Bars denote cross-sectional
medians while circles indicate cross-sectional means. Blue bars and circles are based on the estimates
of equation (1) using monetary policy shocks identified at daily-frequency, while red bars and circles
are obtained using monetary policy shocks identified at intraday-frequency.

distribution of ¯̀
c,s, specifying h = 12. A concave and non-monotonic pattern,

similar to the one identified using the one-step approach, tends to emerge for both

daily and intraday monetary policy shocks (Figure 7). If we compare the second

tertile of the leverage distribution with the first, the responsiveness of industrial

production to a common monetary policy shock is on average stronger. However,

moving from the second to the third tertile does not result in a larger sensitivity to a

monetary policy shock.

Notice that these exercises are based on a limited number of observations, i.e. a

hundred impulse responses at a given horizon h, and a measure of leverage ¯̀
c,s that

is less informative than the state variable `c,s,t used in the one-step approach.
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Notwithstanding these limitations, the results from the two-step approach are

broadly in line with the ones identified using model (2).

6 Good and bad times

In the baseline model (2), the state variable `c,s,t tends to capture mostly structural

differences in leverage within the euro-area manufacturing sector. However, the

evidence in Ottonello and Winberry (2018) suggests a potentially important source

of time-variation in monetary policy transmission, being less powerful in periods

when firms have a higher risk of default. In this regard, financial frictions as well

as debt overhang distortions are supposed to be particularly strong in bad times as

highly leveraged companies are likely to be perceived more risky and may feel a

stronger need to repair their balance sheets.

In this section we try to uncover some of the “missing” time variation in our

state variable using an indirect approach. In particular, we explore whether the

documented relation between corporate leverage and monetary policy effectiveness

changes with the phase of the industrial business cycle. Even if by construction our

end-of-year book-value measure of leverage does not fluctuate much over time, in

periods of contraction in economic activity its underlying perceived riskiness

should increase, giving rise to (unobserved) time variation in the tightness of the

financial constraints.

We take advantage of the flexibility of the baseline model in equation (2) and

further allow the response of industrial production to be different conditional on

whether the monetary policy shock occurs in expansions or in recessions.27 We first

27Notice that this exercise could not be easily implemented in the two-step approach, as in the first
step, when we compute the impulse responses at a given horizon h in each country-industry bin, we
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define as an industry-recession a period in which a negative year-on-year growth in

the industrial production index yc,s,t is recorded for at least six consecutive months.

We then construct a discrete indicator Ic,s,t that takes value one when such

condition occurs in a manufacturing industry of a specific country and zero

otherwise.28 Finally, this dummy indicator and its complement to one are interacted

with all the terms considered in model (2), with the exception of the country, sector

and time fixed effects.

The estimated model thus becomes:

h∑
l=0

∆l+1 ln yc,s,t+l =(1− Ic,s,t−1)
αEh + βEhεt +

12∑
p=1

θEhp∆ ln yc,s,t−p

+

+(1− Ic,s,t−1)`c,s,t−1

αLEh + βLEhεt +
12∑

p=1
θLEhp∆ ln yc,s,t−p

+

+(1− Ic,s,t−1)`2
c,s,t−1

αQEh + βQEhεt +
12∑

p=1
θQEhp∆ ln yc,s,t−p

+

+Ic,s,t−1

αRh + βRhεt +
12∑

p=1
θRhp∆ ln yc,s,t−p

+

+Ic,s,t−1`c,s,t−1

αLRh + βLRhεt +
12∑

p=1
θLRhp∆ ln yc,s,t−p

+

+Ic,s,t−1`
2
c,s,t−1

αQRh + βQRhεt +
12∑

p=1
θQRhp∆ ln yc,s,t−p

+

+αh
c + αh

s + αh
t + uh

c,s,t+h

(6)

for h = 0, . . . , H .29 The rate of change in the effectiveness of a monetary policy shock

associated with a difference ξ in the leverage ratio, defined in equation (4), now

lose the time dimension.
28Using this definition, the frequency of a recession in the sample is about 30%, on average (see

Table A1 in the data appendix). We also checked alternative filtering procedures like the Bry-Boschan
algorithm for locating business cycle turning points and the results are broadly similar.

29Similarly to the baseline model in equation (2), notice that the intercept αEh and the parameter
βEh in equation (6) are absorbed by the fixed effects and therefore not estimated.
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Figure 8. Leverage and monetary policy effectiveness in good times and bad

Note. Differences in the cumulative response to a one-standard deviation expansionary monetary
policy shock associated with a difference in leverage of 10 percentage points at several leverage ratios.
The top panels refer to periods of expansion, while the bottom panels to periods of recession. Blue
lines are estimates of equation (6) using monetary policy shocks identified at daily-frequency, while
red lines are obtained using monetary policy shocks identified at intraday-frequency. Dark (light)
area and dotted (dashed) line show 68% (90%) confidence intervals for daily and intraday frequency,
respectively.

depends also on the state S of the industrial production cycle and becomes:

ψ̃Sh [`, ξ] = βLShξ + βQSh
(
ξ2 + 2`ξ

)
with S = {E,R} (7)

where E and R denote, respectively, periods of expansion and recession.

Figure 8 quantifies the differential effects in model (7) specifying the same
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parameters ` and ξ used in the baseline exercise. The estimates show that in both

expansions and recessions the association between corporate leverage and

monetary policy effectiveness is concave in leverage. However, while in expansions

this relation is found to be largely monotonic, in recessions the concavity of the

analyzed relation increases significantly, leading to persistently negative differential

effects at high leverage ratios. This finding is consistent with the view that, during a

negative phase of the industrial cycle, firms with higher leverage ratios are likely to

be perceived as more risky. In bad times, when risk tolerance is generally lower,

they are therefore exposed to more severe financial constraints than in good times.

Alternatively, in bad times the opportunities to invest are lower and the highly

indebted firms may take advantage of the expansionary shock to deleverage and

reduce the debt overhang distortions. All other conditions being equal, these could

further limit their capacity to adjust their investment and production plans

following a monetary policy shock.

7 Conclusions

We investigate the relationship between corporate leverage and monetary policy

effectiveness within the euro-area manufacturing sector. Using polynomial

state-dependent local projections, we document the presence of a non-linear relation.

When leverage is low, more indebted industries adjust their production more

strongly in response to high-frequency monetary policy shocks. At higher leverage

ratios, we find that this positive relation tends to weaken until it eventually inverts

its sign, especially within the short-term horizon. Therefore, more leverage does not

always imply a greater sensitivity of industrial production to a monetary policy

shock, as the amplification effect generally associated with the balance sheet
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channel is somehow attenuated. We also document that this last phenomenon is

particularly intense in recessions, when low capitalized companies, being perceived

as more risky, are likely to be exposed to tighter financial constraints and feel a

stronger need to repair their balance sheet.

These results bring additional interesting questions which are left for future

research. A relevant one is whether the attenuation effect is more evident after an

expansionary monetary policy shock, as borrowing constraints might bind

asymmetrically depending on the sign of the shock. Since ECB monetary policy

surprises are by their nature common across euro-area countries and

manufacturing industries, this exercise would require the availability of a

considerably longer time series. Another interesting extension is to analyze the

response of financial variables, such as leverage, debt service, and cash flows, with

a view to providing a more detailed understanding of the transmission mechanism.

Since we observe balance sheets and income statements only at relatively low

frequencies, in this analysis we are bound to use these measures exclusively as state

variables.

These results also have important policy implications. The overall impact of a

monetary policy shock on economic activity may depend on the average level of

indebtedness as well as its distribution within the economy. Moreover, high

leverage ratios in some segments of the non-financial corporate sector could be

associated with an attenuation of the overall effects of an expansionary monetary

policy impulse, especially in recessions. The results of our analysis also suggest that

the exceptionally expansive monetary policies adopted over the recent years in the

euro area have exerted their strongest effects on industries for which the financial

structures were relatively more solid and the exposure to the default risk was

limited.
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Data appendix

Table A1. Summary statistics

variable description obs mean median sd 1st pct 99th pct

∆1 ln yc,s,t production growth (%, mom) 27,279 -0.03 0.00 6.55 -16.59 15.95

εt daily shocks (sd) 27,279 -0.05 0.00 1.00 -3.75 3.29

εt intraday shocks (sd) 27,279 -0.10 0.00 1.00 -4.81 2.97

`c,s,t−1 leverage (%) 27,279 63.15 63.20 9.49 40.85 87.86

Ic,s,t−1 recession (dummy) 27,279 0.29 0.00 0.46 0.00 1.00

Note. The seasonally adjusted volume index of industrial production yc,s,t is sourced from
EUROSTAT. The time series of intraday monetary policy shocks εt was kindly provided by Peter
Karadi and Marek Jarociński, while the daily version is based on our calculations. The ratio between
total liabilities and total assets `c,s,t−1 is sourced from the BACH database. The recession dummy
Ic,s,t−1 takes value one when negative year-on-year growth in the industrial production index is
recorded for at least six consecutive months and zero otherwise.
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