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CORPORATE DEFAULT FORECASTING WITH MACHINE LEARNING 

by Mirko Moscatelli*, Simone Narizzano♦, Fabio Parlapiano* and Gianluca Viggiano♦ 

Abstract 

We analyze the performance of a set of machine learning (ML) models in predicting default 
risk, using standard statistical models, such as the logistic regression, as a benchmark. When only 
a limited information set is available, for example in the case of financial indicators, we find that 
ML models provide substantial gains in discriminatory power and precision compared with 
statistical models. This advantage diminishes when high quality information, such as credit 
behavioral indicators obtained from the Credit Register, is also available, and becomes negligible 
when the dataset is small. We also evaluate the consequences of using an ML-based rating 
system on the supply of credit and the number of borrowers gaining access to credit. ML models 
channel a larger share of credit towards safer and larger borrowers and result in lower credit 
losses for lenders. 
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1. INTRODUCTION1 

Default forecasting is of key importance for financial institutions and investors. For instance, banks use 

probabilities of default (PD) to screen potential borrowers, evaluate the terms of new loans and manage the risks 

stemming from lending activities. Investors also make extensive use of PD and probabilities of migration across 

different credit rating classes both for bond pricing and portfolio management. In addition, macroprudential 

authorities have an interest in the surveillance of default risk, as it represents a major source of risk for lenders.  

Since the Basel II Accord, default forecasting methods based on a reduced-form regression approach have 

become popular in the banking industry. These methods consist of multivariate regression models which use firms’ 

characteristics, such as economic and financial fundamentals, to predict the credit quality of a firm. Although the 

models are calibrated using statistical techniques, the selection of relevant predictors reflects a priori about the 

structural characteristics that explain the state of financial health of a firm (Resti and Sironi, 2007). More recently, 

owing to the availability of large dataset and unstructured information, a growing strand of research suggests that 

models based on machine learning algorithms (henceforth ML) also constitutea suitable alternative for modelling 

default risk. ML refers to a class of models that can perform complex forecasting tasks when the relationship 

between predictors and the outcome is complex or unknown. In turn, as established in a number of works (Baesens 

et al., 2003; Brown and Mues, 2012; Barboza et al., 2017), ML models can perform highly accurate out-of-sample 

forecasts without imposing strong assumptions on the structure of the data generating process. 

This work aims to investigate how default forecasting can benefit from the use of ML algorithms. We contrast 

statistical models with ensemble decision trees, a class of ML models which can handle both complex relationships 

across different variables (e.g. non-linear or non-additive) and large datasets with correlated predictors. A decision 

tree algorithm is in essence a collection of rules that recursively partition the full set of firms into homogeneous 

subsets according to their characteristics and the outcome variable (i.e. default and non-default). Predictions are 

then obtained in the form of the odds of a given outcome in each subset. In this study, we use random forest (RDF) 

and gradient boosted tree (GBT) models, which combine a large number of predictions stemming from individual 

decision trees into a single (ensemble) highly accurate forecast. This method mitigates the tendency of decision 

trees to overfit the training dataset. The two models differ in the way in which individual trees are grown. In the 

RDF model, a random sample of the data and a random selection of variables are used for each tree in order to 

obtain less correlated individual predictions. The GBT model instead combines predictions obtained from trees 

that are tailored to deal sequentially with the forecasting errors of their predecessors. 

                                                           
1 The authors wish to thank Francesco Columba, Filippo Giovannelli, Giorgio Gobbi, Aviram Levy and Franco Panfili for 

their comments, and express special thanks to Marco Orlandi for his technical contribution. 
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We estimate the models using a large dataset covering financial and credit behavioral indicators for Italian non-

financial firms. We test the out-of-sample performance for these competing models comparing one-year-ahead PD 

estimates and observed default data for the 2011-17 period.  

The analysis highlights the following main results:  

(i) when a limited information set is used to train the models, for example financial information usually 

available to external credit analysts, ML models outperform statistical models both in terms of 

discriminatory power (the capacity to rank borrowers according to their riskiness) and precision (the 

ability to estimate PDs that deviate only marginally from actual default rates). When high quality 

information, such as confidential information available to lenders or information drawn from the Credit 

Register, is added to the training dataset, the gains from using ML are retained, albeit to a lesser extent. 

Finally, when only a small number of observations are available for training the models, as in the case 

of datasets available to lenders, the gains in forecasting performance from using ML are negligible;  

(ii) in a comparative statics exercise, where credit is allocated to the banks’ (current) clients on the basis 

of their PDs, we show that transition to a ML rating system would have a positive impact on the amount 

of credit (intensive margin) and moreover would not increase credit losses for lenders. In terms of the 

number of borrowers gaining access to credit (extensive margin), ML rating systems allocate credit to 

a more restricted pool of borrowers. These safer borrowers - which gain prioritized access to credit - 

are usually larger borrowers; and 

(iii) we argue that improvements in forecasting performance from the use of ML are due to its capacity to 

exploit complex relationships between predictors and default outcomes: indicators presenting a non-

linear relationship with the default outcome are more important for ML than for statistical models.  

Our results contribute to the literature on corporate default forecasting in a number of ways. First, we document 

the extent to which there is a gain in accuracy when using ML compared with statistical models. The comparison 

covers different sets of data and different groups of borrowers. Second, contrary to previous studies, we document 

the precision of PD estimates using backtesting; these results complement the existing evidence on the 

discriminatory power of ML models and set out the practical implications for potential users of ML algorithms. 

Third, we study the impact of using ML for credit allocation, analyzing the changes in the supply of credit, the 

number of borrowers gaining access to credit and the default rate. To promote fair lending practices, the US 

banking regulator has recently introduced the obligation for creditors to provide notice of the adverse factors 

underlying a credit application.2 This provision exacerbates the trade-off between using transparent statistical 

                                                           
2 The Equal Credit Opportunity Act (ECOA) and the Fair Credit Reporting Act (FCRA) introduced the obligation for lenders 

to inform the borrower about the factors involved in taking actions that are adverse or unfavorable to the positive outcome of 

a credit application. In turn, these requirements provide actionable information to improve borrowers’ credit standing. See 

‘What Are We Learning about Artificial Intelligence in Financial Services?’, speech by Lael Brainard, Member of the US 
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models and adopting models that are more accurate but harder to explain. Nevertheless, our analysis sheds light 

on the circumstances in which the less transparent ML approach provides superior forecasts, warning lenders to 

cross-reference the PDs obtained using statistical models with those obtained using ML models.  

The rest of the paper is organized as follows. Section 2 reviews the related literature on default forecasting; Section 

3 provides a brief introduction to the credit risk models employed to estimate probabilities of default; Section 4 

describes the dataset and the estimation process; Section 5 presents the results; and Section 6 concludes. 

 

2. RELATED LITERATURE 

The use of the ML approach in credit risk modelling has gained momentum and has recently been applied in 

the field of early warning systems for banking crises, predictions of household mortgage or consumer credit 

default, and corporate default.  

Chakraborty and Joseph (2017) train a set of models to predict distress in financial institutions based on balance 

sheet items, finding that ML approaches generally outperform statistical models based on logistic regression. 

Specifically, the RDF model allows for a marked increase in discriminatory power of about 10 percentage points 

in terms of the Area under the Receiver Operating Characteristic (AuROC) compared with the logit model.  

Using data on US household default on mortgages, Fuster et al. (2018) find that the RDF model generates more 

accurate predictions than the logit model, although the improvement is minimal and accounts for about 1.2 

percentage points of AuROC. The authors argue that most of these gains result from the sophisticated functional 

form of the RDF model, which captures the complex relationships connecting different variables to default 

outcomes with greater discriminatory power.  

The most popular application of ML algorithms in default forecasting is in modelling of consumer credit risk. 

Khandani et al. (2010) apply ML and statistical models to predict consumer defaults using a rich set of customer 

transactions and credit bureau data. Their work shows that RDF forecasts are an improvement over standard 

statistical techniques for measuring credit quality. Moreover, their use yields a substantial reduction in losses for 

lenders (from 6 to 23 per cent of banks’ total assets). Albanesi and Vamossy (2019) develop a model to predict 

consumer default based on deep learning (i.e. a combination of forecasts from deep neural network and gradient 

boosting) in environments with high-dimensional data (over 200 variables). Deep learning models are shown to 

perform substantially better than logistic regression and adapt to the behavior of the aggregate default rate quite 

closely. The model is able to capture the sharp rise in credit risk in the run-up to the 2007-09 crisis. Other examples 

                                                           
Federal Reserve Board of Governors at the conference Fintech and the New Financial Landscape, Federal Reserve Bank of 

Philadelphia, Pennsylvania, 13 November 2018. 
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of their application to consumer credit risk (see, for example, Kruppa et al., 2013; Yuan, 2015) also confirm the 

superior performance of ML predictions. 

There are also numerous applications of ML in corporate default forecasting. Using a large dataset covering 

the North American corporate sector for the period 1987-2013, Barboza et al. (2017) show that ML provides a 

substantial improvement of around 10 percentage points of AuROC over traditional models. In Bachman and Zhao 

(2017), the performance of ML models are compared to the Moody’s proprietary algorithm based on a regression 

model using corporate data for the United States; this exercise shows that ML models deliver an AuROC of about 

2-3 percentage points higher than those produced under the regression approach. However, their less transparent 

structure may lead to PDs that are difficult to relate to firms’ underlying characteristics. Furthermore, the inclusion 

of credit behavioral variables within the set of predictors notably increases the discriminatory power of each model 

by over 10 percentage points (in terms of AuROC). Fantazzini and Figini (2009) compare RDF and logit model 

forecasts of the probability of survival using data on SMEs in Germany for the period 1996-2004. Their work 

documents a weak association between in-sample and out-of-sample forecasting performance, highlighting 

overfitting problems that can be associated with ML. In contrast to previous findings related to default 

probabilities, firms’ out-of-sample survival forecasts obtained using the logit model outperform their RDF 

counterparts.      

 

3. CREDIT RISK MODELS AT A GLANCE 

We compare two different types of default forecasting models: statistical and ML models. The key differences 

between the two are as follows. On the one hand, statistical models are especially fit for the purpose of inference, 

and typically rely on many assumptions regarding the structural relationships between variables, the number of 

parameters that can be robustly estimated, and the distribution properties of the data generating process. On the 

other hand, ML models are mostly focused on prediction accuracy, and make very weak assumptions on the 

structure of the data generating process. This feature allows the detection of data-driven interactions and non-

linear or non-monotonous relationships between predictors and the outcome variable. Moreover, ML approaches 

often involve the estimation of multiple models rather than a single model (this is the main reason why ML are 

more computationally intensive), and use only the most accurate model to perform prediction tasks. This feature 

of ML models is particularly relevant to credit risk applications, but it comes at a cost of less transparency 

compared with statistical models:3 ML models do not provide estimates of the parameters that relate predictors to 

                                                           
3 A recent line of research has put forward methods to increase the interpretability of ML models (see Guidotti et al., 2019). 

Moreover, the use of ML models for the purpose of inference is also considered in a number of works (see Chernozhukov et 

al., 2018 and Joseph, 2019). 
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the outcome variable (the models are non-parametric) and this ‘black box’ feature can make their rationale and 

forecasts difficult to explain.  

In this section, we briefly review standard credit risk models (3.1) and introduce the ML models used in the 

empirical application, namely random forest and gradient boosted trees (3.2).  

 

3.1 STATISTICAL MODELS 

Statistical theory offers a variety of methods for estimating default probabilities, of which linear discriminant 

analysis and logistic regression are the most popular. The linear discriminant analysis (LDA) provides an 

assessment of corporates’ credit quality using a linear discriminant function that classifies corporate borrowers 

into groups (default and non-default) based on their characteristics. For more than three decades the discriminant 

analysis was used extensively by practitioners and performed reasonably well in predicting bankruptcy and other 

types of distress of privately and publicly held non-financial firms in the international context (Altman, 1968; 

Altman, 1983; Altman et al., 2017). However, criticism of its underlying assumptions (firms belonging to two 

different populations, the normal distribution of observables, and equal covariance matrices for the two 

populations) gradually opened the field to more flexible models such as logistic regression.  

The logistic regression model (LOG) provides estimates of a continuous probability of default from firms’ 

observable characteristics using the two extreme values for the PD itself as the dependent variable: 0 for financially 

sound firms and 1 for defaulted firms. The model assumes that firms belong to the same population and that a 

known structural relationship (additive and linear) exists between the observable characteristics of the firm and 

the credit score. The parameters of the model are usually estimated using maximum likelihood. The LOG relaxes 

some of the assumptions needed for discriminant analysis (multivariate normality and equal covariance matrices), 

and has the significant advantage that its results can be easily interpreted, as it delivers a straightforward PD for 

individual borrowers.  

These features attracted strong interest and prompted its diffusion as a scoring model amongst practitioners.4 

Nevertheless, a number of limitations still apply: the lack of consideration of non-linear or complex interactions 

between observables and defaults, the sensitivity to outliers or missing data, and the difficulty of fully exploiting 

large datasets. The penalized logistic regression model (PLR), also known as the elastic net regularization of the 

logistic regression, combines the linear nature of the previous models with a focus on prediction accuracy typical 

                                                           
4 For example, the Bank of Italy’s In-house Credit Assessment System (BI-ICAS), which is used to assess credit claims posted 

as collateral in Eurosystem monetary policy operations, is based on a standard logit framework. BI-ICAS integrates two credit 

risk measures: the credit behaviour component that models monthly data sourced from the Italian Credit Register; and the 

financial component, based on yearly financial statement data reported in the company accounts data archive of the Bank of 

Italy. The statistical model of the BI-ICAS estimates at monthly frequency around 300,000 default probabilities for Italian 

non-financial limited companies. The forecasting performance of the model is assessed annually by the Eurosystem. 
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of ML models. The PLR has the same structural form as logistic regression, but it estimates the parameters using 

an objective function aimed at maximizing out-of-sample forecasting performance. 

Previous evidence shows that PLR can outperform standard logistic regression in some prediction tasks (Zou 

and Hastie, 2005); however, the limitations of parametric models still apply. 

Overall, statistical models are satisfactory forecasting devices that accommodate both accuracy and 

transparency requirements. This is owing to their plain functional form, which combines additively monotonic 

predictors of default into a probability with good out-of-sample performance.  

However, the global financial crisis exposed some pitfalls in default forecasting based on commonly used rating 

systems approaches: i) their slow capacity to adapt to changes in the state of the economy, and ii) their limited 

ability to model complex non-linear interactions between economic, financial and credit variables. For example, 

credit ratings may overlook signals of a deteriorating economic and credit environment, such as a rapid increase 

in default rates or negative shocks to the supply of credit.  

Availability of large datasets and unstructured information also pose a challenge to parsimonious rating systems 

based on a regression approach, since their predefined functional form may inhibit full exploitation of  available 

information. Additionally, from a macroeconomic perspective, not all defaults entail equal consequences for the 

economy. For example, defaults or early stages of credit deterioration of sovereign borrowers are known to have 

a ripple effect through the economy. Similarly, the default of large corporate borrowers may spill over to other 

connected entities (partners, suppliers or customers) and impair their creditworthiness. Thus, being able to detect 

these infrequent, but critical, default events is a desirable property for a default forecasting model to have. 

3.2 MACHINE LEARNING MODELS 

We applied two powerful ML algorithms used extensively in credit risk applications: random forest (Breiman, 

2001) and gradient boosted trees (Friedman, 2000). The building blocks for these models are classification trees, 

which are partition algorithms that recursively split the dataset into smaller sets (or branches) that best separate 

defaulters from non-defaulters.5 At each iteration, the decision tree algorithm chooses from the covariates space X 

a variable and a value for that variable, so as to minimize a measure of heterogeneity (impurity index) in the 

resulting subgroups with respect to the classification variable.6 The process continues within each branch until a 

5 A good introduction to trees, random forest and boosting algorithms can be found in Hastie, Tibshirani and Friedman 

(2001). 
6 An example of a measure of impurity, as well as the one that we use, is the Gini coefficient. Given a set of observations S 

with a binary value for each observation y
i
∈{0,1}, the Gini impurity coefficient is defined as GI(S)≔ 2⋅ ∑ p

i
(1-p

i
)i , where p

i

is the percentage of observations in S such that y
i
=1. The Gini impurity coefficient ranges between 0, when p

i
= 0 or p

i
 = 1,

and 0.5 when p
i
 = 0.5.
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stopping condition is reached, such as too few observations in the branch or no significant reduction in impurity. 

The final branches - called leaves - contain a constant estimate for the probability of default of firms in each leaf, 

computed as the proportion of defaulted firms over the total number of firms in that leaf in the estimation (or 

training) dataset. 

A simplified classification tree containing only two splitting variables X1 and X2 and four leaves is shown in

Figure 1. The first level of the tree splits the whole sample into two branches depending on the value of X1. Firms

with X1 greater than 30 end up in a leaf and receive a default probability equal to0.1, whereas firms with X1 less

than or equal to 30 are classified in a middle branch and are divided further according to the value of X2. Those

firms with X2 smaller than 50 end up in a leaf and receive a default probability equal to 0.6, while firms with X2

greater or equal than 50 undergo a final split according to the value of X1: if X1 is greater than 100 their default

probability equals 0.4; otherwise, they receive a default probability of 0.2. 

Notice that the classification tree model: i) captures interactions between variables: the effect of X2 on the

default probability strongly depends on the value of X1,for instance, if X1 is greater than 30 the value of X2 is

irrelevant for the estimated default probability; ii) captures non-linear relationships, since the same variable can 

be used more than once with different values to split the tree, for example, X1 is used twice to split the sample;

and iii) the default probabilities are not a continuous function of the variables: a small increase from 100 to 101 

in the value of X1 results in the default probability of the firm going from 0.2 to 0.4.



12 

Figure 1: Decision tree 

Notes: A decision tree for predicting firms’ default probabilities grown using two variables, namely 𝑋1 and 𝑋2. Decision rules according

to which branches are split are reported in black, while estimated default probabilities are reported in red.  

Classification trees have the desirable property of being low-bias, meaning that the leaves - which are defined 

using multiple variables simultaneously - can fit the data extremely well. However, this flexibility results in the 

model having an undesirable high-variance property, meaning that out-of-sample predictions are highly sensitive 

to small changes in the underlying estimation dataset, which often leads to the model having a low forecasting 

power. 

This shortcoming is addressed by ensemble classifiers, such as those provided by the random forest and gradient 

boosted tree models. Instead of using a single classification tree, these models grow a large set of trees, and the 

final prediction is obtained as the average of the predictions stemming from the individual trees. In particular, the 

predictive function F takes the form of F(x)=
1

k
∑ Ti(x)k

i=1 , where {T1, …, Tk} are the k different classification trees

and Ti(x) is the probability of default that the tree Ti associates to a borrower with x covariates. The two models 

differ according to how the different set of trees is constructed. 

The random forest model grows the set of trees: i) using a different bootstrapped sample of the original dataset 

for each tree (i.e. a sample with replacement having the same number of observations of the original dataset); and 

ii) selecting at each branch the best split using only a randomly selected subset of the covariates. This procedure

implies that the trees differ from one other, since the underlying information set is different. 
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The gradient boosted tree model grows the set of trees recursively, using an approach based on learning from 

mistakes, whereby at each step classification errors from the previous trees are used as the dependent variable to 

grow the next tree. The process proceeds as follows: the first tree 𝑇1 is a standard classification tree as described 

above; from the second tree onwards, trees are grown using the same 𝑥 covariate set, but a different dependent 

variable, computed as the difference between the 0/1 default outcome and the estimations of the previous trees.7 

In other words, the first tree 𝑇1 will be trained on the model 𝑦 = 𝑇1(𝑥), the second tree 𝑇2 will be trained on the 

model 𝑦 − 𝑇1(𝑥) =  𝑇2(𝑥), the third tree 𝑇3 on the model 𝑦 − 𝑇1(𝑥) − 𝑇2(𝑥) =  𝑇3(𝑥), and so on, each time trying 

to predict the forecasting errors of the previous trees.8 This procedure of continuously learning from previous 

forecasting errors can achieve very accurate predictions, but can also lead to overfitting, thus the number of trees 

is a very important feature of the model (hyper parameter) that is chosen using cross-validation.9  

 

4. THE TRAINING DATASET 

4.1 CORPORATE DEFAULTS 

We use an extensive dataset of financial and credit behavioral indicators for Italian non-financial firms for the 

period 2011-17. Our dependent variable, namely financial default, is sourced from the Italian Credit Register and 

reflects a system-wide definition of the non-performing status of a borrower. A firm is classified as being in default 

in a given year if the ratio of non-performing credit to total credit drawn from the banking system is greater than 

5 per cent for at least one month.10 The default rate, i.e. the ratio of borrowers classified as non-performing in a 

given year to the total number of borrowers not in default at the beginning of the year, gives an aggregate measure 

of credit risk which we aim to model at firm level (Table 1). 

Within the 2011-17 time period, credit risk stemming from the corporate sector peaked in 2014, in the aftermath 

of the European sovereign debt crisis and the associated slowdown of the Italian economy. Following the monetary 

policy measures adopted by the European Central Bank, the gradual improvement in the business cycle and the 

exit of vulnerable firms from the market, the aggregate default risk also decreased, with default rate levels 

approaching about 2.5 per cent in 2017. 

 

                                                           
7 Regression trees differ from classification trees because the output variables are continuous rather than numerical. They are 

generated in the same way, the only difference being that the impurity function is the variance of the outcome variable instead 

of the Gini impurity coefficient. 

8 Residuals can be interpreted as negative gradients in F of the quadratic loss function 
1

2
(y-F(x))

2
 from which the name 

“gradient boosting” is derived. 
9 Hyper parameters define the general characteristics of a model, such as its complexity, and can either be set a priori or 

learned from the data through optimizers such as grid search.  
10 The status of non-performing loans includes different stages of impairment: past-due 90 days, unlikely to pay and bad 

loans. 
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Table 1: Default rate 

 

Notes: Own calculation based on National Credit Register data. N Firms refers to the number of firms included in our sample, while 

Default rate is the proportion of firms in default in a given year over the number of firms not in default at the beginning of the year. 

 

The sudden increase in the number of defaults in both 2012 and 2014, which more than doubled compared to 

the previous year, may pose a challenge to slow adapting credit risk models. From a qualitative point of view, the 

ability of models to forecast defaults in different stages of the credit cycle is a desirable property. This is covered 

in our remarks in the section on evaluation of the models’ performance. 

Figure 2: Default rate by size and sector 

Panel A: Firm size 

 

Panel B: Economic sector 

 

Notes: Own calculation based on National Credit Register and Cerved data. Firm size classes are classified according to the following 

criteria defined by European Commission: micro, less than 10 employees and turnover (or total assets) up to EUR 2 million; small, less 

than 50 employees and turnover (or total assets) not exceeding EUR 10 million; medium, less than 250 employees and turnover less than 

EUR 50 million (or total assets not exceeding EUR 43 million); large, all remaining firms. A firm’s economic sector affiliation is 

determined based on Cerved data. 

 

Structural differences in default risk levels are usually associated with a firm’s size class and sector (Figure 2); 

consistently, credit risk models relate a firm’s PD to these factors (Altman et al., 2017; Wang and Dwyer, 2011). 

Year N Firms
Default 

Rate

2011 222,879 1.20%

2012 233,157 2.45%

2013 259,166 2.23%

2014 249,566 4.76%

2015 252,059 4.12%

2016 260,156 3.31%

2017 269,657 2.53%
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Larger firms record lower default rates relative to SMEs (in our sample almost 3 per cent lower) and these 

differences are magnified in periods of economic turmoil (from 2014 onwards differences in default risk by size 

class are exacerbated). The lower riskiness of larger firms could be explained by their engagement in businesses 

with a longer history, a larger market share and less volatile revenues. 

A firm’s economic sector is another relevant indicator of its credit risk, with more cyclical sectors (usually 

investment goods or real estate) leading to volatile revenues and more fragile firms. Indeed, the construction and 

real estate sectors have significantly higher default rates than industrial sectors, with the latter usually including 

firms characterized by widely diversified businesses with greater exposure to non-domestic markets. 

4.2  FINANCIAL AND CREDIT BEHAVIORAL INDICATORS 

The majority of academic works on credit risk modelling and its industry applications use economic and 

financial ratios as potential indicators of corporate defaults. We add to those predictors a set of credit behavioral 

indicators on the firm-bank relationship.  

Our dataset, drawn from the Company Accounts Data system (provided by Cerved) and the Italian Credit 

Register, contains a wide array of firm-level variables for Italian non-financial companies. Starting from financial 

ratios (time lag of one year), we compute 24 indicators covering: profitability, financing structure, debt 

sustainability and asset types. Credit behavioral indicators (with a time lag of two-months) include eight variables 

related to a firm’s financial flexibility, that is the proportion of drawn to granted bank credit for different facilities, 

and the occurrence of delinquencies within a firm-bank credit relationship. After including firms’ descriptive 

indicators, such as economic sector and geographical area, our set of default predictors contains 38 variables. 

Variables were then selected to be included in the model using the following criteria: 

1. using univariate logit regressions for the probability of default, variables with an AuROC lower than 55

per cent were dropped;

2. using the Kolmogorov-Smirnov test, variables with insignificant differences in the distributions between

the default and non-default groups were dropped;

3. from the list satisfying 1) and 2), only less correlated variables were retained (linear correlation < 0.7).

Our final set of default predictors consists of 26 variables (see Appendix 1 for a description of the variables), and 

the estimation dataset includes about 250,000 yearly observations for defaulted and non-defaulted firms.   

The variables displaying a linear relationship with the default rate are suitable candidates to be default predictors 

in all models. For example, the financial leverage indicator (equity over total assets) correlates linearly with the 

default rate (Figure 3, Panel A). Indeed, the most capitalized firms are more resilient to financial distress or 

economic slowdown. ML models are expected to benefit more than statistical models from non-linear or non-
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monotonous indicators. For example, the sales growth rate indicator displays a non-monotonous relationship with 

default risk, with low and high sales growth firms being more risky than otherwise (Figure 3, Panel B). 

Figure 3: Default rate and predicting variables deciles 

Panel A: Equity over total assets 

 

Panel B: Sales growth 

 

Notes: Own calculation based on National Credit Register and Cerved data. Figure 3 plots (dots) the default rates associated with different 

deciles of two of the variables employed to predict defaults. 

 

4.3 CALIBRATION OF THE MODELS AND SELECTION OF HYPER PARAMETERS 

The estimation of credit risk models is subject to the rare-events problem, i.e. the dataset usually only contains 

a small proportion of default observations compared to non-default observations. In these circumstances, the 

discriminatory power of a forecasting model is weak: on the one hand, more importance is attributed to variables 

that identify sound firms (which are strongly represented in the estimation sample) rather than to variables that 

help distinguish distressed firms; on the other hand, the model tends to give very low PDs to all the firms.  

Downsampling is commonly used to overcome this issue. In a first stage, the model is estimated on a balanced 

sample, namely a sample with an equal number of default and non-default observations, with the latter randomly 

sampled from the original dataset.11 However, with a default rate equal to 50 per cent, the balanced sample does 

not reflect the real level of credit risk: estimated probabilities of default need to account for the economy’s actual 

default rate. For this reason, during the second stage, a recalibration is performed via algebraic manipulation using 

Bayes correction (see Sugiyama et al., 2017; Dal Pozzolo et al., 2015a).12 

                                                           
11 See Wallace and Dahabreh (2014). 
12 See Appendix 2 for a detailed description of the calibration procedure. 
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A second issue related to the estimation of ML models is the setting of hyper parameters, which define the 

general structure of the models. In RDF, we need to calibrate the number of variables selected at each split, whereas 

in GBT, we need to set the number of trees and leaves on each tree. 

Using five-fold cross-validation, we choose the hyper parameters that maximize the out-of-sample performance 

of the models.13 First, we randomly divide the training set into k disjoint subsets (folds) of equal size; then, we 

train the model k times, each time on a dataset composed by the union of different k-1 folds, and we use the 

remaining fold to compute an out-of-sample AuROC for the model. Finally, this gives us k out-of-sample accuracy 

measures for each combination of the parameters, and we select the parameters presenting the highest average 

AuROC. 

 

5. RESULTS  

In this section, we compare the credit risk models described in Section 2 based on their forecasting performance 

metrics: discriminatory power and precision. First, we evaluate their performance using a limited training dataset, 

which includes financial indicators and firms’ characteristics only. This dataset resembles the case of a credit 

scoring model estimated using only publicly available financial information. Then we use the whole dataset, which 

covers both financial and credit behavioral information from the Italian Credit Register, with the latter set of 

indicators usually available only to lenders or supervisors. Second, we perform a static exercise to gain a picture 

of the allocation of credit that would result from a transition to an ML credit rating system. In particular, we set a 

credit assignment rule based on the probabilities of default and compare the amount of credit that each model 

would grant (intensive margin), the number of borrowers gaining access to credit (extensive margin), and the 

default rate a lender would record using a certain credit rating system. Finally, we evaluate the importance that 

each model gives to individual predictors in terms of their contribution to sort borrowers according to their credit 

standing. In particular, we compute the decrease in the AuROC that a model incurs if a variable is randomly 

permuted in the dataset before estimating the default probabilities.  

5.1 DISCRIMINATORY POWER  

We assess the discriminatory power of the one-year default probabilities estimated by the different models 

using the AuROC curve.14 This is a measure of the ability of the model to assign higher default probabilities to 

firms that will default compared with financially sound firms: a random model that does not discriminate between 

sound and distressed firms has a 0.5 AuROC, while a perfect model has an AuROC of 1.  

                                                           
13 For an introduction to cross-validation, see for example Geisser (1993).  
14 See Fawcett (2004), Chawla (2009) and Xu-Ying et al. (2009).  
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We first report the out-of-sample AuROC for the different models using a restricted set of information to train 

the model (Table 2). This dataset is limited to financial ratios and firm characteristics (such as geographic area, 

economic sector and firm size) that can be collected from publicly available sources. The AuROC score ranges 

from 72 to 77 per cent, a level of accuracy comparable to Wang and Dwyer (2011), Bacham and Zhao (2017), and 

Barboza et al., (2017). 

We find that tree-based models outperform statistical models over the entire time span, with an average increase 

in discriminatory power over the LOG model of about 2.6 per cent. Linear discriminant analysis (LDA) and 

penalized logistic regression (PLR) display results very close to the LOG model, probably owing to similarities in 

their functional forms. 

Table 2: Discriminatory power with restricted dataset (financial indicators) 

  

Notes: Own calculation based on Cerved data. The AuROC score is computed using out-of-sample probabilities of defaults obtained 

from the various models and observed default data. 

 

We then expand the information set used to train the different models in order to include credit behavioral 

indicators. The AuROC for these models are reported in Table 3. We observe a noticeable increase in overall 

discriminatory power when credit behavioral indicators are included: the increase accounts for about 10 

percentage points in terms of AuROC. This finding is consistent with Bacham and Zhao (2017), for which credit 

behavioral indicators lead to similar increase in accuracy over a model based exclusively on financial ratios and 

firm characteristics. While still outperforming statistical models, tree-based models now provide a smaller 

increase in discriminatory power over the logistic model. We interpret this finding as the effect of the different 

information set utilized to train the models: with high quality data, the logistic regression already provides a 

very good forecasting performance which approaches the upper bound of feasible values for the discriminatory 

Year

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

LDA LOG PLR RDF GBT

2012 73,7% 73,9% 73,9% 76,6% 76,3%

2013 73,7% 73,9% 73,9% 77,2% 77,3%

2014 72,2% 72,3% 72,4% 74,4% 73,9%

2015 73,7% 73,7% 73,7% 76,1% 76,0%

2016 72,6% 72,6% 72,6% 75,3% 75,3%

2017 73,0% 73,0% 73,0% 75,7% 75,4%
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power. As a result, the improvement in default forecasting owing to the use of ML is necessarily less 

pronounced. 

Table 3: Discriminatory power with complete dataset (financial and credit behavioral indicators)  

 

Notes: Own calculation based on Cerved and National Credit Register data. The AuROC score is computed using out-of-sample 

probabilities of defaults obtained from the various models and observed default data. 

 

Thanks to the dimension of our data set, confidence intervals for the AuROC statistics are very tight (less than 

1 per cent for 95 per cent confidence intervals). In any case, we performed a DeLong significance test on the 

difference between the AuROC scores for the LOG and RDF models over all the available years both for the 

complete data set and for the financial data set: all of them strongly reject the null hypothesis of no difference in 

the AuROC scores at a 1 per cent confidence level. 

Finally, we assess the sensitivity of forecasting performance of the different models to the size of the training 

dataset. To this end, we compile a smaller dataset which includes only 10 per cent of the original observations. 

Our choice is founded on the idea that datasets available to individual lenders usually include only a small fraction 

of the firms covered in our complete dataset. Contrary to previous results, we find that tree-based and logistic 

models achieve substantially similar levels of discriminatory power: ML models need many observations to 

produce highly accurate forecasts. 

Year

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

LDA LOG PLR RDF GBT

2012 83,8% 84,0% 84,0% 84,6% 84,7%

2013 83,2% 83,3% 83,3% 84,2% 84,4%

2014 81,1% 81,6% 81,6% 82,5% 82,7%

2015 82,8% 82,9% 82,9% 84,4% 84,6%

2016 82,9% 83,0% 83,0% 84,1% 84,0%

2017 82,9% 83,1% 83,1% 84,1% 84,2%
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Table 4: Discriminatory power with a small dataset (financial and credit behavioral indicators) 

Notes: Own calculation based on Cerved and National Credit Register data. The AuROC score is computed using out-of-sample 

probabilities of defaults obtained from the various models and observed default data. 

In the following sections we concentrate on the default probabilities estimated using the dataset containing only 

balance sheet indicators and firm characteristics. This is the case where default forecasting can most benefit from 

the use of ML models. In Appendix 3, we report the results for the models estimated on the complete dataset also 

containing credit behavioral indicators from the Italian Credit Register. 

5.2  MODELS DISCRIMINATORY POWER ACROSS CLUSTER OF FIRMS 

We decompose the overall gain in discriminatory power attributable to ML models by computing the AuROC 

of PDs estimated for different clusters of borrowers: by firm sector and size (Table 5). The RDF increase in 

discriminatory power appears to be higher for those clusters that have lower AuROC scores under the LOG models, 

in particular micro and large firms, and the construction and agriculture sectors. This result suggests that the 

relative advantage of using ML models is greater when statistical models report weaker performances. This is 

probably due to a complex underlying relationship between variables and defaults that statistical models are not 

able to capture. 

Year

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

LDA LOG PLR RDF GBT

2012 82,5% 82,6% 83,5% 83,9% 83,5%

2013 82,8% 82,9% 82,9% 83,0% 83,2%

2014 80,5% 80,8% 80,7% 81,1% 80,8%

2015 82,6% 82,7% 82,7% 83,3% 83,4%

2016 82,6% 82,7% 82,7% 82,7% 82,3%

2017 82,4% 82,6% 82,6% 82,5% 82,2%



21 

Table 5: AuROC by sector and size 

Note: Own calculation based on National Credit Register data. Table 5 reports the AuROC score computed using out-of-sample 

probabilities of defaults from the various models, and observed default data. Results are grouped by firm sector and size. 

5.3  BACKTESTING 

To assess the degree to which probabilities of default match realized defaults, we perform a binomial-style test 

for different credit quality buckets, using the Credit Quality Steps (CQS) defined by the Eurosystem for the 

validation and annual monitoring of credit rating systems. In particular, we use a backtesting strategy outlined in 

Coppens et al. (2017) as the ‘traffic light approach’. In essence, for each bucket, we test how often realized default 

rates are compatible with the PD forecasts and in the range of usual statistical deviations. A colour is assigned 

based on the p-value of the test, with green indicating that realized defaults are below the expected threshold, and 

Sector

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

Manufacturing 77,1% 77,2% 77,2% 79,8% 79,7%

Services 72,0% 72,1% 72,1% 74,9% 74,7%

Agriculture 70,8% 71,1% 71,1% 74,9% 73,6%

Energy 70,0% 70,2% 70,2% 72,4% 72,3%

Construction 69,3% 69,4% 69,4% 72,6% 72,2%

Real estate 67,9% 68,0% 68,0% 70,2% 70,3%

Size

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

Micro 71,6% 71,7% 71,7% 74,2% 74,1%

Small 77,2% 77,2% 77,3% 79,7% 79,6%

Medium 79,6% 79,6% 79,6% 81,4% 81,3%

Large 74,8% 74,6% 74,7% 77,2% 76,1%
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yellow and red indicating that there is a positive or strongly positive discrepancy between expected and realized 

defaults respectively.  

In Table 6 we report the results of the backtesting exercise: each cell indicates the realized default rate within 

a certain PD bucket, and the PD thresholds represent the upper limit for PD in each interval.   

For the years 2013 and 2015-17, which are characterized by declining default rates (see Table 1), all of the 

rating systems report satisfactory performances. Structural models (LDA, LOG and PLR), however, show a lower 

capacity to correctly classify high credit quality borrowers, recording several red warnings in the CQSs 1-2 and 3. 

Tree-based models, on the other hand, do not report significant discrepancies between expected and realized 

default for these years. 

In the years 2012 and 2014, which are characterized by a strong increase in default risk, the estimated 

probabilities of default often do not match realized defaults. Structural models tend to record weaker performances, 

presenting red warnings in all of the credit quality buckets. 

Overall, these results show that the assessment of high credit quality borrowers and the adaptation to rapid 

deterioration in aggregate default risk is a common problem for structural models, while ML models can (partially) 

mitigate these issues. In particular, RDF predictions tend to be more precise compared with the other models in 

both economic upturns and downturns. 
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Table 6: Backtesting 

Notes: Own calculation. The Threshold column reports the upper limit of the CQS interval identified by the Euro Credit Assessment 

Framework (ECAF) scale. For instance, a firm is classified in CQS3 if the default probability is between 0.1 and 0.4 per cent. The 

percentages in the colored cells represent the realized default rate for each CQS in each year. The green, yellow and red colors denote 

the p-value of the “traffic light approach” test; where the H0 hypothesis is that true probabilities of defaults are less than or equal to the 

thresholds. The green shading indicates a p-value greater than 20 per cent, the yellow shading between 1 and 20 per cent, and the red 

shading less than 1 per cent.  

5.4  CREDIT ALLOCATION 

In this section we evaluate the impact of using ML rating systems on the allocation of credit. We run a static 

exercise, i.e. keeping other variables constant (the actual number of borrowers and the amount of drawn credit); 

hence, the results are driven by differences in PDs for the same borrower across different rating systems. In 

particular, we sort banks’ (current) clients by their PDs and allocate credit from the safer to the riskier borrowers 

using two kind of constraints: first, we highlight the effect on the extensive margin (i.e. on the number and type of 

borrowers) by assuming that banks set the amount of credit that they are willing to issue; and second, we narrow 

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,4% 0,5% 0,5% 0,0% 0,0% 1,0% 0,6% 0,6% 0,0% 0,0%

CQS3 0,4% 0,6% 0,7% 0,7% 0,4% 0,6% 0,4% 0,4% 0,5% 0,2% 0,2%

CQS4 1% 1,3% 1,4% 1,4% 1,1% 1,6% 0,6% 0,7% 0,7% 0,5% 0,6%

CQS5 1,5% 2,3% 2,5% 2,5% 2,3% 3,1% 0,9% 1,1% 1,0% 0,8% 1,2%

CQS6 3% 4,4% 4,5% 4,5% 4,5% 4,9% 1,7% 1,9% 1,8% 1,5% 2,0%

CQS7 5% 9,0% 9,0% 9,0% 8,9% 8,1% 3,4% 3,5% 3,5% 3,1% 3,6%

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,5% 0,7% 0,7% 0,0% 0,0% 4,8% 2,7% 2,0% 0,5% NA

CQS3 0,4% 1,0% 1,1% 1,0% 0,2% 0,5% 0,9% 0,8% 0,8% 0,1% 0,1%

CQS4 1% 1,4% 1,6% 1,6% 0,7% 1,4% 0,9% 0,9% 0,9% 0,3% 0,5%

CQS5 1,5% 2,1% 2,3% 2,3% 1,5% 2,7% 0,9% 1,1% 1,1% 0,6% 1,0%

CQS6 3% 3,3% 3,4% 3,3% 3,2% 4,1% 1,7% 1,8% 1,8% 1,4% 1,9%

CQS7 5% 5,4% 5,6% 5,6% 6,3% 6,4% 2,8% 2,8% 2,8% 3,1% 3,5%

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,0% 6,4% 7,9% 0,0% NA 12,5% 2,0% 1,8% 0,4% 0,0%

CQS3 0,4% 1,1% 1,0% 1,0% 0,0% 0,1% 0,5% 0,5% 0,4% 0,1% 0,2%

CQS4 1% 0,8% 0,8% 0,8% 0,3% 0,6% 0,7% 0,7% 0,7% 0,3% 0,6%

CQS5 1,5% 1,0% 1,1% 1,1% 0,8% 1,1% 1,0% 1,0% 1,1% 0,7% 1,2%

CQS6 3% 1,8% 1,9% 1,8% 1,6% 2,2% 1,7% 1,7% 1,6% 1,7% 2,2%

CQS7 5% 3,6% 3,5% 3,5% 3,5% 3,9% 3,7% 3,7% 3,7% 3,6% 3,7%

2015

2017

2012

2014

2016

2013
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down the effect on the intensive margin (i.e. on the credit granted) by setting the amount of credit risk that banks 

are willing to accept.  

Table 7 shows the effects on the number of borrowers for different amounts of available credit, which is set as 

a proportion (1, 5, 10 and 20) of the total amount of credit drawn in our sample. While statistical models result in 

a broader allocation of credit, tree-based models focus credit on a smaller number of safer firms. Indeed, allocating 

credit to the latter pool of borrowers would imply a significantly smaller number of defaults and lower credit losses 

for lenders than the statistical models. This exercise gives insight into the distribution of PDs across different rating 

systems and accounting for the size of corporate borrowers. As the number of corporate borrowers drops, the 

average size of their loans increases. Thus, ML models tend to assess larger borrowers as less risky than statistical 

models. Moreover, within firm size classes, ML models are able to screen risky borrowers somewhat better than 

statistical models (as shown in Table 5). 

Table 7: Credit allocation (fixed granted amount) 

 

Notes: Own calculation based on National Credit Register data. Allocated amount and defaulted amount in millions of euro. 
 

 

% Amount 

granted
Method Number of firms

Defaulted 

amount
Default rate

Default rate - 

difference wrt 

LOG

Linear discriminant analysis 8.247 29 0,68% 0,12%

Logistic regression 7.724 23 0,56% 0,00%

Penalized logistic regression 7.777 24 0,56% 0,00%

Random forest 5.172 10 0,24% -0,32%

Gradient boosted trees 5.029 12 0,26% -0,29%

Linear discriminant analysis 19.741 147 0,69% -0,12%

Logistic regression 18.713 172 0,81% 0,00%

Penalized logistic regression 18.951 169 0,79% -0,01%

Random forest 13.070 106 0,50% -0,31%

Gradient boosted trees 13.398 71 0,33% -0,48%

Linear discriminant analysis 29.702 593 1,38% 0,06%

Logistic regression 28.349 564 1,33% 0,00%

Penalized logistic regression 28.633 498 1,17% -0,16%

Random forest 20.022 232 0,54% -0,79%

Gradient boosted trees 20.479 349 0,81% -0,52%

Linear discriminant analysis 49.826 1.761 2,03% -0,03%

Logistic regression 48.745 1.788 2,06% 0,00%

Penalized logistic regression 49.300 1.802 2,08% 0,02%

Random forest 34.894 835 0,97% -1,09%

Gradient boosted trees 36.458 990 1,14% -0,92%

1%

5%

10%

20%
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Second, we set different thresholds for the default probabilities to decide whether a firm would be granted 

credit or not (with no restriction on the amount of credit available):  

 PD ≤ 0.4% (BBB- investment grade); 

 PD ≤ 1.5% (BB  non-investment grade or high yield); 

 PD ≤ 5%  (B- low grade). 

The PD thresholds correspond to the CQSs of the ECAF. Each CQS relates to a rating class used by 

international rating agencies to evaluate the credit quality of a certain issuer. 

Table  8 shows the amount of credit that would be granted using different rating systems for different PD 

thresholds. The RDF and GBT models behave rather consistently across the different rating thresholds: both 

models would grant more credit than the statistical models, with the only exception being GBT in the first PD 

bucket, which allocates roughly the same amount. Although the two models would grant more credit, this would 

not result in higher credit losses for lenders: the default rate and defaulted amount of RDF and GBT is lower than 

that in other models.  

The number of firms which would gain access to credit is always greater under the GBT model than under the 

LOG model. By contrast, the RDF model produces mixed evidence, cutting down the number of firms in the first 

threshold (compared with the LOG model), i.e. for investment grade borrowers, while providing a limited increase 

for high yield and low grade borrowers.  

Overall, the results point to ML models having a consistently positive effect on the intensive margin and a 

reduction in the default rate and credit losses for lenders. 
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Table 8: Credit allocation (fixed PD thresholds) 

Notes: Own calculation based on National Credit Register data. Allocated amounts in millions of euro. 

5.5  VARIABLE IMPORTANCE AND MODEL ROBUSTNESS 

We analyze the importance of individual predictors in each model in terms of the extent to which a single 

variable affects the overall discriminatory power of a model. In particular, for each variable, we run the following 

steps:  

1) each firm receives a value for the selected variable that is randomly sampled from the distribution of that

variable in the dataset (i.e. we permute the variable across all firms);

2) the AuROC of the model is computed on the permuted dataset; and

3) the measure of variable importance consists of the difference between the AuROC for the model applied

to the original test dataset (having all the correct values for the selected variable) and the AuROC obtained

for the permuted dataset.

If the difference computed in 3) results in large values, this implies that the variable contributes markedly to 

the discriminatory power of the model and also that the model is very sensitive to potential errors or noise 

attributable to this variable. Table 9 reports the variable importance (AuROC decrease) for each model for the set 

of explanatory variables. Predictors are ordered according to their average AuROC decrease across all models. 

Comparing statistical models and tree-based models we highlight two main results: 

Threshold Method Number of firms Default rate

Allocated amount -

% difference wrt 

LOG

Default rate - 

difference wrt 

LOG

Linear discriminant analysis 8.060 0,76% -46,0% 0,00%

Logistic regression 12.637 0,75% 0,0% 0,00%

Penalized logistic regression 12.154 0,74% -5,6% -0,02%

Random forest 8.836 0,17% 11,3% -0,59%

Gradient boosted trees 15.338 0,28% 113,0% -0,47%

Linear discriminant analysis 49.157 1,08% -9,9% 0,00%

Logistic regression 53.133 1,12% 0,0% 0,00%

Penalized logistic regression 52.290 1,10% -2,8% -0,01%

Random forest 54.098 0,70% 46,1% -0,42%

Gradient boosted trees 74.532 1,02% 104,9% -0,10%

Linear discriminant analysis 151.450 2,62% -0,4% 0,00%

Logistic regression 151.822 2,62% 0,0% 0,00%

Penalized logistic regression 151.730 2,62% -1,1% 0,00%

Random forest 152.906 2,41% 4,5% -0,21%

Gradient boosted trees 152.154 2,37% -0,3% -0,25%

0,40%

1,50%

5,00%
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 statistical models are more sensitive to the values assumed by single variables: the LOG model, 

for example, has six variables that induce a decrease in the AuROC of about 3 per cent or more 

when permuted, while both the RDF and GBT models have only one variable. Therefore, the 

overall gain in discriminatory power of ML models is probably attributable to their robustness to 

noise and their ability to use all of the information in the dataset; 

 variables presenting non-linear and/or non-monotone relationships with default risk, such as Sales 

Growth, Payables Turnover and Receivables Turnover, are more important for tree-based models 

than for statistical ones. This result points to a connection between the increase in discriminatory 

power under ML approaches and their capacity to exploit complex relationships between predictors 

and the outcome variable. 

Table 9: Variable importance 

 

Notes: Own calculation based on National Credit Register data. See Appendix 1 for a description of the variables. Each column 

reports the decrease in the AuROC attributable to a permutation of the variable used in the model. 

Variable

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random 

forest

Gradient 

boosted trees

IE_CASHFLOW 4,5% 3,7% 3,7% 4,5% 5,4%

LOG_ASSETS 3,2% 3,1% 2,9% 1,7% 2,6%

DSCR 1,9% 2,9% 2,9% 2,2% 2,5%

EQ_TA 2,9% 3,0% 3,0% 1,2% 1,6%

TURNOVER 2,9% 2,9% 2,8% 1,4% 1,6%

CASH_ST_DEBT_S 2,4% 2,9% 2,8% 1,0% 2,3%

AREA_CVD 0,9% 0,9% 0,9% 0,3% 0,5%

ATECO_CVD 0,6% 0,6% 0,6% 0,4% 0,3%

PAYABLES_TURNOVER 0,4% 0,3% 0,3% 0,7% 0,6%

EBITDA_MARGIN 0,4% 0,3% 0,3% 0,3% 0,7%

DIM_CVD 0,6% 0,6% 0,5% 0,0% 0,0%

PFN_EBITDA 0,3% 0,3% 0,3% 0,3% 0,4%

SALES_GWT 0,0% 0,0% 0,0% 0,5% 0,9%

VA_TA 0,2% 0,2% 0,2% 0,4% 0,4%

FIN_MISMATCH 0,2% 0,1% 0,1% 0,5% 0,4%

CASH_TA 0,1% 0,2% 0,2% 0,2% 0,3%

RECEIVABLES_TURNOVER 0,1% 0,1% 0,1% 0,4% 0,3%

PFN_PN 0,0% 0,0% 0,0% 0,3% 0,2%
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6. CONCLUSIONS 

This work compares statistical models usually employed in credit risk modelling with ML models, namely 

random forest and gradient boosted tree models. We use a large dataset which includes financial ratios and credit 

behavioral indicators for about 300,000 Italian non-financial firms for the years 2011-17. 

When the models are trained using only publicly available information, ML models have a more accurate 

forecasting performance, both in terms of discriminatory power and precision, compared with statistical models. 

This gain is reduced when high quality information, such as credit behavioral indicators, is added to the training 

dataset. However, when the size of the dataset is insufficient to make a robust estimate of the relationships between 

predictors and the outcome variable, the performance of ML models is similar to that of statistical models.  

Moreover, the use of a credit allocation rule based on ML models would result in larger amounts of credit being 

granted and lower default rates. This is because ML models tend to channel credit towards safer and larger 

borrowers, resulting in lower credit losses for lenders. 

We argue that the better forecasting performance of ML models is due to their ability to capture more precisely 

the complex relationship between the available firms’ indicators and the default outcome. This is demonstrated by 

the fact that indicators presenting a non-linear or non-monotone relationship with the default are more effectively 

employed in ML models than in statistical ones. Our results suggest that the joint use of statistical and ML models 

by lenders or credit analysts may be beneficial for the accurate assessment of potential borrowers. For example, 

ML models, which are relatively non-transparent, may be used as a benchmark for probability of defaults obtained 

using more transparent statistical models. This is particularly useful in cases in which the estimates derived from 

the two models are particularly diverse, such as larger or riskier borrowers, allowing credit analysts to qualitatively 

adjust probabilities of default. 
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APPENDICES  

 

APPENDIX 1 

We describe the financial and credit behavioral indicators used to predict default of non-financial firms. By means 

of graphical inspection, those variables presenting a non-linear or non-monotonous relationship with respect to the 

default outcome are labelled “NL”. 

Variable Description 

TURNOVER (Asset Turnover Ratio) Ratio between net sales and total assets. The asset 

turnover ratio is an efficiency ratio that measures a 

firm’s ability to generate sales from its assets. 

VA_TA (Value Added to Total Assets)  

 

Ratio between economic value added and total assets. 

Operating profitability ratio that measures the firm’s 

ability to generate value from its assets. 

EBITDA_MARGIN (EBITDA to Net Sales) - NL Operating profitability ratio that measures how much 

earnings the firm is generating before interest, taxes, 

depreciation, and amortization, as a percentage of 

revenue. 

PFN/PN (Net Debt to Equity) 

 

Measure of a firm's financial leverage, calculated by 

dividing its net liabilities by stockholders' equity. 

EQ_TA (Equity to Total Assets) Ratio between equity and total assets. Used to assess 

a company’s financial leverage 

PFN/EBITDA (Net Debt to EBITDA) Debt sustainability ratio gives an indication as to how 

long a firm would need to operate at its current level 

to pay off all its financial debt. 

IE_CASHFLOW (Interest Expenses to Cash Flow) Ratio that indicates the enterprise’s ability to pay 

interest from generated cash flow. 

DSCR (Debt Service Coverage Ratio) Ratio of debt sustainability that refers to the amount 

of cash flow available to pay interest expenses and 

annual principal payments on financial debt. 

FIN_MISMATCH (financial mismatch) Ratio of the mismatch (difference) between short-term 

liabilities and short-term assets and total assets. 

Negative value of the ration (short-term liabilities > 

short-term assets) indicates that the firm has enough 

short-term assets to meet its short-term liabilities. 

CASH_ST_DEBT_S (Current Assets to Short Term 

Debt) 

Liquidity ratio that measures a firm’s ability to pay off 

short-term debt obligations with cash and cash 

equivalents. 

CASH_TA (Cash to Total Assets) Ratio between cash and liquid assets to total assets. It 

measures a firm's liquidity and how easily it can 

service debt and short-term liabilities if the need 

arises. 

RECEIVABLES_TURNOVER (Receivable 

Turnover Ratio) - NL 

Efficiency ratio that measures how efficiently a firm 

is using its assets. It measures the number of times 

over a given period (usually a year) that a firm collects 

its average accounts receivable. 

PAYABLES_TURNOVER (Payable Turnover Ratio) 

- NL 

Efficiency and liquidity ratio that measures how many 

times a firm pays its creditors over an accounting 

period. 

LOG_ASSETS (Natural Logarithm of Total Assets) Measures the size of the firm. 

SALES_GWT (Net Sales Growth) - NL Measures a firm’s growth in a specific year. It also 

measures the stability of a firm’s performance. 

Variable Description 

DG_CR_TOT (Drawn amount to Granted Amount) - 

NL 

Financial flexibility ratio. It measures the percentage 

of available credit that the firm is actually using. It 

refers to all the different types of loans. 
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DG_CR_REV (Drawn Amount to Granted Amount of 

uncommitted short term loans) - NL 

Financial flexibility ratio. It measures the percentage 

of uncommitted short-term loans that the firm is 

actually using. 

DG_CR_AUT (Drawn Amount/Granted Amount, 

short term loans) - NL 

Financial flexibility ratio. It measures the percentage 

of self-liquidating short-term loans that the firm is 

actually using. 

DUMMY_SCONF (Overdrawns) Dummy equal to 1 if the firm has an overdrawn 

amount greater than the granted amount, and 0 

otherwise. 

DEF_STORIA_CRED (Deteriorated loans) Dummy equal to 1 if the firm has deteriorated loans, 

and 0 otherwise. 

MORTGAGE (Mortgage)  Dummy variable equal to 1 if long-term loans are 

more than 90 per cent of total loans. It is used to 

mitigate the impact on PD estimation of a high 

drawn/granted ratio which is physiological for 

mortgages. 

DUMMY_REV Dummy equal to 1 if the firm has uncommitted short-

term loans, and 0 otherwise. 

DUMMY_AUT Dummy equal to 1 if the firm has short-term loans, and 

0 otherwise. 

Variable Description 

AREA_CVD (geographical area) Dummy variables identifying the geographical region 

where the firm operates (North-East, North-West, 

Center, South and Islands). 

ATECO_CVD (economic sector) Dummy variables identifying firms’ economic sector.  

DIM_CVD (size) Dummy variables identifying firm size as defined by 

the European Commission.  
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APPENDIX 2 

The performance of credit risk models typically suffers when they are estimated on a dataset that has many 

more non-defaults (healthy firms) than defaults (unhealthy firms). To improve the discriminatory power of the 

models, a new estimation dataset is derived from the original dataset using a downsampling strategy, by combining 

all the unhealthy firms with an equal number of randomly drawn healthy firms.  

The in-sample default rate for this new estimation dataset is, by construction, 50 per cent, meaning that the 

dataset is balanced. However, while downsampling improves the discriminatory power of the model, it also creates 

an upward distortion of the estimated probabilities. 

Let x be the vector of firm characteristics, D the event that the firm will go into default, and B the event that 

the firm is selected in the balanced estimation dataset. By training the model on the balanced training dataset we 

estimate the probabilities P(D| B, x), and not P(D| x), the true probabilities we are actually interested in. However, 

following a common procedure in the literature, we can link the two probabilities using the Bayes rule: 15 

  

P(D | B, x) = 
P(D, B, x)

P(B, x)
=

P(B | D, x)⋅P(D | x )

P(B | D, x)⋅P(D | x)+ P(B | ¬D, x)⋅P(¬D | x)
 

 

= 
P(D | x)

P(D | x)+ P(B | ¬D, x)⋅(1-P(D | x))
, (A.1) 

 

where A.1 follows from the fact that P(B | D, x)=1, since all defaulted firms are in the balanced dataset, and 

that P(¬D | x)=1-P(D | x). Notice that P(B | ¬D, x), the probability that a healthy firm is in the balanced dataset, 

is known because it is the number of healthy firms in the balanced dataset out of the total number of healthy firms, 

which, by construction, is equal to the number of unhealthy firms over the number of healthy firms in the original 

dataset. If we solve the equation above for P(D | x), we obtain: 

 

P(D | x) = 
β⋅P(D | B, x)

β⋅P(D | B, x)- P(D | B, x)+1 
, (A.2) 

 

where we have defined β=P(B | ¬D, x)= 
# unhealthy firms

# healthy firms
. We use this formula to calibrate the probabilities 

estimated by the model from the balanced dataset. The calibration procedure is as follows: 

1. We estimate the model on the balanced dataset. 

2. We apply the model to the (unbalanced) test dataset, obtaining the probabilities P(D | B, x). 

                                                           
15 See Saerens et al. (2002) and Dal Pozzolo et al. (2015b). 
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3. We calibrate the probabilities from 2) using A.2, and obtain the final unbiased probabilities 

P(D | x). 
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APPENDIX 3 

 

We report the results for discriminatory power, backtesting, credit allocation and variable importance for the 

different models trained on the dataset also containing credit behavioral indicators from the Italian Credit Register. 

Table A.1: AuROC by firm sector and size 

   

 
Notes: Own calculation based on national Credit Register data. Table A.1 reports the AuROC score computed using out-of-sample PDs 

from the various models and observed default data. Results are grouped by firm sector and size. 
 

  

Sector

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

Manufacturing 85,4% 85,5% 85,5% 86,2% 86,3%

Services 82,4% 82,5% 82,5% 83,7% 83,7%

Agriculture 81,3% 81,4% 81,4% 82,4% 82,4%

Energy 80,8% 81,0% 81,0% 82,7% 82,7%

Construction 80,7% 80,9% 80,9% 81,5% 81,8%

Real estate 79,8% 80,1% 80,1% 82,1% 82,2%

Size

Linear 

discriminant 

analysis

Logistic 

regression

Penalized 

logistic 

regression

Random forest
Gradient 

boosted trees

Micro 81,7% 82,0% 82,0% 83,1% 83,2%

Small 85,7% 85,7% 85,7% 86,4% 86,5%

Medium 85,9% 86,0% 86,0% 86,6% 86,6%

Large 80,4% 80,4% 80,4% 82,1% 81,6%
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Table A.2: Backtesting  
 

 
Notes: Own calculation. The Threshold column reports the upper limit of the CQS interval. For instance, a firm is in CQS3 if its default 

probability is greater than 0.1 per cent and lower than 0.4 per cent. The percentages represent the realized default rate for each CQS and 

year. 

  

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,2% 0,2% 0,2% 0,1% 0,1% 0,0% 0,1% 0,1% 0,2% 0,0%

CQS3 0,4% 0,5% 0,4% 0,4% 0,3% 0,4% 0,3% 0,3% 0,3% 0,2% 0,2%

CQS4 1% 1,5% 1,4% 1,4% 1,0% 1,5% 0,6% 0,6% 0,5% 0,4% 0,6%

CQS5 1,5% 2,5% 2,5% 2,5% 2,1% 2,6% 1,1% 1,0% 1,0% 0,9% 1,2%

CQS6 3% 4,2% 4,2% 4,1% 3,9% 4,7% 1,9% 1,9% 1,9% 1,5% 2,2%

CQS7 5% 6,9% 7,7% 7,8% 7,8% 7,5% 3,4% 3,6% 3,5% 3,2% 3,8%

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,2% 0,2% 0,2% 0,1% 0,1% 0,2% 0,2% 0,2% 0,0% 0,0%

CQS3 0,4% 0,4% 0,4% 0,4% 0,2% 0,3% 0,2% 0,2% 0,2% 0,2% 0,2%

CQS4 1% 1,5% 1,4% 1,4% 0,8% 1,4% 0,6% 0,6% 0,6% 0,4% 0,6%

CQS5 1,5% 2,9% 2,7% 2,7% 1,7% 2,7% 0,9% 1,0% 1,0% 0,6% 1,3%

CQS6 3% 4,0% 3,8% 3,8% 3,0% 4,2% 1,9% 1,9% 1,9% 1,5% 2,0%

CQS7 5% 6,5% 6,7% 6,6% 6,5% 6,7% 3,6% 3,5% 3,6% 2,9% 3,6%

CQS Threshold LDA LOG PLR RDF GBM LDA LOG PLR RDF GBM

CQS1-2 0,1% 0,0% 0,2% 0,1% 0,0% NA 0,0% 0,0% 0,0% 0,1% 0,0%

CQS3 0,4% 0,3% 0,3% 0,3% 0,1% 0,2% 0,2% 0,2% 0,2% 0,1% 0,1%

CQS4 1% 0,5% 0,6% 0,6% 0,3% 0,6% 0,5% 0,5% 0,5% 0,4% 0,5%

CQS5 1,5% 1,4% 1,3% 1,3% 0,8% 1,4% 1,0% 1,0% 0,9% 0,7% 1,1%

CQS6 3% 2,1% 2,3% 2,2% 1,8% 2,5% 1,6% 1,7% 1,7% 1,4% 1,8%

CQS7 5% 3,8% 4,0% 4,0% 3,9% 4,7% 3,1% 3,2% 3,2% 3,1% 3,1%

2015

2017

2012

2014

2016

2013
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Table A.3: Credit allocation (fixed granted amount) 

  
Notes: Own calculation based on National Credit Register data. Allocated amount and defaulted amount in millions of euro. 

 

Percentage of the 

total amount 

granted

Method Number of firms Defaulted amount Default rate

Default rate - 

difference wrt 

LOG

Linear Discriminant Analysis 14.649 5 0,11% 0,00%

Logistic Regression 13.242 5 0,11% 0,00%

Penalized logistic regression 13.279 5 0,11% 0,00%

Random Forest 7.887 7 0,16% 0,05%

Gradient Boosted Trees 8.614 5 0,12% 0,02%

Linear Discriminant Analysis 27.389 52 0,24% 0,00%

Logistic Regression 26.643 51 0,24% 0,00%

Penalized logistic regression 26.667 50 0,23% -0,01%

Random Forest 18.136 40 0,19% -0,05%

Gradient Boosted Trees 19.230 45 0,21% -0,03%

Linear Discriminant Analysis 36.145 154 0,36% -0,01%

Logistic Regression 35.805 160 0,37% 0,00%

Penalized logistic regression 35.753 157 0,37% -0,01%

Random Forest 26.112 113 0,26% -0,11%

Gradient Boosted Trees 27.324 118 0,27% -0,10%

Linear Discriminant Analysis 52.271 427 0,50% -0,06%

Logistic Regression 52.823 482 0,56% 0,00%

Penalized logistic regression 52.638 459 0,53% -0,03%

Random Forest 41.709 395 0,46% -0,10%

Gradient Boosted Trees 43.642 422 0,49% -0,07%

1%

5%

10%

20%
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Table A.4: Credit allocation (fixed PD thresholds) 

 

Notes: Own calculation based on National Credit Register data. Allocated amount in millions of euro. 

 

 
 

 

  

Threshold Method
Allocated 

amount
Number of firms Default rate

Allocated amount - 

% difference wrt 

LOG

Default rate - 

difference wrt LOG

Linear Discriminant Analysis 28.952 40.401 0,27% -1,2% 0,00%

Logistic Regression 29.306 41.336 0,27% 0,0% 0,00%

Penalized logistic regression 28.403 40.439 0,26% -3,1% 0,00%

Random Forest 28.624 30.938 0,18% -2,3% -0,08%

Gradient Boosted Trees 44.910 43.162 0,23% 53,2% -0,04%

Linear Discriminant Analysis 143.969 100.633 0,77% 5,4% 0,00%

Logistic Regression 136.564 100.799 0,75% 0,0% 0,00%

Penalized logistic regression 135.414 100.102 0,74% -0,8% -0,01%

Random Forest 130.639 91.316 0,56% -4,3% -0,18%

Gradient Boosted Trees 159.719 110.954 0,76% 17,0% 0,01%

Linear Discriminant Analysis 268.245 160.791 1,74% -0,1% 0,00%

Logistic Regression 268.410 164.069 1,79% 0,0% 0,00%

Penalized logistic regression 268.932 164.047 1,80% 0,2% 0,00%

Random Forest 285.407 166.059 1,70% 6,3% -0,09%

Gradient Boosted Trees 277.776 167.218 1,71% 3,5% -0,08%

0,40%

1,50%

5,00%
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Table A.5: Variable importance 

 

Notes: Own calculation based on National Credit Register data. See Appendix 1 for a description of the variables. Each column 

reports the decrease in the AuROC score attributable to a permutation of the variable used in the model. 

 

Excluded variable

Linear 

discriminant 

analysis

Logistic 

regression

Penalized logistic 

regression
Random forest

Gradient boosted 

trees

DG_CR_REV 10,7% 8,4% 8,4% 4,6% 5,6%

DG_CR_TOT 3,6% 4,8% 4,8% 3,9% 4,6%

DEF_STORIA_CRED 1,5% 1,7% 1,7% 1,3% 1,4%

LOG_ASSETS 1,3% 1,1% 1,1% 0,8% 1,3%

DUMMY_REV 1,6% 1,4% 1,4% 0,1% 0,2%

IE_CASHFLOW 0,8% 0,6% 0,6% 0,7% 0,8%

CASH_ST_DEBT_S 0,7% 0,7% 0,6% 0,2% 0,3%

DG_CR_AUT 0,4% 0,2% 0,2% 0,5% 0,8%

DSCR 0,1% 0,3% 0,3% 0,5% 0,6%

EQ_TA 0,4% 0,4% 0,4% 0,2% 0,2%

DUMMY_SCONF 0,2% 0,3% 0,3% 0,2% 0,1%

TURNOVER 0,2% 0,2% 0,2% 0,2% 0,3%

PAYABLES_TURNOVER 0,2% 0,1% 0,1% 0,2% 0,2%

AREA_CVD 0,2% 0,2% 0,2% 0,1% 0,1%

SALES_GWT 0,0% 0,0% 0,0% 0,3% 0,5%

ATECO_CVD 0,2% 0,2% 0,2% 0,1% 0,1%

DUMMY_AUT 0,1% 0,3% 0,3% 0,0% 0,0%

EBITDA_MARGIN 0,2% 0,1% 0,1% 0,1% 0,2%

CASH_TA 0,1% 0,2% 0,1% 0,1% 0,1%

VA_TA 0,1% 0,1% 0,1% 0,1% 0,1%

DIM_CVD 0,1% 0,1% 0,1% 0,0% 0,0%

PFN_EBITDA 0,0% 0,0% 0,0% 0,1% 0,1%

RECEIVABLES_TURNOVER 0,0% 0,0% 0,0% 0,1% 0,0%

PFN_PN 0,0% 0,0% 0,0% 0,0% 0,1%

MORTGAGE 0,0% 0,0% 0,0% 0,1% 0,0%

FIN_MISMATCH 0,0% 0,0% 0,0% 0,1% 0,0%
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