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BANK CREDIT, LIQUIDITY AND FIRM-LEVEL INVESTMENT: 
ARE RECESSIONS DIFFERENT? 

by Ines Buono1 and Sara Formai2 

Abstract 

How do bank credit supply shocks affect firms' investment decisions? We use time-varying 
data on Italian firms and banks to disentangle shocks to the credit supply using bank mergers 
and acquisitions as an instrumental variable. We find that credit constraints can hamper the 
ability of firms to invest. Moreover, while firms normally tend to use liquidity as a substitute 
for bank credit, they do not do so during recessions, a fact that amplifies the cutback on 
productive investment following a bank credit supply shock. 
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1 Introduction1

The recovery from the global financial crisis has been slow in all the advanced

economies. Almost every GDP component has performed sluggishly, especially produc-

tive investment: in the advanced countries, it declined strongly between 2008 and 2014,

and was still more than 20% below pre-crisis levels in 2015 (IMF 2015). Revitalizing

investment has been of primary importance since low investment not only hampers

growth in the short-term, but may strongly hurt productivity in the long-term.

In order to design the best policy to stimulate private investments, it is necessary

to fully understand the origins of the restraints on investment. Theoretically, different

factors may dampen investment. On the one hand, firms may decide to invest less

following a fall in expected future demand or an increase in uncertainty in the business

environment. On the other hand, though firms may want to invest, they may be

prevented from doing so by limited access to credit.

In this paper, we focus on the role of bank credit as a determinant of corporate

investment. Focusing on bank credit is particularly appropriate since Italy’s underde-

veloped stock and corporate bond markets have always made industry reliant on bank

credit (seeBonis, Pozzolo and Stacchini 2012 among others).2 We then investigate how

the impact of credit supply shocks on investment choices changes along the business

cycle and the importance of internal funds in mitigating this relationship.

Theoretical literature on the effects of limited credit access on corporate investment

dates back to the seminal works of Stiglitz and Weiss (1981) and Holmstrom and Tirole

(1997). The main finding of these models is that negative shocks to the supply of

external financing might hamper corporate investment, especially for firms without

sufficient financial slack to fund profitable projects. Empirical quantification of this

mechanism, however, has been quite controversial (see Hubbard 1998 for a survey) and

has suffered from the endogeneity that characterizes the relationship between credit

and any firm outcome variable.

1We are grateful to Pietro Catte, Andrea Finicelli, Francesco Manaresi, Giuseppe Parigi, Giacomo
Rodano, Enrico Sette and seminar participants at II Banking Research Network Workshop, second
BdF-BdI workshop in empirical corporate finance, X Workshop on Institution, Individual Behavior
and Economic Outcomes. The opinions expressed in this paper are the authors’ own and do not
necessarily reflect those of the Bank of Italy.

2According to the last Annual Report of the Bank of Italy in 2015 banking loans amounted up to
40% of firms’ external fundings and 62% of firms’ financial debts.
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Other recent studies have focused on the effect at firm level of credit crises on other

real variables: Amiti and Weinstein (2011) show that Japanese firms with relationships

with less healthy banks at the onset of the 1997 financial crisis experienced a stronger

contraction in their exports and domestic sales. Exploiting the 2007-08 financial crisis,

Paravisini, Rappoport, Schnabl and Wolfenzon (2015) identify the shock of the credit

supply to Peruvian firms, on the basis of their banks pre-crisis exposure to foreign bank

loans. Del Prete and Federico (2014) use a similar identification strategy to study the

effect of the credit crunch that followed the financial crisis on Italian firms exports.

In this paper we analyze the investment-credit relationship over a long period of

time to study whether it changes during recessions compared with non-recessionary

periods.3 For instance, Aghion, Askenazy, Berman, Cette and Eymard (2012) find that

firms’ credit constraints affect the cyclicality of R&D: R&D investments are counter-

cyclical without credit constraints since, when the demand for a firm’s goods is low,

the opportunity cost of shifting resources from production to R&D is also low, but

it becomes more procyclical as firms face tighter credit constraints. More related to

our work, Gaiotti (2013) claims that the effect of credit availability on investment is

non-linear and materializes only during recessions: using a survey-based measure of fi-

nancial constraints, the author finds that investments are affected by those constraints

only during recessions, while the relationship is absent in non-recessionary periods.

Rodano, Serrano-Velarde and Tarantino (2018) find that while during expansionary

periods firms with less access to bank credit reduce expenditures in intermediate and

labor inputs, during recessions firms react by lowering their investments. Motivated

by similar findings (the effect of a credit crunch on investment is stronger, but not ex-

clusive, during recessions), our analysis goes deeper in analyzing the interplay between

internal and external funds and uncovers the important role of liquidity. In particular,

we find that during recessions the effect of a credit supply shock is bigger because firms

do not use liquidity as a buffer.

A main challenge in correctly identifying the effect of credit on investment over a

long period of time, both during expansions and recessions, stems from the endogeneity

3We used different datasets to obtain annual matched firm-bank data for an average of 15,500
Italian manufacturing firms over the period 1997 to 2012. In this respect our work is closely related to
Amiti and Weinstein (2018), who exploit highly disaggregated Japanese data between 1990 and 2010
to develop a new methodology for identifying bank supply shocks and show that their impact on firms
investment is indeed quite large.
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in the credit-investment relationship. We tackle this issue by using bank mergers and

acquisitions (M&As) as an instrumental variable for credit supply shocks, a methodol-

ogy already used in Buono and Formai (2018b). This choice is motivated by a great

deal of banking literature showing how the merged banks tend to reduce (at least in

the short term) the supply of credit to existing borrowers (see Beretta and Del Prete

2013, Degryse, Masschelein and Mitchell 2010, Bonaccorsi Di Patti and Gobbi 2007 and

Sapienza 2002).

Once we properly control for endogeneity, we find that a 1 percentage point (p.p.)

contraction in bank credit supply causes a decline of around 0.6 p.p. in the corporate

investment rate. When we split the sample between expansions and recessions, we find

that the effect is much stronger during recessions (twice as much, using our preferred

specification). We then explore how the relationship between bank credit and invest-

ment is influenced by the availability of internal liquidity. We find that internal funding

acts as a substitute for external funds only during expansions. During recessions, in-

stead, liquidity does not help to absorb bank credit shocks. A possible interpretation

of our result is that, during recessions, when uncertainty is high, firms prefer to hoard

liquidity, possibly for precautionary motives, thereby postponing investments. This is

consistent with literature that points to uncertainty as an important determinant of

investment choices at firm level (see for instance Parigi and Guiso 1999 and Bontempi,

Golinelli and Parigi 2007 for firm-level analysis and more recently Bussiere, Ferrara and

Milovich 2015 and Buono and Formai 2018a for macro analysis).

Our work is also related to a great deal of literature that empirically explores how

firms’ financial characteristics affect investments. A seminal work in this area is Fazzari,

Hubbard and Petersen (1988), which challenges the hypothesis according to which firms’

financial structure is irrelevant for investment decisions. In particular, the authors

show that corporate investments are correlated with fluctuations in cash flow only

for firms with a high cost disadvantage for external funds. Although this paper has

inspired a vast body of literature (see Hubbard 1998 for a survey), the identification

of external financial constraints at firm level has been questioned (as pointed out by

Kaplan and Zingales 1997). More recently, Duchin, Oguzhan and Sensoy (2010) employ

a differences-in-differences approach in which they compare the investments of US firms

before and after the onset of the global financial crisis as a function of internal and

external financial resources. They find that the decline in investment was greater for

7



firms with low cash reserves or high net short-term debt levels and for those that are

more financially constrained. However, when extended to a macro-panel, Mercatanti,

Makinen and Silvestrini (2017) finds no role for cash reserves or for short-term debt

in firms’ investment choices. Departing from these studies, our identification approach

allows us to extend the analysis and study the interaction between credit availability

and liquidity in different phases of the cycle.

The rest of the paper is organized as follows: Section 2 describes the data and

presents descriptive statistics, Section 3 explains the empirical methodology, Sections

4 and 5 report the main results and robustness checks, and Section 6 concludes.

2 The Data

We use different sources to collect annual data from 1997 to 2012. Firm-level vari-

ables come from Centrale dei Bilanci (CEBI), a comprehensive database which provides

balance sheet data for a sample of about 30,000 medium- and large-sized Italian limited

companies. There are both advantages and disadvantages in using this data source. On

one hand, data are of high quality as CEBI controls and enriches the data of compulsory

balance sheets in order to provide loan consulting to banks.4 On the other hand, the

sample is less representative of smaller firms, those that presumably are more depen-

dent on external funding sources. This implies that our findings may underestimate

the true effect of bank credit on investments.

Firm-level variables definitions and summary statistics are reported in tables 1 and

2, respectively. These are based on all observations on manufacturing sectors between

1997 and 2012 that survive data trimming.5

Data on bank-firm relationships are taken from the Italian Credit Register (CR), a

confidential dataset collected by the Bank of Italy for banking supervision purposes.

The CR lists all outstanding loans above 75,000 euros held with banks operating in

Italy, including branches and subsidiaries of foreign banks, by borrower.6 The data

4For this reason other papers use this same data, see for instance Rodano et al. (2018) and Buono
and Formai (2018b) among others.

5We excluded the observations below the 2.5th and above the 97.5 th percentile for the dependent
variable (the 3-year investment rate) and those below the 1st and above the 99th percentile of the
main balance sheet variables (leverage, return on assets, liquidity, cash-flow, fixed assets, productivity
and the sales to total asset ratio).

6The threshold was reduced to 30,000 euros in 2009. For consistency over the sample period, we
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that intermediaries use as a screening and monitoring device for borrowers, available

on a monthly basis, is of very high quality.7 The dataset includes both granted and

drawn credit amounts. Being interested in credit supply conditions, we focus on credit

granted, as drawn credit is more closely related to demand. Loans are divided into

three risk categories (revolving credit lines, term loans, and loans backed by account

receivables). Our main independent variable is given by the sum of all the credit

categories. Three-year credit growth has a mean of 13.4% in our dataset and, as shown

in table 2, it has a very high standard deviation.8 tables 3 and 4 show the evolution

of the dependent and the main independent variable over time. Some clear patterns

emerge. Both the 3-year cumulated investment rate and 3-year bank credit growth are

quite high at the beginning of the sample, 17.1 and 34.6% respectively. They steadily

decline during the first five years of the century and then increase again just before the

financial crisis. Afterwards, the average investment rate falls to 10% while bank credit

growth becomes nil in the 3-year period ending in 2010 and then negative, around -8%,

in the 3-year ending in 2012.

The last data source is the list of bank mergers and acquisitions, available from the

Bank of Italy. For each operation, the dataset includes the date, the codes identifying

the active banks (both as bidder and acquirer) and the passive banks (the target). For

instance, as shown in table 5, in 2000 there were a total of 41 operations: 9 mergers

and 32 acquisitions. Each operation involved only one bidder/active bank, while some

involved more than one target/passive bank (there were 56 targets in total).

3 Empirical Strategy

3.1 The relation between firm investments and bank credit

We want to analyze the role of bank credit in firms’ decision to invest. We assume

the following relation:

ln(Kit) = αi + βln(Crit) + ϕXit + εit (1)

drop all firm-bank relationships with total loans lower than 75,000 euros.
7For our analysis we aggregate the data annually. As credit is a stock variable, we downloaded

quarterly data and took the average of 4 end-of-quarter observations within a given year.
8In next section we will explain why we differentiate our relation over three years.

9



where Kit is the capital stock of the firm, Crit is the stock of credit granted to the

firm, αi are firm fixed effects that control for all time-invariant characteristics of firm

which are correlated with bank credit and enter in the investment equation, and Xit

represents all determinants of capital other than bank credit.9 Following the standard

Perpetual Inventory Method, we can write

Kit = (1 − δit)Kit−1 + Iit

where δit is the firm-time varying depreciation rate and Iit is investment. For reasons

that will become clear later in this section, we calculate the difference between t and

t− 3. Solving recursively and supposing that the depreciation rate is common for firms

in the same sector s:

∆3ln(Kit) ≈
Kit −Kit−3

Kit−3

= InvRateit + ωst

where InvRateit = (1−δst−1)(1−δst)Iit−2+(1−δst)Iit−1+Iit
Kit−3

is the investment rate between t− 2

and t and ωst = [(1 − δit−2)(1 − δit−1)(1 − δit) − 1] is a sector-time varying variable.10

The relation (1) thus becomes:

InvRateit = βGr Crit + µδit + δst + uit (2)

where Gr Crit = ∆3ln(Cr)it. Notice that −ωst is included in the sector-time fixed

effects, while firm-fixed effects disappear because of the time-difference. In this context

sector-time fixed effects also capture all variations in actual and expected demand for

product in each sector, thus may be also intended as a proxy for uncertainty at the

sector-time level. Finally ϕ∆3ln(Xit) has been replaced by γδit. The single variable δit

acts as a proxy for all observed and unobserved firm heterogeneity, including elements

of Xit, that also affect the growth rate of credit demand and must be controlled for.

9Among these controls we cannot include the Tobin Q, since we use balance-sheet data and we
do not have data on the market value of our firms. Our model is however in line with the so called
investment-demand model based on the traditional acceleration principle, which links the demand for
capital goods to the level or change in a firm’s output or sales.

10Following most of the investment literature (see Duchin et al. (2010) and Cingano, Manaresi
and Sette (2016)) our main measure of investment is defined as net capital expenditure (the sum of
material and immaterial investments less disinvestments) scaled by total firm asset at the beginning
of the period.
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To estimate this relation it is necessary to overcome the endogeneity problem stem-

ming from the fact that Crit is an equilibrium variable. It may change, for instance,

either because banks provide lower loans or because firms decide to invest less, thus

asking for less external credit.

Until recently, very few papers attempted to solve this problem, and they did so

using survey-based data in which firms where asked if they were credit constrained.

However, in the aftermath of the 2007-2008 crisis and thanks to the availability of firm-

bank matched data, some papers have proposed reliable and more sophisticated tools

to overcome the endogeneity inbred in the investment-credit relationship. Cingano et

al. (2016) use Italian bank-firm matched data to estimate how Italian firms did reduce

their investments as a consequence of the collapse of the interbank market after the

crisis. They instrument the access to credit using the exposure of firms to banks which

were differently hurt by the crisis. Chodorow-Reich (2014) use the dispersion in lender

health following the Lehman crisis as a source of exogenous variation in the availability

of credit to borrowers and find that credit explains employment variation in U.S. firms.

In this work we use an identification strategy that allows us to identify exogenous

supply shocks to bank credit in normal times as well as in crisis periods. Specifically,

we instrument bank credit using the M&As involving firm lenders.

This instrument has been recently used in Buono and Formai (2018b) where the

role of credit for export and domestic sales is analyzed at the firm level. In what

follows we provide a summary of the results in that paper, to convince the reader of

the appropriateness of this choice.

The relevance of M&A as an instrument is extensively motivated by the banking

literature: a common result in the analysis of the impact of M&As on bank lending

is that, in the short run, consolidated banks generally reduce their supply of credit to

continuing borrowers (see Beretta and Del Prete 2013 Bonaccorsi Di Patti and Gobbi

2007, Degryse et al. 2010 and Sapienza 2002) and overall to medium and small-sized

firms (see Berger, Saunders, Scalise and Udell 1998 and Berger, Demsetz and Strahan

1999). Larger banks differ substantially from small banks in their lending practices.

For instance, large organizations could have greater difficulty processing soft informa-

tion and may have a disadvantage in relationship-based lending, which is particularly

important in bank-oriented financial systems like the Italian one (see Angelini, Di Salvo

and Ferri 1998 and Sette and Gobbi 2015), but also in more market-oriented systems
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(see Petersen and Rajan 1994 and Berger and Udell 1995 for the U.S.). Moreover, bank

M&As are generally followed by extensive organizational change, employee turnover,

and branch downsizing, which may lead to a loss of the knowledge accumulated within

each of the merging banks (see Berger and Udell 2002). New management usually re-

assesses the riskiness of borrowers and might apply different standards to loan approval.

The evidence is also consistent with relatively long transition periods during which diffi-

culties in refocusing lending policies can dominate over longer-term efficiency gains (see

Rhoades 1998 and Calomiris and Karceski 2000). Finally, the implementation of diver-

sification strategies can explain the decrease of credit jointly provided by consolidated

banks in case of mergers involving banks that were financing the same firm before the

deal (see Beretta and Del Prete 2013). In the next section we show that this negative

relationship between credit granted and M&As is very robust for the firm-bank couples

in our sample and in various subsamples.

The validity of the instrument also relies on the fact that, at least in the short run,

firms are not able to react to the shortage of credit from a given bank by increasing loans

from other institutions due to the switching costs and other barriers associated with

changing lenders. Bonaccorsi Di Patti and Gobbi (2007) provide direct evidence for

the case in which the negative supply shock is due to bank M&As. Bofondi, Carpinelli

and Sette (2017) show that, during the sovereign debt crisis, Italian firms did not fully

compensate for the reduction in credit from domestic banks with an increase in loans

from foreign banks that were not directly hit by the crisis. Evidence of the instrument’s

validity at the firm-level based on our dataset is documented in section 3.3.

The exogeneity of the instrument relies on the idea that M&As between banks are

usually very complex financial operations that do not depend on individual clients’

characteristics and activities. Buono and Formai (2018b) provide some evidence that

a firm’s exposure to a bank M&A is not correlated in a systematic way with various

other covariates. The disaggregation of the dataset, moreover, allow us to perform

an auxiliary analysis, based on Bofondi et al. (2017) and Jiménez, Mian, Peydro and

Saurina (2011), in support of the exogeneity of the instrument. Specifically, we consider

the regression of bank credit on M&As at the bank-firm level to estimate firm-time fixed

effects. These represent those firm-time characteristics that affect the overall amount

of credit granted to each firm in each time period and that can also be correlated with

investment choice (henceforth δ̂it). We may then add these estimates as a control in

12



the analysis at the firm level. Our results are not affected by the inclusion of this firm

level covariate, providing further support to the exogeneity assumption.

To implement our strategy we proceed in three steps. We identify the shock induced

by M&As at the bank-firm level and estimate the firm-time fixed effects as a proxy for

the credit demand shock δit in equation (2). We then aggregate the M&A shock at the

firm level and use it as an instrument for Gr Crit.

3.2 The bank-firm relationship level

Using data on single credit relationships, we estimate:

Gr Cribt = α + ηM&Aibt + θib + δit + υibt (3)

where Gr Cribt is the growth rate of credit between t and t-3 at the firm-bank level.11

The dummy M&Aibt is equal to 1 if in the period [t-2,t] bank b has been involved in any

merger or acquisition, either as a bidder or a target bank (it is 0 otherwise). In order

to control for non-random matching we also include firm-bank dummies θib, that also

absorb bank fixed effects. The firm-time fixed effects δit, as already mentioned, cap-

ture all time-varying firm-level observed and unobserved heterogeneity that affects the

dynamic of credit granted (including firm-level demand, firm balance sheet conditions,

and so on).

The time span of three years is the one generally identified by the literature on M&As

as the transition period in which the impact of the reorganization is felt. Some studies

consider variables referring to M&As taking place in a specific year t, but entering

the regression with a lag structure to ensure completion of the post-merger transition

period (see Bonaccorsi Di Patti and Gobbi 2007, Degryse et al. 2010 and Sapienza 2002).

Others consider one 3-year variable to identify the effect over the whole transition period

(see Beretta and Del Prete 2013 and Focarelli, Panetta and Salleo 2002). We chose the

latter approach so as to increase the relevance of our instrument and to remain agnostic

regarding the relevance of the different lags, which can vary depending on the sample

used.

In order to compute Gr Cribt it is necessary to ensure the comparability of the

11More specifically Cribt is the annual average (based on quarterly data) of outstanding credit
granted by bank b to firm i in year t.
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credit granted at the beginning and at the end of each three-year period. For instance,

suppose that two banks, A and B, both lending to firm i, merge in year t-1 to form

a new bank, C. For year t − 3 CR data would report the credit granted by A and

B separately, and for year t that granted by C. Computing a meaningful growth rate

Gr Cribt requires considering for both the beginning and the end of the period the same

pro-forma bank corresponding to C, constructed by adding up the credit granted by A

and B in t−3. Following Beretta and Del Prete (2013), for each period in [t−3, t], any

bank j existing in t−3 is aggregated with the banks that in the three years t−2, t−1 and

t were involved with j in any M&As and that, by year t, end up together in the same

consolidated bank b. We then pool these pro-forma observations separately, instead of

considering a single panel of banks over the period 1997-2012, which would require us

to consider for the whole sample the banking ownership structure at the last available

date, losing all the information from intermediate M&A operations not involving the

consolidated banks as at 2008.12,13

Our interest in estimating equation (3) is twofold. First, we show the validity of

the instrument: despite a very demanding specification, M&As have a very significant

negative effect on the credit granted at the bank-firm level (see table 6). Column 1 shows

that a firm’s credit grows at a rate that is 4.8 percentage points lower if that firm’s bank

is involved in an M&A. The effect is stronger for short-term credit (i.e. revolving credit

lines, column 2). The effect is also much larger for target banks than for bidder banks

(columns 3 and 4), as they experience more organizational and strategic adjustments

after complex operations.

Second, we obtain estimates of the fixed effects δit as a proxy for the demand-

side drivers of the credit granted, that will be used in the firm-level analysis. The

identification of these fixed effects requires us to restrict the analysis to firms borrowing

from more than one bank (see Khwaja and Mian (2008)). Multi-banking is a common

practice among Italian firms which mainly rely on bank financing. As table 7 shows,

the average number of banks per firm is around 5 and the median value was 4 in 2000.

The percentage of firms in our sample that borrow from more than one bank is above

85% and these numbers are quite constant over the years. Moreover, credit is not too

concentrated in the main bank: as table 8 shows, the average (and the median) share

12See the Methodological Appendix in Buono and Formai (2018b) for an illustration.
13In the last section, we implement a robustness check where we pool together only observations for

3-years non-overlapping periods.
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of debt that firms owe to the main bank is around 50%.

3.3 The supply credit shock at the firm level and the instru-

mental variable regression

As analytically shown in Buono and Formai (2018b), taking the weighted average

of both the left and right-hand side of equation (3), with weights equal to the share of

each bank b in total credit to firm i at the beginning of the period, wibt−3 = Cribt−3

Crit−3
, the

firm-level relationship between the growth of credit granted and bank M&As becomes:

Gr Crit = α + ηM&Ait + δit + ῡit (4)

where M&Ait is now a firm-level weighted dummy, greater than zero if any of the banks

lending to firm i are involved in an M&A in any of the years t− 2, t− 1 and t.

This variable represents our instrument (the supply shock at the firm level) and the

equation above is the basis for the first stage equation in the IV estimation of the effect

of credit supply on investments. Table 9 reports yearly descriptive statistics of this

weighted dummy. While in 2000 the average percentage of bank credit coming from

banks involved in a M&A operation in the two previous years was 46.3%, this percentage

fell to 22.2% by 2007 and increase again up to 51.6% in 2012. This variability, which

is useful in our analysis, directly derives from the small number of M&A operations in

the central years of our sample, as shown in table 5.

We now have all the ingredients to estimate the effects of a shock to the supply of

credit on a firm’s investment. Starting with equation (2), we also include further con-

trols for observed firm characteristics that may be correlated with investment choices.

In particular, we include alternative funding sources for investments (liquidity and cash

flow), measures of firm size (number of employees taken in logs, fixed assets and total

sales), proxies for the firm’s productivity (value added per employee and ROA) and,

finally, measures of financial vulnerability and credit-worthiness (leverage and credit

rating, measured with the Z-score).14 To avoid further endogeneity problems and fol-

lowing Duchin et al. (2010), all controls are taken at the predetermined value in time

t− 3.

14This is a standard credit rating measure based on balance sheet information that ranks firms from
1 (highly secure) to 9 (very high risk)
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Given the set of additional controls Zit−3 and replacing δit with δ̂it, the estimated

relationship between credit and exports is given by:

InvRateit = βGr Crit + µδ̂it + ϕZit−3 + δst + uit (5)

and the corresponding first stage equation becomes:

Gr Crit = ηM&Ait + λδ̂it + φZit−3 + δst + ξit (6)

4 Results: investment and bank credit

Table 10 shows the results of regression (6), pointing to a strong and statistically

significant correlation between the M&A weighted dummy and the credit supply: the

coefficient of -0.02 in column 1 means that when banks covering, for instance, 50% of

a firm’s total debt are involved in M&As between t − 2 and t, the growth rate of the

firm’s credit supply between t − 3 and t is, ceteris paribus, 1 percentage points lower

than that of a firm with no lenders involved in M&As.15 In column 2 we include δ̂it,

obtained from the firm-bank time estimation as explained in section 3.1, to take into

account any potential bias deriving by an endogenous matching between banks and

firms. The coefficient does not change dramatically, thus giving a further indication on

the validity of our instrument. Finally in columns 3 and 4 we include other controls

that enter the investment equation and we find a remarkable stable coefficient on our

instrument M&As.

Table 11 shows the main results of the investment equation (5). The first column

reports the OLS estimate, with a positive but probably biased coefficient of 0.07. Once

credit supply is properly instrumented for, the estimated coefficient increases consider-

ably to 0.56 (column 2).16 This coefficient means that a 1 p.p. increase in bank credit

causes a 0.56 p.p. increase in the corporate investment rate. Given the main underling

equation (1) and the empirical strategy, the coefficient gives also an estimate of the elas-

15To get a quantification of this result, consider the median firm, whose credit granted is equal to
3,286,400 euros. If this firm had all its lenders (100%) involved in M&A operations between t− 2 and
t, it would have a lower increase of credit granted equal to 65,730 euros (=1*0.02*3,286,419) at the
end of the three-year period. This is, of course, an upper-bound, since the example assumes that all
lenders are involved in M&As.

16While the first stage regression of this equation has been already discussed, we report in this table
the F-test statistics for the excluded instrument, that is significant and higher than 10.
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ticity of the capital stock to the stock of bank-credit. The fact that the OLS estimate is

much smaller than the one obtained with instrumental variables indicates the existence

of a negative bias, consistent with the idea that firms with higher investment rates may

be more profitable and, as a consequence, demand less bank credit either because of

higher internal resources or because able to obtain alternative source of financing.17

The specification also includes balance-sheet controls that, according to the liter-

ature, belongs to the investment equation.18 Specifically, we consider: firm liquidity

(over total asset) which proxies for internal resources that firms may use to finance

investments, a measure of collateral (fixed over total assets), a measure of firm financial

solidity (Z score), a measure of firm efficiency (sales over total assets), firm’s cash flow,

a measure of firm size (employment, taken in logs), firm’s productivity (value added per

worker), a measure of leverage and a measure of firm profitability (ROA). We find that

firms with higher internal liquid resources, higher cash flows and higher collateral at

the beginning of the period tend to invest more; firms with higher ROA, instead, tend

to invest less. The effect of bank credit on firm’s propensity to invest is much higher

than that of internal liquidity. Considering a mean value for the dependent variable

(see table 2), a reduction of bank credit of 1 p.p. causes a decrease of the (cumulative)

investment rate from 13% to 12.4%, while the same reduction on liquidity implies a

decrease from 13% to 12.9%.

The third column reports the result of the reduced form, namely the regression of

investment rate directly on the instrument. As expected, the coefficient is negative,

thus the higher is the percentage of credit coming form banks involved in M&A, the

lower is the investment rate in the years following the operation.

All over the analysis we use 1997-2012 as our main sample. However, one may worry

that the recent crises, given the magnitude of its effect, may drive all our results. As

a robustness check, we thus replicate the main regression eliminating the three-year

period ending in 2008. We find very similar coefficients (column 4) and, as expected, a

stronger first stage.

17Also Cingano et al. (2016) find a downward bias in the investment equation (from 0.08 in the OLS
to 0.3 in the IV specification). A downward bias has been detected by the trade literature on the effects
of credit on export in Buono and Formai (2018b) (from 0.2 in the OLS to 0.6 in the IV specification),
Paravisini et al. (2015) (from 0.025 in the OLS specification to 0.195 in the IV specification), and
of credit on employment Chodorow-Reich (2014) (from 1.2 in the OLS to 2.1-3.2 depending on the
instrument in the IV specification).

18In order to avoid further endogeneity problems all the controls are measured at t− 3.
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5 Results: expansion versus recession and the role

of internal liquidity

In this section we deepen our analysis along two lines: first we show that the elastic-

ity of investments to bank credit is counter-cyclical, second we show that this pattern

is related from the different role of liquidity as a substitute of bank credit along the

cycle.

Gaiotti (2013) analyzes how the investment-credit relation changes during the cycle

and finds that investments are elastic to trade credit only during recession times. He

argues that this result may explain the mixed findings of previous works in the liter-

ature on the response of investment to credit shocks. A plausible explanation for the

different response over the cycle, which is not investigated in that paper, is that during

non-recession periods firms are more likely to find alternative sources to finance their

investments, thus the bank credit constraint bites only during recession times.

In what follows we provide evidence of the causal relation between investment and

bank credit and of the role of liquidity as substitute for the latter, distinguishing between

recessions and expansions. This is possible because our identification strategy does not

rely on a systemic crisis to identify shocks on the supply of bank credit but, instead,

on an instrument that works both during recessions and during non-recession years. To

perform the analysis, we define a 3-year period as a recession if at least two years have

two consecutive quarters of negative growth. With this definition the period 2001-2003,

and all the 3-year periods going from 2006-2008 to 2010-2012 are considered recessions

(see table 12). In the next section we will show robustness analysis using a different

definition of recession periods.

Table 13 shows our main analysis splitting the sample into expansions and recessions.

The elasticity of investment to bank credit is four times higher during recessions than

during expansions. Notice however that the coefficient in column 2 is less precise, and

this may be due to the lower an less significant M&A coefficient in the in first stage

regression. A weaker instrument in recession periods may be due to the fact that during

downturns aggregate shocks in the credit supply may prevail over the idiosyncratic

shocks that follow the banks M&A, and which are at the base of our identification

strategy. In fact, as we remove the 3-year period ending in 2008 (column 3), the first

stage coefficient is highly significant and the F-stat of the test for excluded variable get
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closer to the rule of thumb of 10. The estimated elasticity decrease to 0.664, still twice

as much as that for expansions.

In general, weak instruments may bias the results in the first stage increasing the

standard errors and providing less precise estimates in the main regression, this should

not necessarily cast doubt on the validity of our results (see Angrist and Pischke 2009).

Nevertheless, in what follows we base our analysis on the OLS estimation of the reduced

form specification of the dependent variable directly as a function of the instruments

and all the exogeneous regressors. The reduced form does not involve the first-stage

regression and is therefore also correct if the instruments are weak (see Chernozhukov

and Hansen 2008 for motivation and generalizations).

Next, we analyze the role of internal funds in explaining the asymmetric response

of investment to credit supply shock along the cycle. As suggested in seminal papers

like Fazzari et al. 1988 and Kaplan and Zingales 1997, and as shown in Duchin et al.

2010, the sensitivity of the relation between external financial constraints and firms’

investment decisions strongly depends on the availability of internal liquidity. Those

papers, however, did not explore the relation between credit and investment in a causal

sense, nor they consider the way internal and external funds interact during expansions

and recessions. Our hypothesis is that the stronger effect of bank credit supply shocks

on investment during recessions relies on the different role of internal funds, which may

not always substitute for bank credit. We augment the reduced form specification with

the interaction term between M&A and firm’s liquidity, measured at t− 3 as cash and

cash equivalents over assets:

InvRateit = α + ηM&Ait + ρM&Ait ∗ LIQit−3 + µδ̂it + ϕZit−3 + δst + uit (7)

The results are reported in table 14.19 All the usual controls are included, but for the

sake of space, in what follows, we report only the coefficients of the main variables. The

first 3 columns report the estimates for the baseline specification without the interaction

term between M&A and liquidity. Results in column 1 are based on the full sample and

are equivalent to those of column 3 in table 11 already discussed above: the stronger

the credit supply shock as captured by the exposure to banks involved in M&A, the

lower is the investment rate in the years following that event. In columns 2 and 3 we

19The results obtained in this section are unchanged when the continuous variable LIQit−3 is re-
placed by a dummy equal to one for firms with liquidity above the median of the sample.
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replicate the analysis considering expansions and recessions separately: analogously to

IV estimations, the negative effect on investment is stronger during recessions (twice

as much as during expansions).

Finally we add the interaction term to the specification: the parameter of M&Ait ∗
LIQit−3 is not statistically different from zero when equation (7) is estimated on the

full sample (column 3). In other words, on average firms are not differently affected by

M&A according to the availability of internal liquidity. In columns 5 and 6 we again

split the sample between expansions and recessions: in the first case the interaction

term becomes significant and positive and the coefficient for M&Ait increases with

respect to column (2). This suggest that during expansions internal financial resources

act as a buffer against external credit shocks: the effect of exposure to M&A operations

on firms’ capital accumulation is smaller for firms with higher internal liquidity. The

estimated coefficients imply that for a firm with no liquidity at time t−3 the effect of a

supply shock is almost 30% stronger with respect to a firm with the same exposure to

merging banks but with a liquidity equal to 7% of total assets (the mean in the sample,

see table 2). On the other hand, in recession the interaction term is not statistically

different from zero, suggesting that liquidity does not act as a buffer against supply

shocks.

This evidence carries important policy implications. When banks tighten credit to

firms, these cut investments. However, under normal economic conditions, firms tend

to use liquidity to offset the reduced availability of credit. In other words, in normal

times liquidity has the key function to substitute for bank credit, if needed. However,

during crisis, liquidity does not act as an alternative to bank credit in order to finance

investments, but it plays other roles. For instance, during recessions, high uncertainty

may push firms’ to hold liquidity for precautionary motives (see Parigi and Guiso 1999,

Bontempi et al. 2007 and more recently Bussiere et al. 2015 and Buono and Formai

2018a for the effect of uncertainty on investments).

6 Robustness checks

As a first robustness check, we use a different criteria to identify recession periods.

We follow Gaiotti (2013) and take the periods from peak to trough reported in the
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ISAE-ISCO20 and define as recession a 3-years period with the majority of months

included between peak and trough. With this criteria, also the 3-year periods ending in

2002 and 2004 are considered of recessions.21 Results with this alternative measure are

reported in table 15 and, besides the interaction term in column (4) loosing significance,

are very close to what found above.

Second, we consider the effect of other sources of finance that can attenuate the

dependence on bank credit, other than internal liquidity. Using balance sheet data, we

construct an indicator which is equal to 1 if the share of external fundings over total

debt is lower than the median and zero otherwise. In other words, an indicator equal to

zero identifies firms that have more access to alternative forms of debt and so are more

able to substitute credit when their banks are involved in M&As operations. Table 16

reports results of reduced form analysis for recession and expansion periods separately:

while during expansions the effect of the instrument on investment is relevant only for

firms with high dependence on bank credit (only the interaction term is significant),

during recessions the reduction of investment is widespread to all firms independently

from their possibility to access alternative forms of fundings. The results, robust to both

measures of recessions/expansions, tell us, once again, that a decrease in the supply of

bank credit affects investment mostly during recessions because firms do not substitute

it with other funding means.

In the analysis so far we used a sample composed by 3-years rolling periods. As

explained in the methodological section, this approach allows to exploit as much as

possible the variability of our data, in particular of the M&A episodes, and there is no

reason to believe that it introduces any systematic bias to the results. Nevertheless, to

reassure the reader that our findings are not driven by this methodological choice, as

a final check we replicate the main analysis using a non-rolling sample, namely using

observations for the non-overlapping periods ending in 2000, 2002, 2004, 2006, 2008,

2010,and 2012. Results in table 17 confirm previous analysis, with bigger effect in

recession (column 3) and liquidity used as a buffer only during expansions (column 4).

Finally we replicate our analysis omitting our generated regressor δ̂it that captures

the demand unobservable characteristics that affect the credit granted. Results, re-

ported in table 18, are basically unchanged, providing a reassurance on the exogeneity

20See ISAE, 2009, p.54
21For all the other periods, this measure coincides with the main one reported in table 12.
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of the shock that M&As induced on the supply of credit.

7 Conclusions

In this paper we analyze the relationship between bank credit and investment at the

firm level. We use bank M&As to isolate the exogenous shock to the credit supply and

find that investment contracts when credit is reduced. We also find that the effect is

much higher during recessions because firms are unable to substitute bank credit with

other financial means, including internal liquidity, like they can during expansions. We

interpret this as a reaction to uncertainty, as firms hold liquidity and other resources

for precautionary motives. In other words, the consequences of the “bank-centralism”

of Italian firms become particularly severe during recessions, when the role of internal

liquidity as a buffer fails, magnifying the drop of investment in response to the shock

to the supply of credit.
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Tables and Figures

Table 1: Variable Description - Firm Data

Variable Description Label
Liquidity Liquidity/Total Assets LIQ
Fixed Assets Fixed Assets/Total Assets FIXED
Z score 1 (safe) to 9 (risky) RATING
Sales Sales/Total Asset SALES
Cash Flow Cash Flow/Total Assets CASH
Employment Average Employment over the year (log) EMPL
Productivity Value Added/Employment PROD
Leverage Total Assets/Capital LEV
ROA Net profit/Total Assets ROA

Table 2: Summary Statistics - Firms’ Data

Variable Mean Std. Dev. Min. Max. N
InvRateit 0.13 0.14 -1.6 1.1 250352
Gr Crit 0.13 0.52 -2.9 3.4 250352
LIQ 0.07 0.10 0 0.98 241917
FIXED 0.5 0.3 0 20.2 193654
RATING 4.5 1.8 1 9 242163
SALES 1.2 0.5 0 87.447 250214
CASH (%) 7.3 7.2 -358.1 485.3 250179
EMPL (log 3.9 0.9 0 8.0 179326
EMPL (unit) 86.2 113.5 0 1060 180299
PROD 61.4 51.9 -822.5 8407 179324
LEV (%) 8.2 92.1 -12622.5 14928.1 250316
ROA (%) 6.7 8.3 -312.2 465.8 250126

Note: data refer to the period 1997-2012 and for the sample of all firms, winsorizing dependent
variable at 5% and independent variables at 2%. Label of the variables are listed in Table 1. Sources:
CEBI, Centrale dei Bilanci and Credit Register, Bank of Italy.
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Table 3: Summary Statistics of InvRateit by rolling 3-year period

Variable Mean Std. Dev.
1998-2000 0.171 0.157
1999-2001 0.165 0.154
2000-2002 0.167 0.164
2001-2003 0.143 0.147
2002-2004 0.135 0.137
2003-2005 0.116 0.119
2004-2006 0.117 0.118
2005-2007 0.118 0.119
2006-2008 0.131 0.153
2007-2009 0.127 0.148
2008-2010 0.121 0.137
2009-2011 0.100 0.102
2010-2012 0.100 0.100

Source:Authors’ calculations on CEBI, Centrale dei Bilanci .

Table 4: Summary Statistics of Gr Crit by rolling 3-year period

Variable Mean Std. Dev.
1998-2000 0.346 0.533
1999-2001 0.265 0.509
2000-2002 0.228 0.505
2001-2003 0.194 0.511
2002-2004 0.162 0.506
2003-2005 0.174 0.506
2004-2006 0.187 0.509
2005-2007 0.220 0.525
2006-2008 0.195 0.512
2007-2009 0.110 0.501
2008-2010 0.006 0.492
2009-2011 -0.044 0.484
2010-2012 -0.083 0.492

Source:Authors’ calculations on Credit Register, Bank of Italy.
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Table 5: Mergers and Acquisitions

N. Mergers N. Acquisitions N. Bidders N. Targets
1997 5 18 23 24
1998 3 27 30 34
1999 6 42 48 59
2000 9 32 41 56
2001 6 23 29 36
2002 3 33 36 40
2003 6 24 30 35
2004 0 16 16 17
2005 0 6 6 7
2006 1 11 12 13
2007 1 8 9 10
2008 4 13 17 19
2009 1 13 14 15
2010 1 18 19 24
2011 0 21 21 23
2012 1 26 27 32

Source: Albo Operazioni Bancarie, Bank of Italy.

Table 6: M&As and Credit Granted - firm-bank level

Credit Total Short Total Total

M&As All All Target Bidder

M&Aibt -0.048*** -0.066*** -0.108*** -0.027***
(0.001) (0.002) (0.003) (0.001)

N 2.354.026 1.634.140 2.354.026 2.354.026

Note: Results of regressions (3). Robust standard errors in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.
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Table 7: Number of Banks by Firm

2000 2006 2011
Average 5.2 4.8 4.3
Max 90 66 61
Min 1 1 1
Median 4.0 4.5 4.0
Standard Deviation 3.9 3.6 3.2
Number of firms 43048 54184 57045
Share with more than 1 bank 88% 86% 84%

Source: CEBI, Centrale dei Bilanci and Credit Register, Bank of Italy.

Table 8: Credit Share of the Main Bank

2000 2006 2011
Average 0.5 0.5 0.6
Max 1 1 1
Min 0.1 0.1 0.1
Median 0.4 0.5 0.5
Standard Deviation 0.3 0.3 0.3

Source: Credit Register, Bank of Italy.
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Table 9: Summary Statistics: weighted M&A dummy

Year Mean Std. Dev. Observations
2000 0.463 0.240 10956
2001 0.405 0.237 10479
2002 0.519 0.242 10174
2003 0.442 0.244 10455
2004 0.418 0.238 10531
2005 0.206 0.202 11288
2006 0.263 0.221 11687
2007 0.222 0.199 12275
2008 0.379 0.242 12890
2009 0.349 0.258 15016
2010 0.307 0.257 15568
2011 0.365 0.284 16293
2012 0.516 0.312 15968
Total 0.371 0.268 163580

Source:Authors’ calculations on Albo Operazioni Bancarie and Credit Register, Bank of Italy.
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Table 10: Credit supply on M&A weighted dummy, First Stage

Dependent Variable Gr Crit, FS

(1) (2) (3) (4)
MeAit -0.022*** -0.032*** -0.033*** -0.025***

(0.008) (0.007) (0.007) (0.007)

δ̂it 0.805*** 0.802*** 0.794***
(0.007) (0.007) (0.007)

LIQit−3 -0.204*** -0.215***
(0.021) (0.021)

FIXEDit−3 -0.113*** -0.102***
(0.008) (0.008)

RATINGit−3 0.002** 0.017***
(0.001) (0.001)

SALESit−3 0.069*** 0.047***
(0.004) (0.004)

CASHit−3 0.005***
(0.000)

EMPLit−3 -0.026***
(0.002)

PRODit−3 -0.000***
(0.000)

LEVit−3 -0.000
(0.000)

ROAit−3 0.003***
(0.000)

Observations 116568 116568 116568 116568

Note: Results based on regression 6. All regressions include sector-time fixed effects. Standard errors
in parentheses; * p<0.10, ** p<0.05, *** p<0.01
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Table 11: Investment on (instrumented) credit supply: main results

Dependent Variable InvRateit

(1) (2) (3) (4)
OLS IV RF IV: no 2006-2008

Gr Crit 0.076*** 0.562*** 0.424***
(0.002) (0.161) (0.103)

δ̂it -0.008*** -0.393*** 0.052*** -0.282***
(0.002) (0.128) (0.002) (0.081)

LIQit−3 0.021*** 0.125*** 0.004 0.096***
(0.006) (0.037) (0.006) (0.025)

FIXEDit−3 0.069*** 0.119*** 0.062*** 0.105***
(0.005) (0.018) (0.004) (0.013)

RATINGit−3 0.007*** -0.002 0.008*** 0.001
(0.000) (0.003) (0.000) (0.002)

SALESit−3 0.014*** -0.009 0.017*** -0.003
(0.001) (0.008) (0.001) (0.005)

CASHit−3 0.006*** 0.003*** 0.006*** 0.004***
(0.000) (0.001) (0.000) (0.001)

EMPLit−3 -0.006*** 0.006 -0.008*** 0.003
(0.001) (0.004) (0.001) (0.003)

PRODit−3 -0.000*** -0.000 -0.000*** -0.000**
(0.000) (0.000) (0.000) (0.000)

LEVit−3 -0.000 0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)

ROAit−3 -0.001*** -0.003*** -0.001*** -0.002***
(0.000) (0.001) (0.000) (0.000)

MeAit -0.014***
(0.002)

F test (excl. instrument) 12.58*** 19.29***
Observations 116568 116568 116568 107459

Note: Results based on regression 5. All regressions include sector-time fixed effects. Standard errors
in parentheses. In the second-to-last row we report the F test of the correspondent first-stage regression
when IV methodology is applied (columns 2 and 4). * p<0.10, ** p<0.05, *** p<0.01.
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Table 12: Measures of recession

Expansions and Recessions

1998-2000 0
1999-2001 0
2000-2002 0
2001-2003 1
2002-2004 0
2003-2005 0
2004-2006 0
2005-2007 0
2006-2008 1
2007-2009 1
2008-2010 1
2009-2011 1
2010-2012 1

Source: Authors’ calculations. A 3-year period is considered of recession if it contains at least two
years with two consecutive quarters of negative growth.
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Table 13: Investment on (instrumented) credit supply: expansions versus recessions

Dependent Variable InvRateit

(1) (2) (3)
Expansion Recession Recession (no 2006-2008)
IV and FS IV and FS IV and FS

Gr Crit 0.327*** 1.209* 0.664***
(0.119) (0.721) (0.243)

LIQit−3 0.064*** 0.314* 0.185***
(0.023) (0.187) (0.069)

δ̂it -0.210** -0.874 -0.446**
(0.098) (0.548) (0.179)

FIXEDit−3 0.119*** 0.148** 0.097***
(0.016) (0.061) (0.022)

RATINGit−3 0.002 -0.008 -0.000
(0.003) (0.009) (0.003)

SALESit−3 0.001 -0.034 -0.013
(0.006) (0.031) (0.011)

CASHit−3 0.004*** 0.001 0.003**
(0.001) (0.002) (0.001)

EMPLit−3 0.002 0.017 0.006
(0.004) (0.015) (0.005)

PRODit−3 -0.000 0.000 -0.000
(0.000) (0.000) (0.000)

LEVit−3 0.000 0.000 -0.000
(0.000) (0.000) (0.000)

ROAit−3 -0.002*** -0.005** -0.003***
(0.000) (0.003) (0.001)

Fist Stage. Dep var: Gr Crit
MeAit -0.031*** -0.016* -0.027***

(0.010) (0.010) (0.010)
F test (excl. instrument) 10.73*** 2.69* 7.35***
Observations 62279 54289 45180

Note: Results based on regression 5. All regressions include sector-time fixed effects. Standard errors
in parentheses. In the last rows we report the M&Ait coefficient of the first stage regression and the
correspondent F test. * p<0.10, ** p<0.05, *** p<0.01.
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Table 14: Investment on M&A weighted dummy, Reduced Form Analysis

Dependent Variable InvRateit

(1) (2) (3) (4) (5) (6)
Full sample Expansion Recession Full Sample Expansion Recession

MeAit -0.014*** -0.010*** -0.019*** -0.016*** -0.014*** -0.019***
(0.002) (0.003) (0.003) (0.003) (0.004) (0.003)

MeAit ∗ LIQit−3 0.022 0.052** -0.003
(0.017) (0.025) (0.021)

LIQit−3 0.004 0.006 0.005 -0.004 -0.013 0.006
(0.006) (0.008) (0.008) (0.009) (0.012) (0.012)

δ̂it 0.052*** 0.059*** 0.046*** 0.052*** 0.059*** 0.046***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Observations 116568 62279 54289 116568 62279 54289

Note: Results based on regression 7. All regressions include sector-time fixed effects. Other controls
are included but coefficients not reported. Standard errors in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.

Table 15: Investment on M&A weighted dummy, Reduced Form Analysis with alter-
native measure of expansions and recessions

Dependent Variable InvRateit

(1) (2) (3) (4)
Expansion 2 Recession 2 Expansion 2 Recession 2

MeAit -0.012*** -0.016*** -0.015*** -0.016***
(0.003) (0.003) (0.004) (0.003)

MeAit ∗ LIQit−3 0.036 0.013
(0.028) (0.020)

LIQit−3 -0.001 0.007 -0.012 0.002
(0.008) (0.007) (0.012) (0.011)

δ̂it 0.059*** 0.049*** 0.059*** 0.049***
(0.003) (0.002) (0.003) (0.002)

Observations 44951 71617 44951 71617

Note: Results based on regression 7. All regressions include sector-time fixed effects. Other controls
are included but coefficients not reported. Standard errors in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.
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Table 16: Investment on M&A weighted dummy and its interaction with a measure
of bank-debt dependence, Reduced Form Analysis

Dependent Variable InvRateit

(1) (2) (3) (4)
Expansion 1 Expansion 2 Recession 1 Recession 2

MeAit -0.003 -0.003 -0.017*** -0.013***
(0.004) (0.005) (0.004) (0.004)

MeAit ∗Dbit−3 -0.013** -0.017*** -0.008 -0.007
(0.005) (0.006) (0.005) (0.005)

Dbit−3 0.024*** 0.024*** 0.023*** 0.023***
(0.002) (0.003) (0.003) (0.003)

LIQit−3 0.027*** 0.021** 0.036*** 0.035***
(0.009) (0.010) (0.010) (0.009)

δ̂it 0.059*** 0.060*** 0.048*** 0.050***
(0.003) (0.003) (0.003) (0.002)

Observations 56074 40356 48596 64314

Note: Results based on regression 7. All regressions include sector-time fixed effects. Columns 1 and
3 use the main definition of expansion/recession; columns 2 and 4 use the alternative definition as
explained in the text. Other controls are included but coefficients not reported. Standard errors in
parentheses. * p<0.10, ** p<0.05, *** p<0.01.
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Table 17: Investment on M&A weighted dummy, Reduced Form Analysis, No rolling
sample

Dependent Variable InvRateit

(1) (2) (3) (4) (5)
Full sample Expansion Recession Expansion Recession

MeAit -0.014*** -0.010*** -0.022*** -0.014*** -0.023***
(0.003) (0.003) (0.003) (0.004) (0.004)

MeAit ∗ LIQit−3 0.053* 0.009
(0.030) (0.024)

LIQit−3 0.005 0.013 0.004 -0.009 0.000
(0.007) (0.009) (0.010) (0.015) (0.014)

δ̂it 0.055*** 0.063*** 0.048*** 0.063*** 0.048***
(0.002) (0.003) (0.003) (0.003) (0.003)

Observations 62558 35708 26850 35708 26850

Note: Results based on regression 7. All regressions include sector-time fixed effects. Other controls
are included but coefficients not reported. Standard errors in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.

Table 18: Investment on M&A weighted dummy, Reduced Form Analysis without the
generated regressor δ̂

Dependent Variable InvRateit

(1) (2) (3) (4) (5)
Full sample Expansion Recession Expansion Recession

MeAit -0.013*** -0.010*** -0.018*** -0.014*** -0.017***
(0.002) (0.003) (0.003) (0.004) (0.003)

MeAit ∗ LIQit−3 0.051** -0.004
(0.025) (0.021)

LIQit−3 0.001 0.000 0.004 -0.018 0.006
(0.006) (0.008) (0.008) (0.012) (0.012)

Observations 116568 62279 54289 62279 54289

Note: Results based on regression 7. All regressions include sector-time fixed effects. Other controls
are included but coefficients not reported. Standard errors in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.
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