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THE EFFECT OF GRANTS ON UNIVERSITY DROP-OUT RATES:
EVIDENCE ON THE ITALIAN CASE

by Francesca Modena’, Enrico Rettore” and Giulia Martina Tanzi "

Abstract

In this paper we measure the impact of need-based grants on university dropout rates in
the first year, using student-level data from all Italian universities in the period 2003-2013. In
Italy, some of the students eligible for grants do not receive them due to a lack of funds. We
exploit this phenomenon to identify the causal effect of financial assistance. We find that
need-based aid prevents students belonging to low-income families from dropping out from
higher education; the estimated effect is sizeable. This evidence is robust to a variety of
specifications and sample selection criteria.

JEL Classification: 122, 123, C21, C35.
Keywords: human capital, higher education, university dropout, student financial aid,
treatment effect model, Italy.
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1. Introduction'

The aim of this paper is to evaluate the causal effect of need-based grants on
the dropout rate among university students in their first year. Household economic
conditions and credit constraints may be reasons for being unable to afford university
and for abandoning studies (Stinebrickner and Stinebrickner (2008)). In fact, the
need to pay educational and living expenses imposes a strain on many students and
their families that may encourage the student to leave university and start working in
order to contribute to the household income. Moreover, the perceived benefits from
higher education may be heterogeneous and it may be the case that expected benefits
are lower for poor students (Zimmerman (2013)). Obtaining a grant, which covers
university fees and living costs, may reduce the dropout probability by decreasing the
direct and indirect costs of university attendance.

How to reduce university dropout rates is a matter of increasing concern: higher
enrolment translates into a higher stock of human capital only if the propensity to quit
before completion is low (Cappellari and Lucifora (2009); Zotti (2015)). This issue is
particularly important in the Italian context. Italy has one of the lowest percentages of
university graduates among European Union countries?, due to both a low enrolment
rate ® and to high dropout rates (Di Pietro (2006); Cingano and Cipollone (2007)).
In recent years the percentage of students dropping out has fallen* but it is still very
high: the completion rate was 58% in 2013 (70% on average across OECD countries;
ANVUR (2016)). Significant numbers of dropouts occur during the first year of study
(Zotti (2015); Gitto et al. (2015); Mealli and Rampichini (2012)): between 2003 and
2014, on average, about 15% of new entrants to first level tertiary education® did not
enrol for the second year, with a declining trend (from 16% in 2003 to about 12% in
2014; ANVUR (2016); De Angelis et al. (2016)).

We measure the impact of need-based aid on university dropout rates in the first
year by using student-level administrative data over the period 2003-2013 that cover
the entire population of Italian university students. The data follow the student from
his/her enrolment to graduation/dropout and provide several items of information on

"We would like to thank ANVUR for providing us with data from the Anagrafe Nazionale
degli Studenti (ANS). We also thank Paolo Sestito, Roberto Torrini, Antonio Accetturo, Effrosyni
Adamopoulou, Ilaria De Angelis, Federica Laudisa, Vincenzo Mariani and Pasqualino Montanaro
for their useful suggestions. The views expressed in the paper are those of the authors and do not
necessarily reflect those of the Bank of Italy. Any remaining errors are ours.

Ttaly’s first-time tertiary graduation rate is 35%, the fourth lowest among the OECD countries
(OECD (2017)).

3Between 2007 and 2015 new entrants to first level programmes dropped by roughly 10% (De An-
gelis et al. (2017)).

4The reduction was partly a consequence of the 2001 reform (the "3+2” reform; Di Pietro and
Cutillo (2008); Bratti et al. (2006); DHombres (2007); Cappellari and Lucifora (2009)). Indeed, one
of the goals of the reform was to improve the performance of Italian university students, in terms of
reducing both dropout rates and age at graduation (Bratti et al. (2010)).

SFirst level courses include three-year and five-year bachelor degrees.



students’ academic career and educational background. In order to estimate the effect
of grants correctly, we exploit the fact that, due to insufficient funds, some eligible
students are not awarded their grants. The methodology consists in comparing, within
each university, grant beneficiaries - the treated group - with eligible non beneficiaries
- the control group. We followed two steps: first we estimated the propensity score,
defined as the probability of receiving treatment - the grant - given some student
and university covariates. Then, the empirical strategy was based on blocking on
the estimated propensity score in combination with regression adjustments within the
blocks (Rosenbaum and Rubin (1983) and Rosenbaum and Rubin (1984)).

We find that being the recipient of a grant reduces the probability of dropout among
low-income students by 2.7 percentage points (from 9.6%). Several robustness checks
confirm this result: the estimated coefficients in the different specifications range from
-2.7 to -4.3 percentage points. Our analysis also shows that the impact of the grant is
heterogeneous depending on students’ characteristics (area of residence, type of high
school and final grade attained at high school) and on the share of eligible students in
each university who actually receive the grant.

Information available in our database and the applied estimation strategy allow
us to address several endogeneity concerns that could arise when investigating the
causal impact of a grant on college persistence. One of the main issues is the difficulty
in separating the unique effect of the grant from all the other factors that influence
whether students succeed in college (Bettinger (2007)). In particular, family financial
conditions determine the access to aid and are also directly associated with student
outcomes®. However, the treated and the control groups - beneficiaries and eligible
students - had very similar family characteristics: to be eligible for a grant certain
thresholds in terms of the family’s yearly income and assets must not be exceeded.
Another endogeneity problem may arise when scholarships are (also) merit-based. In
this case the estimate of the effect on dropout is negatively biased because students
with scholarships perform better on average. For this reason, we only considered first
year grants, which are only assigned on the basis of the household’s financial situation:
in this way beneficiaries should not be ex ante different in terms of a student’s merit
and abilities. Introducing a rich set of covariates into the matching procedure enabled
us to control better for the remaining differences in terms of skills.

To date, very little research has investigated the effect of need-based grants on
college completion, mainly because of the unavailability of longitudinal data with which
to track students’ success in college after initial enrolment and which make it possible to
distinguish between transfers to other universities and dropouts (Bettinger (2007)). In
contrast, numerous papers have examined the effect of financial assistance on enrolment
(Lauer (2002); Kane (2003); Baumgartner and Steiner (2006); Cornwell et al. (2006);
Goodman (2008); Steiner and Wrohlich (2012); Deming and Dynarski (2009); Nielsen

6Students from the poorest families tend to attend lower-quality high schools, have fewer resources
for learning and, in general, parents who provide less support for their education.



et al. (2010); Vergolini and Zanini (2015)). Moreover, most empirical works on college
persistence focus on specific case studies, whose results are more difficult to generalize.
Some recent studies have also examined the impact of merit-based grants on degree
completion (Dynarski (2008); Scott-Clayton (2011)), but these scholarships target a
population of students different from the one targeted by need-based grants (Castleman
and Long (2016)).

The existing studies have found a negative effect of need-based grants on the prob-
ability of withdrawing from college (Bettinger (2007); Castleman and Long (2016);
Bettinger et al. (2012); Singell (2004b); Singell (2004a))”. The universal coverage of
our dataset constitutes a major advantage with respect to previous works undertaken
in the Italian context, which relied on small samples of students in selected universities
and academic years. Mealli and Rampichini (2012) used data from four Italian uni-
versities in 1999: by employing a Regression Discontinuity Design (RDD) they showed
that, at the threshold, the grant is effective in preventing low-income students from
dropping out of higher education. Sneyers et al. (2016) considered first-year students at
five universities located in Northern Italy in the academic year 2007-08; their findings
suggested that financial aid positively affects students’ performances and completion
in a substantial and statistically robust way.

The rest of the paper is organized as follows. Section 2 describes the grant assign-
ment rule and Section 3 presents the data. Section 4 describes the empirical strategy
and discusses the identification issues; the results are set out in Section 5. Section 6
concludes.

2. Grant assignment rule

The Italian financial aid system for higher education is mainly based on the Diritto
allo studio universitario (DSU) program, intended to encourage enrolment and atten-
dance by students from more disadvantaged families. The main objective of the DSU
is to enable motivated students to obtain higher education, irrespective of their income
(Prime Ministerial Decree, April 9, 2001). The main benefits offered by the DSU are
student grants. After the 2001 constitutional reform, the DSU became part of the
exclusive competence of regional legislations; grants are generally managed by regional
agencies, with some administrative tasks assigned to universities®.

In the first year of enrolment, eligibility for a grant is exclusively based on the stu-
dent’s family situation?. Applicants are ranked according to an index (the ISEE, which
is an equivalized economic situation indicator), computed on the basis of the family’s

"Other works have focused on different student outcomes: grades (Cappelli and Won (2016)) and
time taken to complete a degree (Glocker (2011); Garibaldi et al. (2012); Denning et al. (2017)).

8Calabria and Lombardy are the only regions where grants are entirely managed by universities.

9The second payment of the grant is conditional on the achievement of a minimum level of credits
(established by the regions after consulting the universities, up to a maximum of 20 credits; Prime
Ministerial Decree, April 9, 2001).



yearly income and assets and which also takes account of the family’s composition. If
this score is below a threshold set at national level, the student becomes eligible for
grants and is awarded a grant as long as funds are available.

An application for a grant is submitted after enrolment with the regional agency
where the university is located!? and it is voluntary. Notice of acceptance is generally
communicated a few months after enrolment. The amount of the grant depends on
whether students are resident in the city where the university is located, if they can
commute in order to reach the university or if they are out-of-site students. Every year
the Ministry of Education sets the minimum amount for a grant, but the differences over
time are very small. For example, in 2013 the minimum amounts for the three categories
of students were, respectively, €1,904, €2,785 and €5,053; the average amount was
about €3,400*!.

Funds come mainly from the central government (Fondo Integrativo Statale), from a
specific tax paid by non-eligible students and from regional governments. The amount
of funding available for these grants thus differs among regions, years and also among
universities within regions. There are marked differences between geographical areas
due to the lower amount of funding available for the regions in the South of Italy: in
2013 the coverage rate was 90% in the North and 56% in the South (ANVUR (2016)).
The percentage of eligible students who actually received the grant declined during the
periods of recession that have hit Italy in recent years: it was about 82% in the period
2006-08, it reached the minimum in 2011 (69%) and then increased to 76.5% in 2013.

Even if not all the eligible students are awarded the grant, these students are all
exempted from the payment of tuition fees. In 2013 the average yearly amount of
tuition fees in state universities was about €1,000 (about €700 in the South and
€1,400 in the North), and it was lower for students from low-income families (the
lowest bracket was €200; ANVUR (2016)). This implies that the economic impact of
the grant, which is supposed to cover students’ living expenses, is higher compared
with that of exemption.

3. Data

We exploited the Anagrafe Nazionale Studenti (ANS), a unique dataset that con-
tains administrative records on enrolments, students’ school backgrounds and their
academic careers in Italian universities. The main advantage of our database was that
it covered the entire population of university students in Italy. We focused on students
aged between 18 and 202, enrolled for the first time at an Italian university over the
period 2003-2013. Our working sample included first-year student recipients of grants,

10Tn Calabria and in Lombardy the application is submitted directly to the university.

HQource: Osservatorio Regionale per I'Universit e il Diritto allo studio universitario del Piemonte.

12The rationale for this is to avoid problems of comparability between students who started univer-
sity immediately after completing high school and those who started an undergraduate program later
on.



the treatment group, and those that were eligible but were not awarded the grant, the
control group. Both groups are exempted from the payment of tuition fees. Unfortu-
nately, our control group also included students exempted from the payment of tuition
fees for other reasons (mainly severely disabled students) although these categories are
residual'3. After deleting observations with missing variables of interest, on average
19,000 students per year were recorded (about 8% of all the 18-20-year-old new en-
trants to first-level tertiary education). Descriptive statistics of the sample are shown
in Table 1. We defined dropout students as those who did not enrol at any university
in the following academic year t+1 (ANVUR (2016); De Angelis et al. (2016); De An-
gelis et al. (2017)). The dropout rate was, on average, 7.6%, with a downward trend,;
recipients of grants represented about 70% of all exempted students. Table 2 reports
the mean differences between the two groups (treated and non-treated). The dropout
rate is statistically lower for treated students. Moreover, treated students are more
likely to live in the North or Centre of Italy and to study in an area different from
that of residence, they have lower high school grades and there is a higher proportion
of students with diplomas from vocational high schools.

4. Estimation strategy

We were interested in estimating the following equation on the sample of treated
and control groups:
ifiut = aSiut + ﬁth + ’)/Dut + €iut- (1)

where the student, the university and time are indexed by 4, v and ¢ respectively.

Y is a dummy variable taking the value 1 if the student ¢ enrolled at university «
at time ¢ dropped out at the end of the year.

Siut 18 a binary treatment status denoting recipients of a grant: this dummy variable
takes the value 1 if the student received a grant, and 0 if the student did not have a
grant but was eligible for one (plus residual categories that are also exempted paying
fees).

In line with other studies (Adamopoulou and Tanzi (2017); Di Pietro (2004); Rum-
berg, 1983), X;,; are individual characteristics that can influence dropout rates, namely
gender, nationality, area of residence (North, Centre, South), a dummy for studying
in a macro area different from the area of residence, high school type and grade, and
a dummy for the local urban labour system of residence (as a proxy for the economic
status of the home town). Finally, D,r are university dummies that interact with
period dummies, in order to capture university/period-specific patterns (we considered

13The Prime Ministerial Decree, April 9, 2001 lists the categories of students exempted from paying
tuition fees. According to ANVUR (2016) and considering all enrolled students, students eligible for
grants represent about 85% of the exempted students. Since we are only considering students enrolled
in the first year of university, this percentage should be even higher in our sample, because for some
students the exemption is based on university performance, which cannot yet be evaluated in the first
year.



three periods: 2003-06, 2007-10 and 2011-13)'. This means that we were comparing
eligible and beneficiary students at a certain university and in a certain period.

« was our parameter of interest, the average impact of need-based financial aid on
the dropout probability. Endogeneity issues may arise in the estimation of . Firstly,
one could presume that only more able students receive the grant, making it impossible
to distinguish the real effect of the grant on dropout from the role of students’ merit
and capabilities. However, in Italy in the first year grants are only assigned on the
basis of students’ financial need; as we said, our working sample only included first-year
students. In addition, we were able to control for some factors relating to students’
abilities and merits (study in an area different from that of residence, high school
type and grades). Given the assignment rule based on financial conditions, what seems
really necessary is to distinguish the consequence of the grant from the effects of family
background, which may affect student outcomes independently of financial aid. In our
setting the treated and control groups had very similar household financial conditions:
both consisted of students eligible for grants, and to be eligible the family’s yearly
income could not exceed certain [SEE thresholds, set by a national law. Unfortunately,
we did not have precise information about the ISEE of the students. However, the
available set of covariates and the fact that the analysis compared beneficiaries and
eligible students within a particular university helped to reduce possible remaining
differences. It should be noted, however, that if our strategy was not enough to net
out the differences between the two groups with respect to financial conditions, the
resulting bias is likely to be positive, i.e. against finding a negative effect of the grant
on the drop-out probability.

Another endogeneity issue that has frequently emerged in the literature relates to
the fact that application for a grant is voluntary and the propensity to apply may
depend on a set of observable and unobservable individual characteristics, possibly
correlated to the outcome. This concern did not apply in our setting, because both
the treated and the control groups were students that had voluntarily applied for the
grant.

Moreover, the timing of the grants’ assignment and the type of information available
to students may cause selection along different dimensions, which must be taken into
account in the analysis. First, if the assignment is known beforehand, the grant may
encourage enrolment by students with a low probability of academic success simply
because the financial costs that they incur for their educations are artificially lowered.
In Ttaly, notice of acceptance is in general communicated a few months after enrolment.
Hence, students that enrol - without knowing if a grant will be awarded or not - are
probably more motivated to begin their studies. The existence of this bias would
again work against finding a negative effect of the grant on dropout rates. Second,
more informed and motivated students can strategically select regions and universities
with higher shares of eligible students who actually receive the grant (i.e. with a

1Results are robust to the inclusion of the interaction terms university*year.
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higher coverage rate). Because of the delayed notice of acceptance, the coverage rates
are not public information. Students’ strategic behaviour is based on information
about the past coverage rate, but the coverage rate varies widely over time because it
depends on the availability of public funds and on political choices. Moreover, since
we control for university/year fixed effects, this selection would have been a concern
only if beneficiaries and eligible students within the same university had had a different
set of information about coverage rates, i.e. if students’ strategic behaviour had been
correlated with ISEE scores.

We followed two steps. First we estimated the propensity score defined as the
probability of receiving treatment given some students’ and universities’ covariates,
when it is possible to control for student and university-specific traits (the covariates
are described in Table 2, plus university dummies interactions with period dummies):

€(X, D) = E[Siut‘Xiuta Dut] = Pr(Siut == 1|X'L'ut7 Dut) (2)

where the estimator is based on a logit model.

Then, the empirical strategy was based on blocking the estimated propensity score
combined with regression adjustments within the blocks. The idea behind this method,
proposed by Rosenbaum and Rubin (1983) and Rosenbaum and Rubin (1984), is to split
the sample into subclasses according to the propensity score and then run the regression
of the outcome on the treatment status as well as on the list of controls included in the
p-score within each subclass. The two main advantages of this estimator are as follows
(Imbens (2015)): first, the sub-classification approximately averages the propensity
score within the subclasses, smoothing over the extreme values of the propensity score;
and second, the regression within the subclasses adds a large amount of flexibility
compared with a single weighted regression.

Following Imbens (2015), we need to partition the range [0,1] of the propensity
score into J intervals [bj_1,b;), for j = {1,...,J}, where by = 0 and b; = 1. Let
B;(j) € {0,1} be a binary indicator where the estimated propensity score for unit i,
é(x), satisfies b;_1 < é(x) < b;. In particular, we choose to partition the sample into
5 blocks according to the following propensity score values: j=1if 0 < é(z) < 0.2;
j=2if 0.2 < é(z) < 04; j=3if 0.4 < é(z) < 0.6; j=4 if 0.6 < é(z) < 0.8; j=5 if
0.8 <é(x) < 1.

Within each block the average treatment effect is estimated using linear regression
with all of the covariates X;,; and D, described in equation (1), and including an
indicator for the treatment. The inclusion of D, dummies means that we exploit the
heterogeneity within a very small unit: the non-treated group is made up of students
enrolled at the same university in the same period with respect to the treated one.
Standard errors are corrected for the potential clustering of residuals at the university
class level. This leads to J estimates &;, one for each block. These J within-block
estimates are then averaged over the J blocks, using the proportion of treated units in
each block as the weights:

11



ATT = owiock,treat = — - Q; (3)

The coefficient ok treqt 15 the estimated value of the average effect of the grant
on the probability to drop out for those receiving the grant, meaning that we are
estimating the average treatment effect on the treated group (ATT). Of course, to
explore the degree of heterogeneity of the causal effect one could also evaluate the
weighted average with respect to a different set of weights, e.g. the proportion of
untreated units in each block, so as to get the average treatment effect on those not
receiving the grant (ATNT) or the proportion of units in the block to get the average
treatment effect on the population (ATE).

5. Results

Figure 1 plots the distribution of the propensity score for the two groups. A large
difference between the two groups is apparent with treated units closely concentrated
just below 1 and untreated units more evenly distributed over the whole support with
a mode of around 0.2. The mean (median) value is 0.85 (0.95) for treated students and
0.37 (0.29) for untreated ones. Of course, this is the straightforward consequence of the
large differences between the two groups emerging from Table 2. However, the main
driver of this large difference between the two distributions is the time-university fixed
effect (see also Section 5.2). The strong case for including these fixed effects is that we
can force the composition of the comparison group with respect to university /period
to be exactly the same as for the treatment group.

Tables 3 and 4 report the baseline results. We find that a grant has a negative and
significant effect on dropouts for the treated students: the estimated average effect is a
reduction of 2.7 percentage points in the probability of dropping out (with a standard
error of 0.0036; Table 4). This is very close to the crude difference in the dropout rate
that we observe between the two groups in Table 2, meaning that the large differences
with respect to observable characteristics summarized by the propensity score in this
instance do not raise any substantial selection bias problem. The magnitude of the
estimated coefficient is significant: the dropout rate for those who received the grant
would have increased from 7% to about 10% in the absence of a grant.

In regard to the within-block estimates, the average effect is driven, as expected,
by the fifth block (which includes 78% of treated students). On the contrary, the
coefficients of the first three blocks are positive or not significantly different form zero;
this may be explained by students’ characteristics: in particular, in these blocks there
are higher percentages of students from licei and who reported high grades at school.
For these students, the effect of the grant, as explained in Section 5.1, is smaller!®.

15The positive sign of the coefficient in block 1 is also driven by students enrolled at the University of
Genoa, for whom the measurement error in the treatment variable was particularly large (see Section
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As a robustness check we further split the last block (Table 4, bottom panel): first
we halved it and we obtained an average impact of -3.0 percentage points (standard
error 0.0041); we then further divided the last block in half, resulting in an average
total effect of -3.5 percentage points (standard error 0.0046).

Note that the economic conditions of the beneficiaries are worse than those for
eligible students not receiving the grant. This implies that if our estimation strategy
were not sufficient to compensate for the selection bias the likely bias of our estimate
would be positive, i.e. a bias working against the main qualitative result we got: being
assigned a grant reduces the drop-out rate.

As regards the other possible determinants of dropout, our results are in line with
the findings of other studies (Adamopoulou and Tanzi (2017); Di Pietro (2004)): fe-
males, students from [licei, those with better high school grades, out-of-site students
and those living in the North are less likely to dropout (Table 3).

5.1. Heterogeneous effects

Both the opportunity costs and the expected benefits of higher education may differ
according to students’ characteristics and to their family and educational backgrounds.
Therefore in this section we analyse the heterogeneity of the average impact of the
grant (Table 5; we report the average impact computed as in equation (3)'). We first
interacted the treatment status with the female dummy and found that the coefficient
of the interaction term was not statistically significant, thus suggesting that the impact
of the grant does not vary by gender.

Second, we wanted to assess whether there are any differences in the impact ac-
cording to the area of residence. The coefficient on the interaction term revealed that
students resident in the South of Italy gain more from financial aid than students res-
ident in the other areas. In particular, the drop-out rate would increase in absence
of the grant from 6.5 to 10.8% for students in the South of Italy and from 7.2 to
8.5% for those resident in the Centre and North (in terms of the percentage variation,
respectively, by 67% and by 17%). A possible explanation is that budget and credit
constraints are more likely to be binding in the South, which is the poorest area of
Italy. In order to deal with differences in the family and educational background, which
affect both the opportunity costs and the expected benefits of higher education, we in-
teracted the treatment status with dummies for high school type, which can also be
considered a proxy for the family background, since in Italy social mobility is very low.
Without the grant the dropout rate would increase from 4.3 to 5.5% for students from
licei and from 10 to 14.5% for students from vocational studies (by 28% and by 46%
respectively). These students benefit more from the financial aid: since they are more
likely to find attractive employment opportunities they may have higher opportunity

5.2 for further details). When we excluded these students from the working sample, the estimated
coefficient in the first block became negative and not significant, but the average coefficient in the
baseline regression remained substantially unchanged. Results are available upon request.

16Results remain unchanged if we estimate all the interactions simultaneously.
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costs and lower expected benefits in attending university. In the same way, more able
students have higher expected benefits from obtaining a university degree and thus
are less likely to dropout irrespective of the grant: without the grant the dropout rate
would increase from 3.8 to 4.7% for students who reported a high grade and from 8.7
to 12.2% for low grade students'” (by 24% and by 40% respectively).

The impact of the grant may also vary according to the share of eligible students
who actually receive a grant. In fact, marginal recipients enrolled at universities where
the coverage rate is low can be poorer than those enrolled at universities where almost
all eligible students receive a grant and therefore they are expected to have a stronger
reaction. This issue is particularly relevant in our analysis given the geographical divide
in coverage rates, which are much smaller in Southern universities '®. In order to check
this hypothesis, we interacted the treatment dummy (S;,7) with (CR,r — CRaur),
which is the difference between the coverage rate at university u in period 7 and
the average coverage rate. The coefficient on the treatment dummy represented the
causal effect of a grant for students in a university/period with a coverage ratio at
the average level. The coefficient on the interaction term represented the change in
the causal effect of a grant induced by a marginal variation of the coverage rate with
respect to the average. The sign of the interaction term is negative in all blocks but
the highest one (Table 6): an increase in the coverage ratio leads to a statistically
significant increase in the impact of grants on dropout rates. The interaction term is
particularly large for blocks 2 and 4, where the coverage ratio is lower than the average,
while it is much smaller for block 5 where the share of students receiving the grant is
higher than the average. Block 3 stands out with respect to this pattern, a possible
explanation being its geographical composition: there are far more (less) students from
Central and Northern (Southern) regions of Italy than in the other blocks. Overall, it
seems that an increase in the coverage ratio in the universities where it is below the
average would be beneficial.

In a heterogeneous response model, the treated and non-treated may benefit differ-
ently from being awarded a grant, therefore the effect of the treatment on the treated
will differ from the effect of the grant on the untreated and from the average treatment
effect. To explore the degree of heterogeneity of the causal effect we computed the
effect of the grant using different weighting strategies. We first use the proportion of
untreated units in each block as a set of weights to get the average treatment effect on
those not receiving a grant (ATNT): in this way we gave most weight to the left tail
of the propensity score distribution, and in particular to the second block (see Figure
1), where the coefficient of the treatment dummy is not statistically significant (see
Table 3 and Section 5). Consequently, the average coefficient becomes approximately
zero and statistically not significant. Secondly, we computed the population’s average

1"The minimum high school grade is 60, the maximum is 100.

80n average, in our sample and in the mean of the period, almost 60% of the eligible students
enrolled at university in the South of Italy obtained a grant, compared with more than 80% of the
eligible students in the North.
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treatment effect (ATE), which would be the average causal effect if eligible individuals
were assigned at random to treatment. We used the share of units in each block as
a set of weights to average out block coefficients and we found that the effect of the
grant on the whole population of low income students is a reduction in the dropout
rate of 1.9 percentage points (with a standard error of 0.002).

5.2. Robustness

We now present a set of robustness analyses in order to check whether our results
hold to a variety of specifications and sample selection criteria.

The first robustness check was connected to the estimation of the propensity score
(PS as in equation (2)). As shown in Figure 1, the distribution of the PS is unbalanced,
due to the inclusion of university /period dummies that capture most of the variability
in the dependent variable. If we remove these controls, and only include time dummies,
we obtain a more balanced distribution (Figure 2). The average impact of a grant on
dropout for the treated (ATT) is still negative and statistically significant, even if the
magnitude is lower (1.15 percentage points, with a standard error of 0.0013; Table 7).
It is important to note that in the baseline model presented in Table 4, the composition
of the comparison group with respect to the university/period is forced to be the same
as for the treatment group. This is no longer the case when we drop the university
fixed effect, leaving only the period fixed effect.

Second, we replicated the analysis by using two alternative estimation procedures:
kernel matching and propensity score re-weighting. In both cases we included the X,
and D, controls described in equation (1). The results are reported in Table 8. Using
the kernel matching method!® (with a bandwidth of 0.06 and with bootstrap standard
error?’), the estimated average treatment effect on the treated group is -4 percentage
points (bootstrap standard error 0.0037); following the propensity score re-weighting
(where weights equal 1 for treated students and é(x)/(1 — é(x)) for the control group)
the estimated effect of a grant is -3.9 percentage points (with a robust standard error
of 0.0058). These are basically the values of the estimated ATT we presented in Table
4 when breaking down the fifth block into three sub-blocks.

The third robustness check examined the presence of possible measurement errors in
the treatment status. According to the statistical office of the Ministry of Education,
University and Research (MIUR), and considering all enrolled students, the rate of
students with grants was on average 7.4% over the period 2003-13 (ANVUR (2016)),
while according to ANS data the rate was lower, about 5% of all enrolled students?!;
the gap between the two sources is lower in the first three years (1.5 percentage points

19The extent of balancing between the two samples significantly increases after matching is carried
out. After matching, the pseudo R2 reduces to 0.05 from 0.43 and the mean bias to 3.0 from 9.5.

20We replicated the analysis with bandwidths of 0.08 and 0.04 and the results remain unchanged.

21Unfortunately, we cannot make these comparisons on grants for our working sample since there
are no publicly available statistics for the sample of 18-20 year old students enrolled for the first time
in Italian universities.
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on average in 2003-05). The difference could be mainly due to the fact that data on
grants are collected from different sources. ANS data are administrative data reported
by universities while MIUR data are provided by the regional agencies that manage
grants. These differences in the data could generate two problems relating to possible
measurement error in our treatment variable. The first is a non random selection
of the students awarded grants that occurs if the students with grants that are not
reported in our database are not randomly selected in terms of students’ or universities’
characteristics. Since we are able to control for a large set of variables at the individual
and university level, we do not think that this issue compromises the validity of our
results. The second problem is contamination and it occurs if the control group includes
some treated individuals; this would imply that we are underestimating the impact
of a grant on dropouts. To deal with this issue, we restricted the sample of our
analysis in order to minimize the gap between ANS and MIUR data. Table 8 shows
the results. First, we replicated the analysis for the period 2003-05, the academic years
in which we found the smallest differences between the share of treated students in
the two databases. The estimated average effect of the grant is a reduction of 3.2
percentage points in the dropout probability (with a standard error of 0.0073; -2.7
percentage points in the baseline regression). Second, we further restricted the sample
by only considering university-year pairs for which the difference between the two data
sources was minimal (in particular, we only kept the universities for which the difference
between the two databases in the number of students awarded grants was lower than
5%). This operation restricted our sample to about 93,000 students (the entire working
sample consists of about 205,000 students, as shown in Table 2). The results confirmed
the negative and statistical significant impact of grant, with an average effect of -4.3
percentage points (standard error 0.0059).

Considering all the results yielded by our analysis, the estimated impact of grants
on beneficiaries is a reduction in the dropout probability that ranges from 2.7 per-
centage points in the baseline analysis to 4.3 percentage points in the most stringent
specification.

As we said previously, one of the main advantages of our analysis was that we could
rely on longitudinal data which allowed us to track the student after enrolment. Using
this feature of the database, we checked whether the grants obtained in the first year
also had an impact on subsequent years’ outcomes. In particular we computed the
share of those graduating within one or more years of the set length of the course and
we found that treated students were significantly more likely to graduate and to do so
within the set timeframe of the course (Table 9). The results suggested that first-year
grants, in addition to reducing the drop-out rate immediately, also encourage students
to finish their studies within a set time.

6. Conclusions

In this paper we have explored the effects of Italian university need-based grants
on student dropout rates in the first year of enrolment. Our focus on dropout is
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determined by the importance of this phenomenon in Italy: only about 60 per cent of
students who enrol obtain a university degree (Gitto et al. (2015)) and the majority of
dropouts occur at the end of the first year of enrolment (Mealli and Rampichini (2012)).
The main advantage of our analysis is that it is based on a unique database covering
the entire population of university students in Italy. The paper addresses endogeneity
issues by restricting the sample to eligible students and by exploiting the fact that, due
to insufficient funds, some of them are not awarded a grant. A blocking with regression
adjustments estimation strategy further refined the comparison by partitioning treated
and control students within blocks based on their propensity score. We found that the
grants help in preventing students from low-income families from dropping out of higher
education. The estimated effect is sizeable: the dropout rate for low-income students
would pass from about 7% to 10% as a consequence of not receiving a grant. The result
is quite robust to different estimation methods and also holds when we restricted the
sample for further robustness checks.

As for the policy implications of the paper, our analysis confirms the role of finan-
cial constraints in explaining large differences in university dropout rates: reducing the
dropout rate of students from low-income families can lead to more equitable schooling
opportunities, thus improving educational mobility across generations. Moreover, low
university completion rates have an impact on several outcomes (OECD (2016)): edu-
cational attainment affects participation in the labour market (the employment rate of
tertiary graduates is higher than that of upper-secondary students) and earnings, and
it influences social outcomes (good health, life satisfaction). University completion is
particularly important in Italy, given the ”legal” value of university degrees (in terms
of access to public-sector jobs and to specific regulated occupations) and the honorific
title of "dottore” which conveys an important social status (Cappellari and Lucifora
(2009)). All these aspects reinforce the need to augment college graduation rates, in
terms of both increasing enrolment and reducing dropout rates.
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Tables and figures

Table 1: Descriptive statistics of the working sample. Mean values over each period of enrolment.

2003-06 2007-10 2011-13

Pct. of dropouts 0.082 0.076 0.067
Pct. of recipients of grants 0.681 0.736 0.726
Pct. of females 0.633 0.628 0.621

Pct. of residents in the North 0.268 0.325 0.314
Pct. of residents in the Centre  0.154 0.176 0.165
Pct. of residents in the South 0.578 0.499 0.521

Average high school grade 85.016  82.828  83.484
Pct. from licei 0.517 0.595 0.623
Pct. of out-of-site 0.139 0.180 0.213
Pct. living in an urban LLS 0.398 0.398 0.400
Pct. of foreign students 0.014 0.034 0.044
N (annual average) 20,918 19,149 14,985

Source: our calculations based on ANS data.
Notes: The working sample includes students aged between 18 and 20, enrolled for the first time at
an Italian university, who were eligible for the grant and exempted from paying tuition fees.
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Table 2: Descriptive statistics for treated and non-treated groups.

Treated Non-treated Differences

Pct.
Pct.
Pct.
Pct.
Pct. of residents in the South
Average high school grades
Pct.
Pct. of out-of-site

Pct. living in an urban LLS

Pct. of foreign students

N

of dropouts

of females

of residents in the North

of residents in the Centre

from licei

0.069

0.638

0.323

0.178

0.498

83.296

0.552

0.215

0.388

0.035

146,005

0.096

0.606

0.241

0.128

0.631

85.264

0.613

0.061

0.425

0.010

99,219

~0.027FF%
(0.001)
0.032%**
(0.002)
0.082%**
(0.002)
0.051 %%
(0.002)
-0.133%**
(0.002)
~1.969%**
(0.061)
-0.061**
(0.002)
0.154%%*
(0.002)
-0.038#**
(0.002)
0.025%**
(0.001)

Source: our calculations based on ANS data.

Notes: Years 2003-13. Standard errors in parentheses. * p<0.10, ** p<0.05, *** p<0.01.
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Figure 1: Distribution of the propensity score in the treated and non-treated group
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Source: our calculations based on ANS data.
Notes: The following controls are included: female, area of residence (North, Centre, South of Italy),

foreign, a dummy for studying in an area different from that of residence, high school type (dummies
for different types) and grade (categorical variable with 5 classes), a dummy for residing in an urban

local labour system, and university dummies interacting with period dummies.
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Table 3: Estimated effect of grants on dropout.

Dep. var. dummy dropout
block # (1) (2) (3) (4) (5)
grant 0.026*** 0.001 -0.005  -0.024** -0.032***
(0.007)  (0.004)  (0.005) (0.005)  (0.005)
females -0.005  -0.016**  -0.007 -0.004  -0.007***
(0.005)  (0.004)  (0.006) (0.005)  (0.002)
residents in the Centre 0.046 -0.032* 0.035** -0.004  0.023**
(0.032)  (0.017)  (0.014) (0.013)  (0.003)
residents in the South 0.009 0.012 0.004 0.004 -0.002
(0.034)  (0.017)  (0.020) (0.012)  (0.003)
foreign student 0.034 -0.021 -0.013 -0.027  -0.029***
(0.081)  (0.030)  (0.022) (0.017)  (0.003)
out-of-site student -0.086***  -0.025* -0.003  -0.025**  -0.007**
(0.025)  (0.013)  (0.012) (0.011)  (0.003)
high school grade -0.036***  -0.033*** -0.027** -0.022** -0.021***
(0.002)  (0.001)  (0.002) (0.002)  (0.001)
vocational high school ~ 0.116**  0.091**  0.083**  0.054**  0.050***
(0.007)  (0.005)  (0.008) (0.005)  (0.002)
other high school 0.137=*  0.126**  0.076™*  0.063***  0.065"**
(0.010)  (0.007)  (0.009) (0.007)  (0.003)
living in an urban LLS  -0.002  0.011*** 0.001 0.007  0.006™**
(0.005)  (0.004)  (0.006) (0.004)  (0.002)
University /period FE YES YES YES YES YES
R-sq 0.076 0.059 0.065 0.063 0.054
N (treated) 2,313 11,124 5,575 13,373 113,577
N tot 16,749 38,247 11,822 18,607 119,722

Source: our calculations based on ANS data.

Note: Omitted categories are: high school licei and students resident in the North of Italy. High
school grade is a categorical variable with 5 classes. Standard errors clustered at university-class level

in parentheses: * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 4: Estimated effect of grants on dropout.

block #  weight Q; standard error
j=1 0.0158  0.0256%** 0.0075
j=2 0.0762 0.0008 0.0035
Jj=3 0.0382 -0.0047 0.0053
j=4 0.0916  -0.0236*** 0.0049
Jj=>5 0.7781  -0.0323%*** 0.0046
ATT -0.0270*** 0.0036
Robustness checks with different partitions of the sample
j=5b 0.1180  -0.0228%*** 0.0066
j=6 0.6601  -0.0391%*** 0.0060
ATT -0.0303%** 0.0041
j=b 0.1180  -0.0228*** 0.0066
j=6 0.1610  -0.0247*** 0.0080
J=7 0.4992  -0.0530*** 0.0086
ATT -0.0350*** 0.0046

N 205,147

Source: our calculations based on ANS data

Notes: The average effect (ATT) is computed as the weighted average over the J blocks, using the
proportion of treated units in each block as weights (equation (3)). Each within-blocks regression
includes the following controls: female, area of residence, foreign, a dummy for studying in an area
different from that of residence, high school type and grade, a dummy for residing in an urban local
labour system, and university dummies interacting with period dummies. Residuals are clustered at
the university class level. * p<0.10, ** p<0.05, *** p<0.01.
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Table 5: Estimated effect of grants on dropout, interaction terms.

Estimated average impact (ATT)

(1) (2) (3) (4)

treatment -0.0315%**  _0.0123*** -0.0455*** -0.0355%**
(0.0056)  (0.0041)  (0.0059)  (0.0045)
treatment*female 0.0075
(0.0067)
treatment*resident South -0.0311%%*
(0.0075)
treatment*licei 0.0335%**
(0.0066)
treatment*high school grade 0.0263*+*
(0.0058)
N 205,147 205,147 205,147 205,147

Source: our calculations based on ANS data

Notes: The table reports the ATT: the average impact computed as the weighted average over the J
blocks, using the proportion of treated units in each block as weights (equation (3)). Each within-
blocks regression includes the following controls: female, area of residence, foreign, a dummy for
studying in an area different from that of residence, high school type and grade, a dummy for residing
in an urban local labour system, and university dummies interacting with period dummies. Residuals
are clustered at the university class level. * p<0.10, ** p<0.05, *** p<0.01.

Table 6: Estimated effect of grants on dropout, interaction with the coverage rate.

block #  weight a; standard error B; standard error
Jj=1 0.0158 0.0147 0.0735 -0.0211 0.1440
Jj=2 0.0762  -0.0443** 0.0212 -0.1090** 0.0530
Jj=3 0.0382 -0.0044 0.0092 0.0012 0.0490
j=4 0.0916  -0.0277*** 0.0051 -0.1128** 0.0524
Jj=5 0.7781  -0.0234* 0.0139 -0.0451 0.0669

N 205,147

Source: our calculations based on ANS data

Notes: o is the coefficient of the treatment variable; §; is the coefficient of the interaction term
between S, 7 (the treatment dummy) and (CR,r — CRa.r) (the difference between the coverage
ratio at university u in period T and the average coverage ratio). Each within-blocks regression
includes the following controls: female, area of residence, foreign, a dummy for studying in an area
different from that of residence, high school type and grade, a dummy for residing in an urban local
labour system, and university dummies interacting with period dummies. Residuals are clustered at
the university class level. * p<0.10, ** p<0.05, *** p<0.01.
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Table 7: Estimated effect of grants on dropout, with year dummies (without university/period dum-
mies).

block #  weight o standard error
j=1 0.0018  -0.0157* 0.0092
j=2 0.2110  -0.0220%** 0.0021
Jj=3 0.2951  -0.0114%** 0.0023
j=4 0.4495 -0.0076*** 0.0023
Jj=b5 0.0425 -0.0017 0.0058
ATT -0.0115%#* 0.0013

N 340,205

Source: our calculations based on ANS data

Notes: The average effect ATT is computed as the weighted average over the J blocks, using the
proportion of treated units in each block as weights (equation (3)). Each within blocks regression
includes the following controls: female, area of residence, foreign, a dummy for studying in an area
different from that of residence, high school type and grade, a dummy for residing in an urban local
labour system, and university dummies interacting with period dummies. Residuals are clustered at
the university class level. * p<0.10, ** p<0.05, *** p<0.01.

Figure 2: Distribution of the propensity score, with year dummies (without university/period dum-
mies).
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Source: our calculations on ANS data.
Notes: We included the following controls: female, area of residence, foreign, a dummy for studying
in an area different from the one of residence, high school type and grade, a dummy for residing in an

urban local labor system, year dummies.
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Table 8: Estimated effect of grants on dropout. Robustness checks with different estimation methods
and different sub-samples.

o} standard error
Different estimation methods
Kernel matching -0.0397*** 0.0037
Propensity score re-weighting ~ -0.0389*** 0.0059
N 204,759
Different sub-samples
Years of enrolment: 2003-05 -0.0321 %% 0.0073
N 62,605
Universities/years with low gap -0.0431*** 0.0060
N 119,131

Source: our calculations based on ANS data

Notes: We included the following controls: female, area of residence, foreign, a dummy for studying
in an area different from that of residence, high school type and grade, a dummy for residing in
an urban local labour system, universities dummies interacting with period dummies. Residuals in
the propensity score re-weighting are clustered at the university class level. * p<0.10, ** p<0.05,
*** p<0.01. Different estimation methods: kernel matching is estimated with a bandwidth of 0.06
and with bootstrap standard error. Different sub-samples: the analysis is based on blocking with
regression adjustments. The average effect (ATT=q) is computed as the weighted average over the J
blocks, using the proportion of treated units in each block as weights.

Table 9: Share of graduates within = years of the set lenght of

the course.
Treated Non-treated Differences

within 1 year 0.527 0.430 0.097***
(0.003)

within 2 years  0.577 0.486 0.090***
(0.003)

within 3 years  0.604 0.519 0.085%**
(0.003)

within 4 years  0.618 0.537 0.0817##*
(0.003)

N 110,199 45,383

Source: our calculations based on ANS data
Notes: * p<0.10, ** p<0.05, *** p<0.01.

29



N.1163

N.1164

N. 1165

N.1166

N.1167

N.1168

N. 1169

N.1170

N.1171

Z

L1172
N.1173

N.1174

N.1175

N.1176

N.1177

N.1178

N.1179

N.1180

N. 1181

N.1182

N.1183

N.1184
N.1185

N.1186

RECENTLY PUBLISHED “TEMI” (*)

What will Brexit mean for the British and euro-area economies? A model-based
assessment of trade regimes, by Massimiliano Pisani and Filippo Vergara Caffarelli
(January 2018).

Are lenders using risk-based pricing in the consumer loan market? The effects of
the 2008 crisis, by Silvia Magri (January 2018).

Listening to the buzz: social media sentiment and retail depositors’ trust
by Matteo Accornero and Mirko Moscatelli (February 2018)

Banks’ holdings of and trading in government bonds, by Michele Manna and
Stefano Nobili (March 2018).

Firms’ and households’ investment in Italy: the role of credit constraints and
other macro factors, by Claire Giordano, Marco Marinucci and Andrea Silvestrini
(March 2018).

Credit supply and productivity growth, by Francesco Manaresi and Nicola Pierri
(March 2018).

Consumption volatility risk and the inversion of the yield curve, by Adriana Grasso
and Filippo Natoli (March 2018).

The global component of inflation volatility, by Andrea Carriero, Francesco
Corsello and Massimiliano Marcellino (April 2018).

The potential of big housing data: an application to the Italian real-estate market,
by Michele Loberto, Andrea Luciani and Marco Pangallo (April 2018).

ECB monetary policy and the euro exchange rate, by Martina Cecioni (April 2018).

Firms’ investments during two crises, by Antonio De Socio and Enrico Sette
(April 2018).

How can the government spending multiplier be small at the zero lower bound?,
by Valerio Ercolani and Jodo Valle e Azevedo (April 2018).

Asset price volatility in EU-6 economies: how large is the role played by the ECB?,
by Alessio Ciarlone and Andrea Colabella (June 2018).

Fixed rate versus adjustable rate mortgages: evidence from euro area banks,
by Ugo Albertazzi, Fulvia Fringuellotti and Steven Ongena (June 2018).

Short term forecasts of economic activity: are fortnightly factors useful?, by Libero
Monteforte and Valentina Raponi (June 2018).

Discretion and supplier selection in public procurement, by Audinga Baltrunaite,
Cristina Giorgiantonio, Sauro Mocetti and Tommaso Orlando (June 2018).

Labor market and financial shocks: a time varying analysis, by Francesco Corsello
and Valerio Nispi Landi (June 2018).

On the unintended effects of public transfers: evidence from EU funding to Southern
Italy, by Ilaria De Angelis, Guido de Blasio and Lucia Rizzica (June 2018).

Always look on the bright side? Central counterparties and interbank markets during
the financial crisis, by Massimiliano Affinito and Matteo Piazza (July 2018).

Knocking on parents’ doors: regulation and intergenerational mobility, by Sauro
Mocetti, Giacomo Roma and Enrico Rubolino (July 2018).

Why do banks securitise their assets? Bank-level evidence from over one hundred
countries in the pre-crisis period, by Fabio Panetta and Alberto Franco Pozzolo.

Capital controls spillovers, by Valerio Nispi Landi (July 2018).

The macroeconomic effects of an open-ended asset purchase programme,
by Lorenzo Burlon, Alessandro Notarpietro and Massimiliano Pisani (July 2018).

Fiscal buffers, private debt and recession: the good, the bad and the ugly,
by Nicoletta Batini, Giovanni Melina and Stefania Villa (July 2018).

(*) Requests for copies should be sent to:
Banca d’Italia — Servizio Studi di struttura economica e finanziaria — Divisione Biblioteca e Archivio storico — Via
Nazionale, 91 — 00184 Rome — (fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.



"TEMI" LATER PUBLISHED ELSEWHERE

2016

ALBANESE G., G. DE BLASIO and P. SESTITO, My parents taught me. evidence on the family transmission of
values, Journal of Population Economics, v. 29, 2, pp. 571-592, TD No. 955 (March 2014).
ANDINI M. and G. DE BLASIO, Local development that money cannot buy: Italy’s Contratti di Programma,

Journal of Economic Geography, v. 16, 2, pp. 365-393, TD No. 915 (June 2013).

BARONE G. and S. MOCETTI, Inequality and trust: new evidence from panel data, Economic Inquiry, v. 54,
pp. 794-809, TD No. 973 (October 2014).

BELTRATTI A., B. BORTOLOTTI and M. CACCAVAIO, Stock market efficiency in China: evidence from the
split-share reform, Quarterly Review of Economics and Finance, v. 60, pp. 125-137, TD No. 969
(October 2014).

BOLATTO S. and M. SBRACIA, Deconstructing the gains from trade: selection of industries vs reallocation of
workers, Review of International Economics, v. 24, 2, pp. 344-363, TD No. 1037 (November 2015).

BOLTON P., X. FREIXAS, L. GAMBACORTA and P. E. MISTRULLI, Relationship and transaction lending in a
crisis, Review of Financial Studies, v. 29, 10, pp. 2643-2676, TD No. 917 (July 2013).

BONACCORSI DI PATTI E. and E. SETTE, Did the securitization market freeze affect bank lending during the
financial crisis? Evidence from a credit register, Journal of Financial Intermediation , v. 25, 1, pp.
54-76, TD No. 848 (February 2012).

BORIN A. and M. MANCINI, Foreign direct investment and firm performance: an empirical analysis of
Italian firms, Review of World Economics, v. 152, 4, pp. 705-732, TD Ne. 1011 (June 2015).

BRAGOLI D., M. RIGON and F. ZANETTI, Optimal inflation weights in the euro area, International Journal of
Central Banking, v. 12, 2, pp. 357-383, TD No. 1045 (January 2016).

BRANDOLINI A. and E. VIVIANO, Behind and beyond the (headcount) employment rate, Journal of the Royal
Statistical Society: Series A, v. 179, 3, pp. 657-681, TD No. 965 (July 2015).

BRIPI F., The role of regulation on entry: evidence from the Italian provinces, World Bank Economic
Review, v. 30, 2, pp. 383-411, TD No. 932 (September 2013).

BRONZINI R. and P. PISELLL, The impact of R&D subsidies on firm innovation, Research Policy, v. 45, 2, pp.
442-457, TD No. 960 (April 2014).

BURLON L. and M. VILALTA-BUFI, 4 new look at technical progress and early retirement, 1ZA Journal of
Labor Policy, v. 5, TD No. 963 (June 2014).

BUSETTI F. and M. CAIVANO, The trend—cycle decomposition of output and the Phillips Curve: bayesian
estimates for Italy and the Euro Area, Empirical Economics, V. 50, 4, pp. 1565-1587, TD No. 941
(November 2013).

CAIVANO M. and A. HARVEY, Time-series models with an EGB2 conditional distribution, Journal of Time
Series Analysis, v. 35, 6, pp. 558-571, TD No. 947 (January 2014).

CALZA A. and A. ZAGHINL, Shoe-leather costs in the euro area and the foreign demand for euro banknotes,
International Journal of Central Banking, v. 12, 1, pp. 231-246, TD No. 1039 (December 2015).

CESARONI T. and R. DE SANTIS, Current account “core-periphery dualism” in the EMU, The World
Economy, v. 39, 10, pp. 1514-1538, TD No. 996 (December 2014).

CIANI E., Retirement, Pension eligibility and home production, Labour Economics, v. 38, pp. 106-120, TD
No. 1056 (March 2016).

CIARLONE A. and V. MICELI, Escaping financial crises? Macro evidence from sovereign wealth funds’
investment behaviour, Emerging Markets Review, v. 27, 2, pp. 169-196, TD No. 972 (October
2014).

CORNELI F. and E. TARANTINO, Sovereign debt and reserves with liquidity and productivity crises, Journal
of International Money and Finance, v. 65, pp. 166-194, TD No. 1012 (June 2015).

D’AURIZIO L. and D. DEPALO, An evaluation of the policies on repayment of government’s trade debt in
Italy, Ttalian Economic Journal, v. 2, 2, pp. 167-196, TD No. 1061 (April 2016).

DE BLASIO G., G. MAGIO and C. MENON, Down and out in lItalian towns: measuring the impact of
economic downturns on crime, Economics Letters, 146, pp. 99-102, TD No. 925 (July 2013).

DOTTORI D. and M. MANNA, Strategy and tactics in public debt management, Journal of Policy Modeling,
v. 38, 1, pp. 1-25, TD No. 1005 (March 2015).



LIBERATI D., M. MARINUCCI and G. M. TANZI, Science and technology parks in Italy: main features and
analysis of their effects on hosted firms, Journal of Technology Transfer, v. 41, 4, pp. 694-729, TD
No. 983 (November 2014).

MARCELLINO M., M. PORQUEDDU and F. VENDITTI, Short-Term GDP forecasting with a mixed frequency
dynamic factor model with stochastic volatility, Journal of Business & Economic Statistics , v. 34,
1, pp. 118-127, TD No. 896 (January 2013).

RODANO G., N. SERRANO-VELARDE and E. TARANTINO, Bankruptcy law and bank financing, Journal of
Financial Economics, v. 120, 2, pp. 363-382, TD No. 1013 (June 2015).

ZINNA G., Price pressures on UK real rates: an empirical investigation, Review of Finance,v. 20, 4, pp.
1587-1630, TD No. 968 (July 2014).

2017

ADAMOPOULOU A. and G.M. TANZL, Academic dropout and the great recession, Journal of Human Capital,
V.11, 1, pp. 35-71, TD No. 970 (October 2014).

ALBERTAZZI U., M. BOTTERO and G. SENE, Information externalities in the credit market and the spell of
credit rationing, Journal of Financial Intermediation, v. 30, pp. 61-70, TD No. 980 (November
2014).

ALESSANDRI P. and H. MUMTAZ, Financial indicators and density forecasts for US output and inflation,
Review of Economic Dynamics, v. 24, pp. 66-78, TD No. 977 (November 2014).

BARBIERI G., C. ROSSETTI and P. SESTITO, Teacher motivation and student learning, Politica
economica/Journal of Economic Policy, v. 33, 1, pp.59-72, TD No. 761 (June 2010).

BENTIVOGLI C. and M. LITTERIO, Foreign ownership and performance: evidence from a panel of Italian
firms, International Journal of the Economics of Business, v. 24, 3, pp. 251-273, TD No. 1085
(October 2016).

BRONZINI R. and A. D’IGNAZIO, Bank internationalisation and firm exports: evidence from matched firm-
bank data, Review of International Economics, v. 25, 3, pp. 476-499 TD No. 1055 (March 2016).

BRUCHE M. and A. SEGURA, Debt maturity and the liquidity of secondary debt markets, Journal of
Financial Economics, v. 124, 3, pp. 599-613, TD No. 1049 (January 2016).

BURLON L., Public expenditure distribution, voting, and growth, Journal of Public Economic Theory,, v.
19, 4, pp. 789-810, TD No. 961 (April 2014).

BURLON L., A. GERALI, A. NOTARPIETRO and M. PISANI, Macroeconomic effectiveness of non-standard
monetary policy and early exit. a model-based evaluation, International Finance, v. 20, 2, pp.155-
173, TD No. 1074 (July 2016).

BUSETTI F., Quantile aggregation of density forecasts, Oxford Bulletin of Economics and Statistics, v. 79,
4, pp- 495-512, TD No. 979 (November 2014).

CESARONI T. and S. [Ezz1, The predictive content of business survey indicators: evidence from SIGE,
Journal of Business Cycle Research, v.13, 1, pp 75-104, TD No. 1031 (October 2015).

CoNTI P., D. MARELLA and A. NERI, Statistical matching and uncertainty analysis in combining household
income and expenditure data, Statistical Methods & Applications, v. 26, 3, pp 485-505, TD No.
1018 (July 2015).

D’AMURI F., Monitoring and disincentives in containing paid sick leave, Labour Economics, v. 49, pp. 74-
83, TD No. 787 (January 2011).

D’AMURI F. and J. MARCUCCI, The predictive power of google searches in forecasting unemployment,
International Journal of Forecasting, v. 33, 4, pp. 801-816, TD No. 891 (November 2012).

DE BLASIO G. and S. POy, The impact of local minimum wages on employment: evidence from Italy in the
1950s, Journal of Regional Science, v. 57, 1, pp. 48-74, TD No. 953 (March 2014).

DEL GIOVANE P., A. NOBILI and F. M. SIGNORETTIL, A4ssessing the sources of credit supply tightening: was
the sovereign debt crisis different from Lehman?, International Journal of Central Banking, v. 13,
2, pp- 197-234, TD No. 942 (November 2013).

DEL PRETE S., M. PAGNINI, P. RossI and V. VACCA, Lending organization and credit supply during the
2008—-2009 crisis, Economic Notes, v. 46, 2, pp. 207-236, TD No. 1108 (April 2017).

DELLE MONACHE D. and 1. PETRELLA, Adaptive models and heavy tails with an application to inflation
forecasting, International Journal of Forecasting, v. 33, 2, pp. 482-501, TD Ne. 1052 (March
2016).



FEDERICO S. and E. TOSTI, Exporters and importers of services: firm-level evidence on Italy, The World
Economy, v. 40, 10, pp. 2078-2096, TD No. 877 (September 2012).

GIACOMELLI S. and C. MENON, Does weak contract enforcement affect firm size? Evidence from the
neighbour's court, Journal of Economic Geography, v. 17, 6, pp. 1251-1282, TD No. 898 (January
2013).

LOBERTO M. and C. PERRICONE, Does trend inflation make a difference?, Economic Modelling, v. 61, pp.
351-375, TD No. 1033 (October 2015).

MANCINI A.L., C. MONFARDINI and S. PASQUA, Is a good example the best sermon? Children’s imitation
of parental reading, Review of Economics of the Household, v. 15, 3, pp 965-993, D No. 958
(April 2014).

MEEKS R., B. NELSON and P. ALESSANDRI, Shadow banks and macroeconomic instability, Journal of
Money, Credit and Banking, v. 49, 7, pp. 1483—-1516, TD No. 939 (November 2013).

Micucct G. and P. Rosst, Debt restructuring and the role of banks’ organizational structure and lending
technologies, Journal of Financial Services Research, v. 51, 3, pp 339-361, TD No. 763 (June
2010).

MOCETTI S., M. PAGNINI and E. SETTE, Information technology and banking organization, Journal of
Journal of Financial Services Research, v. 51, pp. 313-338, TD No. 752 (March 2010).

MoCETTI S. and E. VIVIANO, Looking behind mortgage delinquencies, Journal of Banking & Finance, v.
75, pp. 53-63, TD No. 999 (January 2015).

NOBILI A. and F. ZOLLINO, A4 structural model for the housing and credit market in Italy, Journal of
Housing Economics, v. 36, pp. 73-87, TD No. 887 (October 2012).

PALAZZO F., Search costs and the severity of adverse selection, Research in Economics, v. 71, 1, pp. 171-
197, TD No. 1073 (July 2016).

PATACCHINI E. and E. RAINONE, Social ties and the demand for financial services, Journal of Financial
Services Research, v. 52, 1-2, pp 35-88, TD No. 1115 (June 2017).

PATACCHINI E., E. RAINONE and Y. ZENOU, Heterogeneous peer effects in education, Journal of Economic
Behavior & Organization, v. 134, pp. 190-227, TD No. 1048 (January 2016).

SBRANA G., A. SILVESTRINI and F. VENDITTI, Short-term inflation forecasting: the M.E.T.A. approach,
International Journal of Forecasting, v. 33, 4, pp. 1065-1081, TD No. 1016 (June 2015).

SEGURA A. and J. SUAREZ, How excessive is banks' maturity transformation?, Review of Financial
Studies, v. 30, 10, pp. 3538-3580, TD No. 1065 (April 2016).

VACCA V., An unexpected crisis? Looking at pricing effectiveness of heterogeneous banks, Economic
Notes, v. 46, 2, pp. 171-206, TD No. 814 (July 2011).

VERGARA CAFFARELI F., One-way flow networks with decreasing returns to linking, Dynamic Games and
Applications, v. 7, 2, pp. 323-345, TD No. 734 (November 2009).

ZAGHINI A., A Tale of fragmentation: corporate funding in the euro-area bond market, International
Review of Financial Analysis, v. 49, pp. 59-68, TD No. 1104 (February 2017).

2018

ADAMOPOULOU A. and E. KAYA, Young Adults living with their parents and the influence of peers, Oxford
Bulletin of Economics and Statistics,v. 80, pp. 689-713, TD No. 1038 (November 2015).

BELOTTI F. and G. ILARDI Consistent inference in fixed-effects stochastic frontier models, Journal of
Econometrics, v. 202, 2, pp. 161-177, TD No. 1147 (October 2017).

BRILLI Y. and M. TONELLO, Does increasing compulsory education reduce or displace adolescent crime?
New evidence from administrative and victimization data, CESifo Economic Studies, v. 64, 1, pp.
15-4, TD No. 1008 (April 2015).

BuoNoO . and S. FORMALI The heterogeneous response of domestic sales and exports to bank credit shocks,
Journal of International Economics, v. 113, pp. 55-73, TD No. 1066 (March 2018).

CARTA F. and M. DE PHLIPPIS, You've Come a long way, baby. husbands' commuting time and family
labour supply, Regional Science and Urban Economics, v. 69, pp. 25-37, TD No. 1003 (March
2015).

CARTA F. and L. RizzIcA, Early kindergarten, maternal labor supply and children's outcomes: evidence
from Italy, Journal of Public Economics, v. 158, pp. 79-102, TD No. 1030 (October 2015).



CASIRAGHI M., E. GAIOTTI, L. RODANO and A. SECCHI, 4 “Reverse Robin Hood”? The distributional
implications of non-standard monetary policy for Italian households, Journal of International
Money and Finance, v. 85, pp. 215-235, TD No. 1077 (July 2016).

CECCHETTI S., F. NATOLI and L. SIGALOTTL, Tail co-movement in inflation expectations as an indicator of
anchoring, International Journal of Central Banking, v. 14, 1, pp. 35-71, TD No. 1025 (July 2015).

CIPRIANI M., A. GUARINO, G. GUAZZAROTTIL, F. TAGLIATI and S. FISHER, Informational contagion in the
laboratory, Review of Finance, v. 22, 3, pp. 877-904, TD No. 1063 (April 2016).

Nucct F. and M. RIGGI, Labor force participation, wage rigidities, and inflation, Journal of
Macroeconomics, v. 55, 3 pp. 274-292, TD No. 1054 (March 2016).

SEGURA A., Why did sponsor banks rescue their SIVs?, Review of Finance, v. 22, 2, pp. 661-697, TD No.
1100 (February 2017).

FORTHCOMING

ALBANESE G., G. DE BLASIO and P. SESTITO, Trust, risk and time preferences: evidence from survey data,
International Review of Economics, TD No. 911 (April 2013).

APRIGLIANO V., G. ARDIZZI and L. MONTEFORTE, Using the payment system data to forecast the economic
activity, International Journal of Central Banking, TD No. 1098 (February 2017).
BARONE G., G. DE BLASIO and S. MOCETTI, The real effects of credit crunch in the great recession. evidence
from Italian provinces, Regional Science and Urban Economics, TD No. 1057 (March 2016).
BELOTTI F. and G. ILARDI, Consistent inference in fixed-effects stochastic frontier models, Journal of
Econometrics, TD No. 1147 (October 2017).

BERTON F., S. MOCETTI, A. PRESBITERO and M. RICHIARDI, Banks, firms, and jobs, Review of Financial
Studies, TD No. 1097 (February 2017).

BoroNDI M., L. CARPINELLI and E. SETTE, Credit supply during a sovereign debt crisis, Journal of the
European Economic Association, TD No. 909 (April 2013).

CIANI E. and C. DEIANA, No Free lunch, buddy: housing transfers and informal care later in life, Review
of Economics of the Household, TD No. 1117 (June 2017).

CIaNI E. and P. FISHER, Dif-in-dif estimators of multiplicative treatment effects, Journal of Econometric
Methods, TD No. 985 (November 2014).

D’AMuURI F., Monitoring and disincentives in containing paid sick leave, Labour Economics, TD No. 787
(January 2011).

ERCOLANI V. and J. VALLE E AZEVEDO, How can the government spending multiplier be small at the zero
lower bound?, Macroeconomic Dynamics, TD No. 1174 (April 2018).

FEDERICO S. and E. TOSTL, Exporters and importers of services: firm-level evidence on Italy, The World
Economy, TD No. 877 (September 2012).

GERALI A. and S. NERI, Natural rates across the atlantic, Journal of Macroeconomics, TD No. 1140
(September 2017).

GIACOMELLI S. and C. MENON, Does weak contract enforcement affect firm size? Evidence from the
neighbour's court, Journal of Economic Geography, TD No. 898 (January 2013).

LINARELLO A., Direct and indirect effects of trade liberalization: evidence from Chile, Journal of
Development Economics, TD No. 994 (December 2014).

NATOLI F. and L. SIGALOTTI, Tail co-movement in inflation expectations as an indicator of anchoring,
International Journal of Central Banking, TD No. 1025 (July 2015).

RIGGI M., Capital destruction, jobless recoveries, and the discipline device role of unemployment,
Macroeconomic Dynamics, TD No. 871 (July 2012).

SEGURA A., Why did sponsor banks rescue their SIVs?, Review of Finance, TD No. 1100 (February
2017).



	Pagina vuota



