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LISTENING TO THE BUZZ: 
SOCIAL MEDIA SENTIMENT AND RETAIL DEPOSITORS’ TRUST 

 

by Matteo Accornero* and Mirko Moscatelli* 
 

Abstract 

We investigate the relationship between the rumours on Twitter regarding banks and 
deposits growth. The sentiment expressed in tweets is analysed and employed for the 
nowcasting of retail deposits. We show that a Twitter-based indicator of sentiment improves 
the predictions of a standard benchmark model of depositor discipline based on financial data. 
We further improve the power of the model introducing a Twitter-based indicator of 
perceived interconnection, that takes into account spillover effects across banks. 

 
JEL Classification: G21, G28, E58. 
Keywords: bank distress, twitter analytics, sentiment analysis. 

 
 

Contents 
 

1. Introduction ........................................................................................................................... 5 

2. Empirical approach ................................................................................................................ 7 

3. Data ...................................................................................................................................... 10 

4. Descriptive evidence ........................................................................................................... 14 

5. Results ................................................................................................................................. 18 

5.1 Estimation ...................................................................................................................... 18 

5.2 Prediction improvement ................................................................................................ 18 

5.3 Insured and uninsured deposits ..................................................................................... 21 

5.4 Decomposition of the sentiment score .......................................................................... 23 

6. Conclusions ......................................................................................................................... 25 

7. Appendices ........................................................................................................................... 26 

7.1 Estimation of the uninsured amount of Italian retail deposits ....................................... 26 

7.2 Computation of the indicator of perceived interconnection between banks ................. 30 

7.3 Comparison of OLS, Fixed Effects and GMM estimators ............................................ 32 

References ................................................................................................................................ 34 
 

 

 

 

_______________________________________ 

* Bank of Italy, Directorate General for Economics, Statistics and Research.  
 





 

5 
 

1. Introduction 
Public information available on the Internet, including contents generated by 

users of social networking services such as Twitter, contains signals on the perceived 
soundness of banks. Rumours spreading over the internet possess two important 
advantages over financial data: they are available on a continuous basis and they express 
the sentiment of a population of users normally not necessarily interested in the financial 
sector. In this work we explore the relationship between the sentiment regarding banks 
and the behaviour of households holding banks’ deposits1. We exploit the timeliness and 
the heterogeneity of Twitter-based big data2 to address the following two questions 
regarding retail depositors: (i) can big data enhance forecasts regarding retail deposits 
flows of a bank? (ii) can big data help in detecting contagion dynamics taking place in the 
retail deposits market? 

Our study uses Twitter data to construct an indicator of sentiment regarding 
individual banks. In line with previous studies, we obtain an indicator analysing the words 
employed by users in their texts and relating this sentiment to the banks referred to in the 
same texts3. Twitter posts’ textual content is also used to define an indicator of perceived 
interconnection for each bank i, defined as the average sentiment for all other banks, 
weighted by the degree of perceived interconnection of these banks with bank i. To 
address the research question (i) the sentiment and the interconnection indicators are 
added to a standard model of depositor discipline4. Through this method, we are able to 
model the deposits growth rate on the basis of financial data, sentiment and 
interconnection indicators. Differently from most financial variables, that are available 
with a lag of at least one month, the sentiment and the interconnection indicators can be 
observed in real time, enabling a “nowcasting”, that is a forecast of the growth rate of 
retail deposits in t that uses the sentiment and the interconnection indicators in t (and 
financial data in t-1). To address the research question (ii), we study the effect of the 
interconnection indicator on deposits growth rates. 

We show that the introduction of sentiment and interconnection indicators 
significantly improves the predictive power of a dynamic panel model for the nowcasting 

                                                 
1 Henceforth called “retail depositors”. Similarly, from this point onwards we define “retail 
deposits” as deposits held by households. 
2 Big data is often characterized by “3 Vs”: the extremely large volume of data, the wide variety 
of data types (structured, text, images, videos, etc.) or the velocity of data processing. 
3 Among others, this relatively simple and common procedure is applied to Twitter data by 
Bollen et al. 2011, Mao et al. 2015 and Dickinson and Wu 2015, for the prediction of stock 
market returns, and by Nyman et al. 2018, for the measurement of systemic risk (see section 3 
for the exact methodology). 
4 The depositor discipline literature shows that depositors are able to correctly discriminate 
banks on the basis of their risk and can either demand higher interest rates or reduce their 
exposure. See section 2 for further details. 
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of the growth rate of retail deposits5. The accuracy of the predictions increases 
particularly for relatively weaker banks. Sentiment is positively correlated with both 
insured and uninsured deposits’ growth rates, and the correlation tends to be stronger for 
less solid banks. We also find a positive correlation between the interconnection indicator 
and deposits’ growth rate, indicating that a single bank’s funding can be influenced by the 
sentiment towards another bank, if the two banks are perceived as linked. 

From a policy perspective, this study allows to disentangle the bank-specific 
effect of the rumours, captured by the sentiment indicator, and the industry-wide 
informative contagion, captured by the interconnection indicator. The significance of 
both indicators suggests that both channels of contagion are at work. 

Our work contributes to the existing literature on social media analysis applied 
to finance and banking in three ways. 

First, we contribute to the strand of literature that employs big data (in 
particular Twitter data) to improve predictions of financial variables, extending it to a 
new field, that of retail deposits. This research area, especially when focused on textual 
unstructured data, is becoming increasingly popular in many fields of economic studies. 
Three main information sources are normally used. First, public corporate disclosures 
are used to assess the sentiment about the corporates and to analyse how it is correlated 
with their performances6. Second, sentiment expressed in news or analyst reports is 
analysed to predict market trading volumes and stock returns. This is done both at a 
macro level7 and at an individual level8. Third, sentiment derived from internet user-
generated contents is analysed to construct social mood measures and assess their 
explanatory power for the dynamics of financial indicators. While a sizeable number of 
papers investigates how social mood can influence the stock market9, relatively few 
researches are devoted to the effects of public sentiment on financial distress10. 

Second, we contribute to the strand of literature regarding “informational 
contagion”, exploring the use of Twitter data to analyse how information on a bank can 

                                                 
5 Hasan et al. 2013 provide similar evidence referred to rumours and news originated by the 
press and other traditional media. 
6 See for example Li 2006 and Loughran and McDonald 2011. 
7 As in Tetlock 2007. See D’Amuri and Marcucci 2017 for an application of Google Trends data 
to the forecasting of macroeconomic time series. 
8 As in Ferguson et al. 2015. 
9 Apart from the already mentioned Bollen et al. 2011, Mao et al. 2015, Dickinson and Wu 
2015 that utilise Twitter data, see Da et al. 2011 and Bordino et al. 2012 for analyses employing 
Google Trends and Yahoo Search data. 
10 Corporate financial distress is studied by Hajek and Olej 2013, using the annual reports of 
U.S. companies. Nopp and Hanbury 2015, among the first to employ sentiment analysis for the 
assessment of risk in the banking industry, analyse a dataset of 500 CEO letters and outlook 
sections extracted from bank annual reports to study correlations between the sentiment of the 
documents and the Tier 1 capital ratio. 
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influence the way other banks are perceived11. The production of measures of 
interconnection and contagion based on Twitter can follow different approaches. 
Studies such as Lerman and Ghosh 2010 exploit the social network structure of Twitter. 
In other works, such as Cerchiello et al. 2016, a network including the main Italian 
banks is constructed analysing the correlation between tweets and financial data 
regarding them. In line with Cerchiello et al. 2016, we analyse the tweets in order to 
capture contagion dynamics across banks. Differently from them, though, our analysis 
makes use of the textual content of the tweets (the actual co-occurrences of different 
banks’ names in the same tweet) to identify perceived interconnections in the banking 
system12. 

Finally, we contribute to the depositor discipline literature. Similarly to 
Maechler and McDill 2006 and Hasan et al. 2013, we root our analysis into the 
quantitative strand of depositor discipline studies, in which the main focus of the 
analysis are the deposits growth rates rather than the interest rates. However, differently 
from papers introducing news and stock market signals in depositor discipline analysis, 
like Shimizu 2009 and Hasan et al. 2013, we take into account internet data to capture 
the information flow at the basis of retail depositors reactions. 

The rest of the paper is organized as follows. In section 2, we justify our 
modelling of the retail depositors supply function. In section 3, we introduce the data 
sources, and we explain how the sentiment indicator is obtained and how the 
interconnection indicator is computed. In section 4 we present some descriptive 
evidence regarding retail deposits growth rates and Twitter-based variables. In section 5 
we discuss the results of the econometric analyses conducted. In section 6 we conclude. 

2. Empirical approach 
The analysis of the reactions of retail depositors to deteriorating banks’ 

financial conditions is the object of a vast literature13. Studies on depositor discipline 
have produced substantial evidence of the fact that deteriorating financial conditions 
induce banks’ creditors to actively manage the exposure risk, typically through portfolio 
reallocations. Holders of riskier assets, such as bondholders or depositors not covered 
by state guarantee schemes on deposits (uninsured depositors), tend to react more 
promptly and intensively than secured bond holders and insured depositors, moving 
their wealth, when possible, to safer banks14. Banks in a state of financial distress pay 

                                                 
11 See, for an introduction into the informational channel of contagion, Benoit et al. 2015. 
12 See section 3 for the methodology. 
13 See Baer and Brewer 1986 for an example of study focusing on the risk premium. For a 
quantitative point of view on depositor discipline, see Park 1995, Park and Peristiani 1998, Peria 
and Schmukler 2001, Maechler and McDill 2006, Acharya and Mora 2012, Hasan et al. 2013. 
14 See Bennet et al. 2015. 
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higher prices (interest rates) for retail deposits and typically face a relatively inelastic 
deposit supply curve, hindering the capacity of the bank to increase retail deposits15. 

Depositor discipline relies heavily on depositors’ capacity to gather relevant 
information on the relative riskiness of their exposures. Depositors take into account in 
their evaluations information disclosed by banks in their financial statements16, even 
though the literature suggests that retail depositors react differently to information with 
respect to professional investors: news and rumours spread by media appear to be more 
relevant for retail investors than the disclosure of financial data. Wake-up call effects 
change the sensitivity of depositors to alarming news and rumours over time. Moreover, 
informational channels of contagion of bank distress work even more differently for 
professional investors and retail depositors, which motivates a specific monitoring of 
the level of trust in the banking system of the latter17. Social network structure plays an 
important role in influencing the spreading of information and in strengthening the 
effects of a bank distress on depositors’ behaviour18.  

Depositor discipline is consistent with the general market structure of 
monopolistic competition19, which entails that banks offer differentiated products and 
possess a certain degree of market power. On the funding side of the banking activity, 
shocks affecting the solidity of a bank are able to modify the shape of the deposits 
supply curve the bank is facing. Effects are expected to vary across different categories 
of depositors. Depositor discipline can then be analysed in terms of comparative statics: 
deteriorating financial conditions motivate upward shifts of the deposit supply curve, 
bringing to a tightening of the equilibrium funding conditions of the bank (see Fig. 1). 
The bank can try to maintain a stable deposits level by raising interest rates: the deposits 
demand curve can therefore experience an upward shift, motivated by the increased 
appetite for retail funding on the side of the bank. 

 

 

 
                                                 

15 Taking into account simultaneously quantities and prices, Maechler and McDill 2006 
conclude that, contrarily to sound banks, weak banks cannot significantly increase the deposits 
amounts by raising interest rates. 
16 Balance sheet data are at the basis of practically all the studies examined regarding depositor 
discipline. 
17 An analysis of the specificities of depositor discipline in crisis periods can be found in Bennet 
et al. 2015 and Acharya and Mora 2012 with reference to the United States, and in Hasan et al. 
2013 and Hamada 2011 for other countries. 
18 See, for an analysis of the effects of social networks on the behaviour of retail depositors, Iyer 
and Puri 2012. 
19 In Bikker 2003, a model inspired by Bresnahan 1982 is applied to the banking sector in 
Europe: the analysis shows that some level of market power in the deposits market exists in the 
European Union. 
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Fig. 1: Deterioration of banks’ conditions: effects on price-quantity equilibrium20 

 

The empirical analysis faces a classic identification problem, since both quantities 
(deposits) and prices (interest rates) are simultaneously determined and occur both in the 
supply and in the demand equation. In line with some works on the subject, we focus 
exclusively on the deposits supply curve and set out a reduced form model that takes into 
account in a single equation quantities, prices and a set of control variables including bank 
characteristics21. We estimate the following equation: ܦ,௧ = ߙ + ߚ ܵ,௧ + ,௧ܫߛ + ߜ ܵ,௧ ∗ ܶ1ܴ,௧ିଵ +ζ୩ܥ,,௧ିଵ + 	ߟ ܻ,௧ିଵ+ ,௧ିଵܦߠ +  ,௧ (1)ߝ

The dependent variable ܦ,௧ is the deposits growth rate of bank i in time t. ߙ is 

a bank level fixed effect. ܵ,௧ is the sentiment indicator, our proxy for depositors’ trust in 

a particular bank. ܫ,௧ is the interconnection indicator, a variable representing the way 

sentiment on other banks influence bank i. ܵ,௧ ∗ ܶ1ܴ,௧ିଵ is the interaction of the 

variable S and the lagged Tier 1 ratio of bank i, aimed at capturing how depositors of 
differently capitalized banks react to sentiment. C stands for a set of k bank-level 
variables of solvency, liquidity and profitability (lagged values)22. 	 ܻ,௧ିଵ is the average 

                                                 
20 Background reference for the picture is Acharya and Mora 2012. 
21 The model we use as a benchmark is very close to that employed in Maechler and McDill 
2006 and Hasan et al. 2013. In order to tackle the identification problem caused by the 
endogeneity in prices, we resort to instruments generated via Generalized Method of Moments 
(GMM) estimation techniques. The estimation method is explained in detail in section 5. 
22 In our case we use a set of 7 control variables, described among others in Table 1. 
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interest rate on new deposits for the bank i at time t-123. ܦ,௧ିଵ is the lagged value of the 

dependent variable. In section 5 we discuss variations of the main model, where the 
dependent variables are the growth rates of the two aggregates of retail deposits, insured 
deposits and uninsured deposits. 

3. Data 
In this paper we use data from different sources. The first data source is 

Twitter. Twitter is a social networking service, an online service enabling users to 
publish short messages (140-characters long) called “tweets”, read other users’ 
messages and start private conversations with other users. On Twitter, every second, on 
average around 6000 tweets are tweeted, which corresponds to about 15 billion tweets 
per month. Of these, more than 40 million are written by Italian users24. There are two 
categories of users: registered users, that can read and post tweets, and unregistered 
ones (any person accessing the world wide web), that can only read them. The social 
network structure in Twitter is based on the “follower” relationship, by means of which 
a user (the follower) can select the other users whose tweets he is more interested in 
reading. Though offensive content is normally censored25, content production on 
Twitter can be regarded as a completely free expression of users’ opinions. 

Content posted (“tweeted”) on Twitter is publicly available to the internet 
visitor. It can be selected and accessed through the web application, that provides a 
research tool and visualizes selected content on a single web page. For the purpose of 
the present analysis we have accessed Twitter data via Gnip data provider. The dataset 
comprises the tweets written in Italian in the period 1st April 2015 – 30th April 2016 
regarding the first 100 Italian banks in terms of retail deposits. The textual content 
analysed amounts to more than 500.000 short messages. Tweets regarding banks of the 
same banking group have been aggregated and textual analysis has been performed at 
banking group level. Foreign banks and banks having less than 10 tweets per month 
have been dropped from the dataset. The final number of banking groups and banks not 
belonging to groups included in the dataset is 31 (in the following, simply “banks”). 

The second data source consists of the financial data regarding banks, mainly 
derived from Supervisory Reports and from the Italian Credit Register. The bulk of this 
type of data is derived from statistical reporting, is available on a monthly basis and 

                                                 
23 In studies on depositor discipline, supply equations are normally estimated including the yield 
on deposits for the time t (see for instance Machler and McDill 2006, Hasan et al. 2013, 
Acharya and Mora 2012). The lack of simultaneousness between price and quantities in our 
model is justified by the necessities of nowcasting the dependent variable in time t on the basis 
of the available information (referred to time t-1). 
24 Commercial information made available by Gnip to their clients. Gnip Inc. is a company 
specialised in collecting social media data, provides a for-pay access to portions of historical 
Twitter data streams. 
25 See Twitter Rules: https://support.twitter.com/articles/18311 
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provides us with information on banks’ retail deposits, interest rates on deposits, total 
assets intermediated, equity, and liquidity. Data on credit quality is derived from the 
Italian Credit Register, that provides us with quarterly information on the flows of new 
bad loans. Additional data are provided by banks’ balance sheets, that are available on a 
semi-annual basis (for groups on a quarterly basis). 

Retail deposits have been distinguished into insured retail deposits and 
uninsured retail deposits. Due to the unavailability of the distinction between insured 
and uninsured deposits, we have resorted to an estimation. The uninsured amount of 
bank deposits held by Italian households (i.e. amount exceeding 100.000 euros in bank 
deposits) has been estimated on the basis of granular data on deposits divided into 
dimensional classes with different thresholds (methodology already used in the 
Financial Stability Report, No. 1 – 2016; see appendix 7.1 for the details).  

The other bank financial variables have been selected with criteria that are 
largely in line with relevant studies in the field of depositor discipline: 

1) Interest rates on new deposit are expressed as spreads between interest rates on 
new operations and the Italian sovereign bond yield index for maturities in the 
bucket 1-3 years. 

2) The (logarithm) of the total balance sheet asset is used to proxy banks’ size26. 
3) Tier 1 ratio and new bad loans rate are used as indicators of solvency of the 

bank27. 
4) ROA and cost-to-income ratio are used to capture the profitability28. 
5) Liquidity is captured by the ratio of liquid assets over total assets and by the 

share of wholesale funding, which represents an indicator of the degree of 
dependency from wholesale market for funding29. 

The sentiment indicator is obtained through an analysis of the textual content of 
the tweets. For this purpose we have employed a common technique30, consisting of the 
count of words implying a negative attitude towards a bank in every post. The choice of 

                                                 
26 Machler and McDill 2005, among others, indicate that the size of a bank may influence the 
choices of depositors both in consideration of the potentially wider range of services offered by 
large banks and in view of an implicit “too big to fail” status. 
27 While in Machler and McDill 2005 and Hasan et al. 2013 equity funding is expressed as the 
ratio of equity capital to assets, we find more proper to use a risk-based capital ratio as in 
Acharya and Mora 2012 and Arnold et al. 2016. Credit quality is included in a large number of 
models: among others, Peria and Schmukler 2001, Shimizu 2009, Hamada 2011, Acharya and 
Mora 2012; differently to the aforementioned papers, we employ a measure of credit quality 
based on flows rather than on stocks of bad loans. 
28 Profitability is taken into account in a similar way in Peria and Schmukler 2001 and Hasan et 
al. 2013. 
29 Our variables of liquidity and relative to the dependence on wholesale funding are similar to 
those employed in Acharya and Mora 2012. 
30 See Kearney and Liu 2014 for a review of the topic. 
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measuring only the negative mood reflected in user-generated contents depends on the 
peculiarity of the subject under analysis: negative news and crises episodes attract public 
attention towards banks far more than positive initiatives or results. In order to categorise 
words into negative and neutral ones, we have employed a self-made dictionary, tailored 
specifically to this work, since to the best of our knowledge no dictionary in Italian is 
publicly available for the sentiment analysis of social media data regarding financial 
topics. The dictionary in use consists of a list of about 130 words commonly employed  in 
negative posts in Twitter in order to criticise or complain about banks and financial 
institutions in general. The sentiment score obtained through the count of negative words 
is standardized at bank level to prevent scale effects.31 The sentiment indicator is equal 
to this standardised sentiment score. 

Similarly to the sentiment indicator, the interconnection indicator is obtained 
through an analysis of the textual content of tweets. In this case, though, the piece of 
information extracted is the degree of connection that a bank has with the other banks. 
In many tweets, users mention more than one bank. This occurrence in the same text of 
two different banks is interpreted as a sign that the public perceives the two banks as 
linked: the more the occurrences, the stronger the link. The interconnection indicator is 
aimed at capturing the way a bank is affected by rumours regarding other banks and is 
obtained as follows: (i) for each couple of banks, we evaluate how much they are 
perceived as linked; (ii) we then compute, for each bank in each month, the 
interconnection index as the average of the sentiment score of the other banks weighted 
by the degree of interconnection computed in (i). Unlike the sentiment indicator, the 
interconnection indicator captures signals on other banks, weighted by the measure in 
which the bank under analysis is perceived connected with them. A detailed description 
of the computation procedure of this variable is given in Appendix 7.2. 

The final dataset merges financial and Twitter data and contains observations 
for each bank on a monthly basis. This means that high frequency Twitter data are 
aggregated by months, ruling out some of the seasonality issues that affect this category 
of data. Data with frequency lower than monthly have been interpolated or, when not 
appropriate, have been set equal to the last available value. In Table 1 we provide 
descriptive statistics concerning the variables included in the analysis. 

 

 

 

 

                                                 
31 For each bank and for every month the number of negative words is computed. The value is 
then standardized at bank level by subtracting the bank average value and dividing by the bank 
standard deviation of the value. 
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Table 1. Variables employed: summary statistics and definitions 

Acronym Definition Freq Obs. Mean 
50th 

perc. 
Std. 
dev. 

25th

perc.
75th

perc.

ret_dep_gro_tot Monthly growth rate of retail deposits M 403 -0.06 0.05 2.38 -0.82 1.09 

ret_dep_gro_ins 
Monthly growth rate of insured retail 
deposits 

M 403 -0.40 -0.18 2.90 -1.52 1.03 

ret_dep_gro_unins 
Monthly growth rate of uninsured retail 
deposits 

M 403 0.07 0.17 2.26 -0.71 1.13 

int_rat_spre 

Spread between the average interest rates 
granted on the monthly flow of new 
deposits and interest rates on government 
bonds (1-3 y) 

M 403 1.01 0.99 0.47 0.71 1.32 

log_tot_asset Logarithm of total assets (in millions) Q 403 10.1 9.6 1.3 8.9 10.8 

t1ratio Tier 1 capital on risk weighted assets Q 403 10.7 11.4 4.0 9.8 12.8 

bad_loan_rat 
Rate of new quarterly bad loans on total 
loans 

Q 403 1.07 0.91 0.88 0.61 1.33 

roa Operating profits on total assets Q 403 3.52 3.03 2.05 2.62 3.64 

ci_rat Operating costs on operating profits Q 403 66.6 61.3 38.5 49.9 69.7 

liq_asset 
Liquid funds (cash, ST treasury bonds, 
demand and overnight bank deposits) on 
total assets 

M 403 0.16 0.14 0.09 0.08 0.21 

whs_fun Wholesale funding on total funding Q 403 0.23 0.20 0.19 0.09 0.31 

sen_sco Sentiment indicator M 403 0.00 0.39 0.96 -0.14 0.59 

inter_ind Interconnection indicator M 403 -0.05 0.00 0.27 -0.02 0.02 

tweet_std Standardized number of monthly tweets M 403 0.00 -0.26 0.96 -0.58 0.32 

neg_ratio 
Negative terms divided by number of 
tweets 

M 296 -35.1 -16.9 54.3 -38.8 -6.4 

 

Note: Frequency abbreviations are the following: M: Monthly, Q: Quarterly. The variable “neg_ratio” has 
only 296 observations due to banks having no tweets regarding them in some of the months. 

Source: Bank of Italy Supervisory reports, Italian Credit Register, Twitter. 
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4. Descriptive evidence 
Retail deposits play an important role in the funding of Italian banks. Looking 

at the entire Italian banking system, deposits held by residents excluding banks make up 
about half of the funding of the Italian banking system. This share has increased during 
the period 2008-2015, while the share of bonds held by retail depositors sharply 
decreased (see Table 2): in aggregate, Italian retail investors’ preference for deposits 
over different types of bank liability has markedly strengthened.  

Focusing on Italian households we can observe that, in aggregate, Italian 
households’ investments in banks’ liabilities is mainly made up of insured deposits, that 
account approximately for half of the total retail funding (see Table 2). Uninsured 
liabilities (uninsured deposits and bonds) have reduced their importance during the 
recent crisis, mainly because of the diminishing share of bonds in the households’ 
portfolios. On the contrary, uninsured deposits have increased their overall importance 
and accounted, in September 2015, for approximately a third of the overall deposits and 
a quarter of total households’ investments in banks’ liabilities.  

Table 2. Italian banking system funding (percentage values) 

Instrument 2008 2011 2015Q3 

Deposits from residents (excluding banks) 49.8 47.5 59.2 

   of which: insured deposits 35.5 33.9 40.7 
   of which: uninsured deposits 14.3 13.6 18.5 
Bonds held by retail investors 15.1 15.9 9.5 

Bonds held by wholesale investors 11.3 9.7 8.4 

Other deposits 21.1 16.0 13.4 

Liabilities against CCPs 0.4 2.2 2.5 

Eurosystem refinancing 2.3 8.7 7.1 
 

Source: Bank of Italy, Supervisory reports 

In Figure 2a we show the proportion of uninsured deposits on total retail 
deposits and in Figure 2b of uninsured retail funding on total retail funding, for the 
banks and the period of time of our analysis. We divide the banks into two groups, 
“distressed” and “other banks”, on the basis of administrative and public interventions 
in banks occurred in the period of analysis (and in the immediately previous months). 
The distressed banks are 8 (out of the 31 considered in the sample32). Despite being a 
more stable source of funding than wholesale and interbank deposits33, retail deposits 
show a significant degree of sensitivity to banks’ level of risk. In line with the literature, 

                                                 
32 Information regarding the construction of the sample is provided in the Data section. It should 
be recalled that the banks that make up the Italian banking system are in the order of several 
hundred. 
33 Among other factors, explicit or implicit state guarantees tend to reduce the monitoring 
activity of retail depositors; for references see, among others, Arnold et al. 2016. 
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we observe a decrease in the proportion of uninsured deposits for the distressed banks34 
(see Figure 2a). In Figure 2b the decrease in uninsured funding is sharpened by the 
inclusion of bonds in the aggregates. 

The sharp decrease in retail funding in general, and of uninsured retail deposits in 
particular, was accompanied for the banks in distress by a big decrease in the sentiment 
score regarding those banks in the same periods. For the group of the distressed banks 
the positive correlation (0.52) is particularly evident in the October 2015-February 2016 
period (Figure 3a), while for the other banks, as expected, there seems to be almost no 
correlation (actually a very weak negative one, -0.08) and little variation (Figure 3b). 
The different correlation between sentiment score and retail deposits’ growth rate for 
distressed and other banks motivates the choice of introducing in our model a cross-
product term of sentiment score and Tier1 ratio to capture this effect. 

  

                                                 
34 See Bennet et al. 2015 for a similar analysis regarding the decrease of the proportion of 
uninsured deposits on total deposits for banks in distress. 
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Figure 2. Retail deposits and total retail funding by bank category (estimation sample - 
simple averages) 

2.a Uninsured retail deposits as a percentage of total retail deposits 

2.b Uninsured retail funding as a percentage of total retail funding (1) 

(1)  The decrease in uninsured retail funding is sharpened by the inclusion of bonds in the 
aggregates. 

Source: Bank of Italy, Supervisory reports. 
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Figure 3.Sentiment indicator and retail deposits’ growth rate (estimation sample - 
simple averages) 

3.a Distressed banks 

 

3.b Other banks 

 

Note: (1) Right-hand scale. 
Source: Bank of Italy, Supervisory reports and Twitter. 
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5. Results 
5.1 Estimation 

In order to consistently estimate the coefficients of the model defined in (1), 
three major issues have to be overcome: i) the presence of an unobserved bank level 
fixed effect ߙ; ii) the autoregressive process implied by the introduction of both ܦ,௧ 
and ܦ,௧ିଵ in the equation; iii) the endogeneity between ܦ,௧ and ܻ,௧ିଵ, that is the 

possibility that between the two variables there may be feedback effects, reverse 
causality or any other confounding underlying dynamic. 

Within estimator, commonly used for fixed effects panel models, controls for 
heterogeneity and allows a suitable treatment of the term ߙ. Though, since one of the 
independent variables is the dependent variable at time t-1 (ܦ,௧ିଵ), the within estimator 

turns out to be biased: the independent variable of the transformed model is correlated 
with the error variable of the transformed model. Normally this bias is of order 1/(T-1). 
The estimators designed by Arellano and Bond35 for dynamic panel models exploit the 
generalized method of moments (GMM) estimator in order to address issues i) to iii). 
Thus, for the rest of the section we will use the GMM estimator leaving the comparison 
with the OLS and Fixed Effects estimators to appendix 7.3 “Comparison of OLS, Fixed 
Effects and GMM estimators”36. 

5.2 Prediction improvement 

In this section, we show how the integration of Twitter-based variables in a 
benchmark model for deposits growth increases its prediction power, in particular for 
distressed banks.  

In Table 3 we compare the estimates of the fully-fledged model (1) discussed 
in section 2 with those of three more contained versions: 

1) A benchmark deposits’ growth model without Twitter variables, i.e. the 
version of (1) where ߚ = ߛ = ߜ = 0 is imposed; 

                                                 
35 See, among others, Nickell 1981, Arellano and Bond 1991, Arellano and Bover 1995, 
Blundell and Bond 1998. Also see Judson and Owen 1999, Roodman 2006 and Roodman 2008 
for an analysis of the technical aspects relative to the implementation of the estimation. 
36 The GMM procedure requires the choice of lagged values of endogenous variables as 
instruments. In our models we have employed lags from 1 to 3. In all specifications, the Sargan 
– Hansen test produces values greater than 0.05, indicating that we cannot reject the hypothesis 
of good instruments, underlying the adoption of the GMM estimation procedure. The test for 
autocorrelation ar2 does not reject the hypothesis of no autocorrelation in residuals, confirming 
the validity of the specifications adopted. 

 



 

19 
 

2) A benchmark deposits’ growth model with the addition of the 
standardized sentiment score, i.e. the version of (1) where ߛ = ߜ = 0 is 
imposed; 

3) A benchmark deposits’ growth model with the addition of the 
standardized sentiment score and of the contagion indicator, i.e. the 
version of (1) where ߜ = 0 is imposed. 

We will refer to the first model as the “benchmark model” and to the fully-
fledged model as the “main model”. 

In line with the literature, the benchmark model (see column 1) produces 
evidence in favour of the market discipline hypothesis. Retail deposits’ growth rate is 
positively affected by banks’ capitalization level, indicating that retail depositors are 
able to identify the relative riskiness of banks and tend to prefer relatively safer banks. 

The standardized sentiment score shows a slightly positive effect on retail 
deposits’ growth rate (see column 2), which is consistent with descriptive statistics 
produced in section 4, suggesting the presence of a positive correlation between 
sentiment and deposits growth rate (in particular for distressed banks). This indicates 
that the sentiment indicator proxies the level of alarm among retail depositors regarding 
specific banks: when rumours circulating on Twitter convey a bad sentiment towards a 
bank, the retail deposits’ growth rate is negative. 

In column 3 we report the results of the version of the model which includes 
also the interconnection indicator. The effect of this variable is positive, indicating that, 
when a bank is perceived as connected to banks associated to negative sentiment, it also 
suffers a decrease in retail deposits. This means that sentiment can not only have a 
direct effect, but also an indirect effect, impacting on banks not directly involved in 
negative rumours. This hints to the existence of a channel for contagion dynamics 
among banks based on the information available to the public and on the sentiment 
attached to this information. A negative sentiment affects both banks mentioned directly 
in negative tweets and banks not mentioned in those negative tweets, given that the 
public perceive the latter as linked to the former. 

Estimates for the fully-fledged model are reported in column 4. In this model 
we introduce a new variable: the interaction term between the standardized sentiment 
score and the tier1 ratio, which we expect to show that banks are more affected by 
rumours if their capital ratios is lower. 
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Table 3: Retail deposits growth rate: impact of financial and Twitter-based data 

 (1) (2) (3) (4) 

Variables Benchmark 
Bench. with 
sentiment 

Bench. with sent. 
and interconnect. 

Main model 

     
L.ret_dep_gro_tot 0.141*** 0.110** 0.0984** 0.0425 
 (0.0516) (0.0556) (0.0488) (0.0544) 
L.int_rat_spre 1.151* 1.719** 1.918** 2.204*** 

 (0.645) (0.797) (0.768) (0.839) 
L.log_tot_asset -0.00506 0.0472 0.0660 0.0770 

 (0.159) (0.180) (0.187) (0.205) 
L.t1ratio 0.190*** 0.201*** 0.194*** 0.183*** 

 (0.0353) (0.0434) (0.0463) (0.0492) 
L.roa 0.0909 0.0972 0.0954 0.0777 

 (0.0708) (0.0756) (0.0792) (0.0856) 
L.ci_rat -0.00145 -0.00241 -0.000839 -0.00225 

 (0.00316) (0.00362) (0.00373) (0.00417) 
L.bad_loan_rat -0.0626 -0.124 -0.244 -0.358 

 (0.178) (0.176) (0.197) (0.223) 
L.liq_asset 0.801 1.193 1.048 1.803 

 (1.721) (1.970) (1.984) (2.008) 
L.whs_fun -0.620 -0.794 -0.801 -0.895 

 (0.939) (0.954) (0.929) (0.922) 
sen_sco  0.317* 0.245 2.003*** 

  (0.169) (0.150) (0.493) 
inter_ind   1.419*** 1.047*** 

   (0.473) (0.308) 
sen_sco*L.t1ratio    -0.163*** 

    (0.0435) 
Constant -3.315 -4.431* -4.622* -4.741* 

 (2.153) (2.475) (2.517) (2.790) 
     

Observations 403 403 403 403 
Number of banks 31 31 31 31 
ar1 -3.195 -3.159 -3.343 -3.537 
ar1 p value 0.00140 0.00158 0.000828 0.000405 
ar2 0.256 0.145 -0.104 -0.679 
ar2 p value 0.798 0.885 0.917 0.497 
hansen 4.515 6.204 8.616 7.992 
hansen p value 0.607 0.401 0.196 0.239 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Note: the meaning corresponding to the acronyms of variables is defined in Table 1 

The estimated coefficients of sentiment score and of its interaction with the 
Tier 1 capital ratio in the main model confirm that banks are affected by rumours, and 
that weaker banks are more affected by them than stronger banks: a decrease of one unit 
of the sentiment indicator corresponds, ceteris paribus, to a decrease by 0.15 percentage 
points in the retail deposits’s growth rate for banks with a Tier 1 capital ratio equal to 
the median of the distribution. For banks having a Tier 1 capital ratio equal to first 
quartile, the decrease in the retail deposits’ growth rate is stronger (0.4 percentage 
points). The interconnection index indicates that also rumours on other banks affect a 
bank if it is perceived connected to them: a decrease of one unit of the interconnection 
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indicator corresponds to a decrease by about 1 percentage point in the retail deposits’s 
growth rate. The other significant coefficients confirm the standard results in the 
literature about depositor discipline: the variation of retail deposits is positively affected 
by higher interest rates and higher values of the tier 1 capital ratio. 

In table 4 we present a comparison among the mean squared errors of the four 
models presented above, also separately for distressed and other banks. The main model 
outperforms the other models37. 

 

Table 4. In sample forecasts comparison across models (Mean of the RMSE for the 
three main models ;dependent variable: total retail deposits’ growth rate) 

 
Distressed 

banks 
Other 
banks 

Total 

Benchmark model 6.6 4.0 4.7 

Model augmented with sentiment score 6.2 4.3 4.8 

Model augmented with sentiment score and    
interconnection index 

5.9 4.3 4.7 

Main model 4.6 4.3 4.4 
 

5.3 Insured and uninsured deposits 

In table 5, we present the results relative to two variations of the main model 
with sentiment and interconnection variables. In the first version, the dependent variable 
is the total retail deposits’ growth rate, while in the following two models it is 
represented by the growth rates of uninsured and insured deposits, respectively. As 
shown by the coefficient associated with the Twitter-based variables, rumours are 
relevant for both insured and uninsured depositors. The size of the estimated coefficient 
for uninsured depositors is slightly larger than the corresponding one for insured 
depositors: for insured depositors, a decrease of one unit of the sentiment indicator 
corresponds, ceteris paribus, to a decrease in the retail deposits’s growth rate by 0.13 
percentage points for banks with a Tier 1 capital ratio equal to the median of the 
distribution and to a decrease by 0.38 percentage points for banks having a Tier 1 
capital ratio equal to first quartile; the decrease becomes, respectively, 0.19 percentage 
points and 0.47 percentage points if the depositor is uninsured. Looking at the financial 
data, uninsured depositors seem to monitor more closely credit quality and liquidity, 

                                                 
37 The improvement in the predictions is driven by a strong reduction in the MSE for the 
distressed banks, indicating that the additional information conveyed by Twitter data is 
particularly useful in the prediction of distress events interesting distressed banks’ funding. It is 
interesting to note that, while the MSE of the distressed banks is far bigger than the MSE of the 
other banks in the benchmark model, the difference almost disappears in the main model. 
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whose coefficients are all significant. These variables, on the other hand, are not 
statistically significant for insured depositors. 

Table 5: Models for guaranteed, unguaranteed and total deposits 

 (1) (2) (3) 

Variables 
Growth rate of retail 

deposits 
Growth rate of uninsured 

retail deposits 
Growth rate of insured 

retail deposits 
    
L.ret_dep_gro_tot 0.0425   

 (0.0544)   
L. ret_det_gro_unins  0.0846  

  (0.0645)  
L. ret_det_gro_ins   0.0498 

   (0.0510) 
L.int_rat_spre 2.204*** 2.269** 2.214*** 

 (0.839) (1.051) (0.776) 
L.log_tot_asset 0.0770 0.0750 0.0945 

 (0.205) (0.252) (0.190) 
L.t1ratio 0.183*** 0.210*** 0.168*** 

 (0.0492) (0.0650) (0.0464) 
L.roa 0.0777 0.0810 0.0669 

 (0.0856) (0.109) (0.0752) 
L.ci_rat -0.00225 0.00406 -0.00533 

 (0.00417) (0.00452) (0.00411) 
L.bad_loan_rat -0.358 -0.749*** -0.200 

 (0.223) (0.236) (0.224) 
L.liq_asset 1.803 4.064* 0.487 

 (2.008) (2.155) (2.132) 
L.whs_fun -0.895 -1.423 -0.878 

 (0.922) (1.175) (0.897) 
sen_sco 2.003*** 2.200*** 1.922*** 

 (0.493) (0.540) (0.471) 
inter_ind 1.047*** 1.285*** 0.973*** 

 (0.308) (0.362) (0.298) 
sen_sco*L.t1ratio -0.163*** -0.176*** -0.157*** 

 (0.0435) (0.0483) (0.0415) 
Constant -4.741* -5.596 -4.391* 

 (2.790) (3.492) (2.562) 
    
Observations 403 403 403 
Number of banks 31 31 31 
ar1 -3.537 -3.654 -3.603 
ar1 p value 0.000405 0.000258 0.000314 
ar2 -0.679 -0.820 -0.474 
ar2 p value 0.497 0.412 0.636 
hansen 7.992 11.32 7.630 
hansen p value 0.239 0.0790 0.267 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Note: the meaning corresponding to the acronyms of variables is defined in Table 1 
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5.4 Decomposition of the sentiment score 

In this section we focus on the sentiment indicator and its components, the 
volume of attention and the degree of negativity of the period, to study their individual 
contribution to the prediction improvement. Since the sentiment indicator is defined as 
the number of negative terms in a period, we can decompose it as  

ݎݐܽܿ݅݀݊݅	ݐ݊݁݉݅ݐ݊݁ܵ = ݏݐ݁݁ݓܶ ∗ ݏݐ݁݁ݓܶݎݐܽܿ݅݀݊ܫ	ݐ݊݁݉݅ݐ݊݁ܵ	  

where the first term, the number of tweets, represents the volume of attention received 
by a bank in a period, and the second term – the average sentiment score per tweet – 
represents the relative negativity of a period given the volume of attention. In the next 
table, we present a model where each of these three variables (and their interaction with 
the lagged Tier1) is singularly added to the benchmark model. As for the sentiment 
score, the number of tweets has been standardized at bank level to prevent scale effects.  

As we can see on table 6, all the variables result highly significative. Both the 
effects, that of the volume of attention and that of the degree of negativity, seem to be 
by themselves important predictors for the variation of retail deposits: for banks having 
a Tier 1 capital ratio equal to the median, an increase of 1 per cent in the standardised 
number of tweets leads to a decrease by 0.25 percentage points in the retail deposits’ 
growth rate, and an increase of 10 per cent in the negative ratio leads to a decrease by 
0.03 percentage points in the retail deposits’ growth rate. 
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Table 6: Sentiment indicator, number of tweets and negative ratio 

 (1) (2) (3) 
Variables Standardized sentiment 

score 
Standardized number 

of tweets 
Negative ratio 

    
L.ret_dep_gro_tot 0.898 0.744 0.117 

 (0.655) (0.601) (0.591) 
L.cr_torr -1.055 -0.904 0.146 

 (0.823) (0.765) (0.650) 
L.int_rat_spre 2.151* 2.170* 1.966** 

 (1.122) (1.169) (0.903) 
L.log_tot_asset 0.0263 0.0209 0.161 

 (0.213) (0.212) (0.167) 
L.t1ratio 0.237*** 0.238*** 0.184*** 

 (0.0687) (0.0624) (0.0580) 
L.roa 0.0287 0.0408 0.0969 

 (0.0909) (0.0894) (0.0893) 
L.ci_rat -0.00544 -0.00512 0.00183 

 (0.00495) (0.00513) (0.00333) 
L.bad_loan_rat -0.305 -0.293 -0.308 

 (0.235) (0.243) (0.194) 
L.liq_asset 3.357 2.686 2.583 

 (2.174) (1.989) (1.872) 
L.whs_fun -0.0926 -0.271 0.192 

 (1.073) (0.994) (0.707) 
sen_sco 2.514***   

 (0.671)   
sen_sco*L.t1ratio -0.203***   

 (0.0599)   
tweet_std  -2.446***  

  (0.673)  
tweet_std*L.t1ratio  0.192***  

  (0.0570)  
neg_ratio   -0.0379*** 

   (0.0143) 
neg_ ratio * L.t1ratio   0.00305*** 

   (0.00110) 
Constant -5.516 -5.332 -6.280*** 

 (3.434) (3.358) (2.409) 
    
Observations 403 403 296 
Number of banks 31 31 31 
ar1 -3.371 -3.400 -2.594 
ar1 p value 0.000749 0.000674 0.00947 
ar2 0.495 0.634 1.000 
ar2 p value 0.620 0.526 0.317 
hansen 3.363 5.727 9.765 
hansen p value 0.644 0.334 0.0822 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Note: the meaning corresponding to the acronyms of variables is defined in Table 1 
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6. Conclusions 
In this paper we explore the use of Twitter data for the study of banks’ funding. 

Twitter data is analysed to extract information regarding the sentiment and the 
perceived interconnection of banks. A benchmark market discipline model used for the 
prediction of retail deposits’ growth rate and the same model augmented with sentiment 
and interconnection variables are separately estimated. We find that information derived 
from Twitter significantly improves the explanatory and forecasting power of the 
benchmark market discipline model: in particular, a negative sentiment corresponds, 
ceteris paribus, to lower retail deposits growth rates. We also find that depositors of 
distressed banks tend to be more responsive than the other depositors to bad rumours. 
These findings contribute to extend the range of the applications of Twitter data for the 
forecasting of financial data presently available in the literature. 

We also elaborate an original method to exploit Twitter data to construct an 
indicator able to capture informational spillover effects across banks. Textual content is 
directly analysed both to gather a quantitative measure of how much banks are 
perceived as interconnected and to capture the way sentiment towards one bank can 
influence other banks. We show that a bank’s retail deposits growth rate is affected by 
the sentiment towards other banks, with which the bank is perceived to be connected. 
This finding contributes to the understanding of “informational contagion” dynamics 
across banks and motivates the use of Twitter data for the study and the monitoring of 
interconnections in the banking system. 

From a policy perspective, this study allows to disentangle the effects of bank-
specific versus industry-wide informative contagion. The significance of both our 
indicators (the sentiment and the interconnectedness indicator) suggests that both 
channels of contagion are at work, and that information spillover across banks should 
not be underplayed, including by policymakers. At the same time, the findings confirm 
that information about banks’ fundamentals retains the capacity to correctly drive 
depositor’s choices. This is shown by, first, the weaker explanatory power of social 
media-related indicators on deposit flows of sounder banks, and, second, by the 
attenuation of their impact for highly capitalised banks. 
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7. Appendices 
 

7.1 Estimation of the uninsured amount of Italian retail deposits 

The estimation of the uninsured amount of Italian retail deposits presents two 
problems: 

1) Data present number of depositors and amount of deposits divided by 
amount class with only three main classes available: deposits below 50.000 
euro, deposits between  50.000 and 250.000 euro and deposits above 
250.000 euro. While the uninsured amount for the first and the last class 
can be deterministically computed, the exact uninsured amount for the 
middle class is not known. 
 

2) Data divided by amount class are available only on a semi-annual basis. 

We solve the problems in a three-step way. First, for each bank, we compute 
the semi-annual ratio of uninsured deposits on total deposits with the methodology 
reported below. Then, we interpolate between the semi-annual ratios to obtain a 
monthly ratio of uninsured deposits. Finally, we apply the ratio to the available monthly 
data on total deposits to obtain the monthly stock of uninsured (and thus insured) 
deposits. 

To compute the uninsured amount of retail deposits of a bank for the class of 
deposits between 50.000 euro and 250.000 euro, first we divide the data using the 
highest possible granularity of the dataset (e.g. dividing by province class); then, we 
estimate for each of these subsets the lowest and the highest possible uninsured amount 
in deposits given the number of depositors and the total amount; finally, we sum up 
across all subsets the highest possibile uninsured amounts obtained, and we use it as an 
estimation for the uninsured deposits. This methodology gives the optimal worst-
possible case for the amount of uninsured deposits in the class.   

Driven by the necessity of estimating the uninsured amount of retail deposits in 
the class 50.000 euro - 250.000 euro when only the number of depositors and the total 
amount is known, we generalize the problem in the following way.  

Let ܽ, ܾ, ݇ be real numbers, with ܽ < ݇ < ܾ; ܽ and ܾ will be the extremes of 
the admittable values, and ݇ the threshold (in the uninsured deposits case, ܽ = 50.000, ܾ = 250.000 and ݇ = 100.000). We have a set of ݊ measures {ݔଵ, … , ܽ } such thatݔ < ݔ	 < ܾ		∀݅ = 1,… , ݊, of which we know only their total number ݊ and their total 
sum ݔ = 	∑ x୧ୀଵ .  



 

27 
 

We are interested in finding an optimal bound for the sum of the amounts of ݔ 
exceeding ݇, i.e. 

ݕ =y୧
ୀଵ , 

(2) 

 

where y୧ = max	(0, ݔ − ݇). We’ll call y the Exceeding Amount. In this 
section, we’ll prove that the Exceeding Amount ݕ satisfies max൫0, ߤ)݊ − ݇)൯ ≤ ݕ ≤ (b − k)nୠ + max (0, (1 − ܽ(ݎ + ܾݎ − ݇), 

 (3) 
 

where ߤ (the mean) is defined in Theorem 1 and ݊ and ݎ are defined in 
Theorem 2, and that such bound is optimal, that is there can’t be a better deterministic 
bound. We divide the proof in two theorems, respectively for the lower bound and the 
upper bound. 

 

Theorem 1 (Lower Bound). 

Let ߤ = 	 ௫ = ∑ ୶సభ  be the mean of the measures. Then, the Exceeding Amount ݕ verifies ݕ ≥ max൫0, ߤ)݊ − ݇)൯, 
 (4) 

 

and the bound is optimal. 

 

Proof of Theorem 1. 

We want to show that the configuration having all measures equal to the mean 
gives the minimal Exceeding Amount (E.A.), and, since the E.A. of this configuration is max൫0, ߤ)݊ − ݇)൯, we’ll have proven the bound defined in Theorem 1 (moreover, since 

it is the E.A. of a possible configuration, the bound will be optimal). 

Let {ݖଵ, … , ∑ } be a configuration such thatݖ ݖ = ୀଵݔ , where not all 
measures are equal to μ. Then, if we prove that exists a configuration {ݖ′ଵ, … ,  } such′ݖ
that the number of measures equal to the mean is strictly greater, such that ∑ ᇱݖ =ୀଵ∑ ݖ = ୀଵݔ  and such that the E.A. is lower or equal the E.A. of the starting 
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configuration, the thesis will follow by iterating the process, to any possible 
configuration, until all measures are equal to the mean.  

Without loss of generality, let ݖଵ, ଵݖ ଶ be such thatݖ < ߤ <  ଶ (since theݖ
average is ߤ and not all the measures are equal to 	ߤ, there must exist a measure greater 
than the mean and a measure lower than the mean), and let’s define a new configuration 
where all the measures except ݖଵ and ݖଶ are equal to those in the initial configuration, 
and where we replace ݖଵ and ݖଶ with ݖଵᇱ = ଶᇱݖ and	ߤ = ଵݖ + ଶݖ −  :Then .ߤ

1) ∑ ᇱݖ = ∑ ݖ = ୀଵୀଵݔ , since by construction ݖଵᇱ + ଶᇱݖ = ଵݖ +  ;ଶݖ
2) The number of measures equal to the mean in the new configuration is strictly 

greater, because ݖଵᇱ = ,ଵݖ while) ߤ ଶݖ ≠   ;(ߤ
3) The Exceeding Amount of the new configuration is less or equal than the E.A. 

of the initial one, because ݖଶ ଶᇱݖ	− = 	 ଵᇱݖ − ଶݖ ଶ andݖ	 > ଵᇱݖ , that implies that the 

E.A. lost by ݖଶᇱ ,max൫0, ଶݖ) − 	݇)൯ −	max൫0, ଶᇱݖ) − 	݇)൯ = 0, is greater or equal 

than the E.A. gained by ݖଵᇱ ,	that is max൫0, ଵᇱݖ) − 	݇)൯ −	max൫0, ଵݖ) − 	݇)൯. 
Thus, the thesis follow. 

 

Proposition 1. 

The Exceeding Amount is maximal when all the measures (except at most one) 
are equal to either ܽ or ܾ. We’ll call this configuration the Maximal Configuration. 

 

Theorem 2 (Upper Bound). 

Let ߤ = 	 ௫ = ∑ ୶సభ  be the mean of the measures, ݊ = ݊)ݎ݈݂ ⋅ 	 (ఓି)ି ) and ݎ 

= ݊ ⋅ 	 (ఓି)ି − ݊. Then, the Exceeding Amount ݕ verifies 

ݕ  ≤ (b − k)nୠ + max (0, (1 − ܽ(ݎ + ܾݎ − ݇), 
 (5) 

 
and the bound is optimal. 
 
Proof of Theorem 2. 

Let’s assume Proposition 1 true (we’ll prove it later). Thus, the Exceeding 
Amount is maximal when all the measures (except at most one) are equal to either a or 
b, i.e. in the Maximal Configuration, and we only have to show the E.A. of this 
configuration is equal to the right side of the formula in Theorem 2. We divide the proof 
in two cases. 
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1. The Maximal Configuration has only deposits equal to ܽ or ܾ. In this case, 
solving the linear system: ݊ ⋅ ߤ = ݊ᇱ ⋅ ܽ +	݊ᇱ ⋅ ܾ	݊	 = ݊ᇱ + ݊ᇱ , 

we obtain the unique solution where we have  ݊ᇱ = 	݊ ⋅ 	 ିఓି deposits 

equal to ܽ and ݊ᇱ = ݊ ⋅ 	ఓିି deposits equal to ܾ. Since the solution is unique and 

we are in case 1, ݊ and ݊ must be integer, though the solution is a valid 
configuration, ݎ is equal to 0 (because it is the fractional part of an integer 
number) and the maximal amount, obtained counting simply the maximal 
amount of the deposits equal to b, is equal to  (b − k)݊ᇱ = 	 (b − k)݊, 

 that is the thesis. 
 

2. The maximal configuration has one deposit different from ܽ and ܾ. Let’s define ݊ and ݎ as in the proposition of Theorem 2, that is  ݊ = ݊)ݎ݈݂ ⋅ 	 (ିఓ)ି ) and ݎ = ݊ ⋅ 	 (ିఓ)ି − ݊. First we notice that, since by definition ݎ ݎ	+ = ݊ − ݊ −݊ is integer and 0 < ,ݎ ݎ < 1 (the left inequality because we’re in case 2, and 
the right inequality because they’re fractionary parts), we have that ݎ ݎ	+ = 1, 
i.e. ݎ = 1  . It now follows, simply substituting the values, that theݎ	−
configuration with ݊ deposits equal to ܽ, ݊ deposits equal to ܾ and one deposit 
equal to ݎܽ + ܾݎ = 	 (1 − ܽ(ݎ + ܾ is the Maximal Configuration, because ݊ݎ +	݊ + 	1 = ݊		and ݊ܽ +	ܾ݊ + (1 − ܽ(ݎ + ܾݎ = ݊ ⋅  The thesis .ߤ
follows from the fact that the Exceeding Amount of this configuration is equal 
to:  

 (b − k)nୠ + max	(0, (1 − ܽ(ݎ + ܾݎ − ݇), 
 
where the first term is given by the nୠ deposits equal to b and the last 

term from the deposit equal to (1 − ܽ(ݎ +  .ܾݎ

 

Proof of Proposition 1. 

Analogously to what we have done in the proof of Theorem 1, let’s show that, 
given an initial configuration  {ݖଵ, … ,  such that at least two of the measures are	}ݖ
different from both ܽ and ܾ, there is a configuration, with the same total value, such that 
the number of measures equals to ܽ or ܾ is strictly greater than their number in the 
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initial configuration, and such that the Exceeding Amount (E.A.) is greater or equal than 
the E.A. of the initial configuration. 

Without loss of generality, let ܽ < ଵݖ < ଶݖ < ܾ. Such measures exist by 
definition of the initial configuration. We differentiate two cases: 

ଵݖ (1 − ܽ ≤ ܾ −  ;ଶݖ
In this case, we define ݖଵᇱ = ܽ and ݖଶᇱ = ଶݖ + ଵݖ) − ܽ). Since we’re in 

case (1), by construction ݖଶᇱ ≤ ܾ and the configuration is a valid one. Moreover, 
the Exceeding Amount of the new configuration minus the E.A. of the initial one 
is equal to  (ݓ݁݊)ܣܧ − = (݈݀)ܣܧ (	max(ݖଶᇱ − ݇, 0) + max(ݖଵᇱ − ݇, 0)	) 	− (	max(ݖଶ − ݇, 0) −	max(ݖଵ − ݇, 0)	)	= (	max(ݖଶᇱ − ݇, 0) − max(ݖଶ − ݇, 0)	) 	− (	max(ݖଵ − ݇, 0) −	max(ݖଵᇱ , 0)	), 

 
which is  ≥ 0 because ݖଶᇱ − ଶݖ	 = ଵݖ − ଵᇱݖ	  and ݖଶᇱ ≥  ଵ, though theݖ

exceeding amount can only be greater (the E.A. gained from ݖଶᇱ  is greater or 
equal than the E.A. lost by ݖଵᇱ ).  

 
 

ଵݖ (2 − ܽ > ܾ −  ;ଶݖ
In this case, we define ݖଶᇱ = ܾ and ݖଵᇱ = 	 ଵݖ − (ܾ −  ଶ) and we proceedݖ

analogously.  

Iterating the process we find that, given any initial configuration, there is 
always a configuration with at most one measure different from both ܽ and ܾ and such 
that its Exceeding Amount is greater or equal than the E.A. of the initial configuration, 
i.e. the thesis. 

 

7.2 Computation of the indicator of perceived interconnection between 
banks  

Twitter data provide the possibility of mapping the perceived interconnections 
between banks. Similarly to market returns, Twitter provides information on the way 
attention on a particular bank co-moves with the attention on another one. Unlike 
market data, Twitter data are un-structured and somewhat qualitative data, that need to 
be translated in numeric values in order to calculate correlation matrices and similar 
measures. Of the possible approaches for the construction of an indicator of 
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interconnection38, in this paper we implement one based on the simultaneous occurrence 
of different banks in the same tweet. Every bank in any period of time (month) is 
characterised by a vector: ܤ = ൣ ܶ,ଵ, ܶ,ଶ … ܶ … ܶ,ேିଵ, ܶ,ே൧, 

where ܶ = ܶ, is the number of tweets on the nth bank, N is the total number 

of banks and ൣ ܶ,ଵ, … , ܶ,ே൧ are the numbers of tweets regarding the nth bank that 

contain reference to the banks 1 to N. The conditional probability for the ith bank of 
been referenced to in tweets regarding the nth bank is then defined as: 

ܲ, = ܶ,ܶ . 
ܲ = [ ܲ,ଵ, … , ܲ,ே] is used as a vector of weights for the computation of the 

interconnection index. The bank specific vector ܲ, omitting the nth element, is 
multiplied by the vector containing the standardized sentiment score for all banks 
different from the nth bank. The nth element is omitted because in the econometric 
analysis the sentiment score for the nth bank is analysed in a separate variable and thus 
the inclusion of the nth element in the following summation would produce a 
duplication. Formally, the interconnection index is defined as: ݔ݁݀݊ܫ_ܿݎ݁ݐ݊ܫ = 	  ܲ, ∗ ܵ∈ே	|		ஷ , 

where ܲ, is defined above and ܵ is the standardized sentiment score for bank 

i. The interconnection index is then employed as explanatory variable together with the 
sentiment score at a bank-period level. While the standardized sentiment score aims at 
capturing the general sentiment towards a single bank, the indicator of interconnection 
represents the sentiment on other banks weighted by the degree of perceived 
interconnection these other banks have with the bank under examination. 

                                                 
38 See, for instance, P. Cerchiello, P. Giudici, C. Nicola 2016, where the correlation between 
banks is derived from the correlation of Twitter-based time series of daily “mood-returns” (that 
weekly, but positively, correlate to the corresponding market returns). 
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7.3 Comparison of OLS, Fixed Effects and GMM estimators  

As a robustness check of the results, in this appendix we compare the GMM 
estimates with the OLS and the Fixed Effects estimates. While both the OLS and the 
Fixed Effects estimators are supposed to be biased due, respectively, to bank level fixed 
effect and to the lagged dependent variable (see subsection 5.1 for more details), the 
F.E. results for the exogenous variables weakly correlated with them – in particular, the 
significance for the Twitter-based variables – should be only partially affected by the 
choice of the estimation method. We compare the results for the three main social 
variables (sentiment score, contagion indicator and interaction between sentiment score 
and tier1 ratio) calculated using three different estimators: an OLS estimator, a F.E. 
estimator and our GMM estimator. As we can see on Table 7 below, the coefficients are 
pretty close and the high significance appears to hold throughout all the estimation 
methods. 
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Table 7: Comparison of OLS, Fixed Effects and GMM estimators 

 (1) (2) (3) 

Variables OLS Fixed Effects GMM 

    
L.ret_dep_gro_tot 0.142 -0.0168 0.0425 

 (0.0951) (0.0692) (0.0544) 
L.int_rat_spre 0.699* 1.732*** 2.204*** 

 (0.363) (0.520) (0.839) 
L.log_tot_asset -0.0995 2.655 0.0770 

 (0.131) (2.267) (0.205) 
L.t1ratio 0.149*** 0.297*** 0.183*** 

 (0.0316) (0.0807) (0.0492) 
L.roa 0.0239 0.0950 0.0777 

 (0.0509) (0.111) (0.0856) 
L.ci_rat 0.00299 0.000138 -0.00225 

 (0.00435) (0.00572) (0.00417) 
L.bad_loan_rat -0.354 -0.217 -0.358 

 (0.232) (0.459) (0.223) 
L.liq_asset 1.444 -0.298 1.803 

 (1.145) (6.080) (2.008) 
L.whs_fun -0.222 -1.701 -0.895 

 (0.678) (2.760) (0.922) 
sen_sco 1.767*** 1.868*** 2.003*** 

 (0.460) (0.546) (0.493) 
inter_ind 0.882*** 0.785** 1.047*** 

 (0.246) (0.309) (0.308) 
sen_sco*L.t1ratio -0.148*** -0.158*** -0.163*** 

 (0.0401) (0.0466) (0.0435) 
Constant -1.354 -31.43 -4.741* 

 (1.540) (22.01) (2.790) 
    

Observations 403 403 403 
R-squared 0.289 0.237  
Number of banks  31 31 
ar1   -3.537 
ar1 p value   0.000405 
ar2   -0.679 
ar2 p value   0.497 
hansen    7.992 
hansen p value   0.239 

Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Note: the meaning corresponding to the acronyms of variables is defined in Table 1. 
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