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THE CYCLICALITY OF THE INCOME ELASTICITY OF TRADE 
 

by Alessandro Borin*, Virginia Di Nino*§, Michele Mancini* and Massimo Sbracia* 
 

Abstract 

In the five years 2011-2015 global trade fell short of expectations to a much larger 
extent than global GDP. We show that two key features of real trade flows − their high 
volatility and their procyclicality − are the cause behind the cyclicality of the income 
elasticity of trade. This property implies that when real GDP growth is positive but below its 
long-run trend, then the income elasticity of trade is also below its own long-run trend. 
Therefore, when real GDP growth turns out to be weaker than expected, the forecast error on 
trade volumes is amplified by the fact that the income elasticity of trade also happens to be 
lower than predicted. We then analyze the implications of our findings for cross-country 
differences in the elasticity, the role played by long-run and cyclical factors in the weakness 
of trade in the aftermath of the Great Recession, and the accuracy of existing trade forecasts, 
which we significantly improve by exploiting real-time data on business conditions. 
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1 Introduction1

In 2011-2015, global trade has regularly disappointed expectations. Figure 1 shows,
for example, that while the International Monetary Fund (IMF) estimated world trade
volumes to grow at an annual average of 5.3%, their actual growth rate turned out
to be just 3.5% per year. World trade growth fell short of expectations in each year
of the quinquennium, by a size ranging from 0.9 percentage points in 2011 to almost
3 points in 2012.2 While this systematic forecast error has reflected, in part, lower-
than-expected real GDP growth, the economic and policy debate has focused on the
surprising fall of the income elasticity of trade – here defined as the ratio between
real import growth and real GDP growth ("income elasticity" hereafter).3 Income
elasticity has, in fact, decreased from a predicted level of 1.4 (a value close to its
historical average), to around 1.0, apparently accounting for almost two-thirds of the
forecast error.4

In this paper we put the income elasticity at the center stage, in order to stream-
line the mechanisms that explain the behavior, along the business cycle, of aggregate
trade flows compared to GDP. Although the income elasticity is not a parameter in
modern microfounded models of international trade, it is a key indicator usually mon-

1The views expressed in this paper are those of the authors and do not necessarily refl ect those
of the Bank of Italy. We thank George Alessandria, Lorenzo Caliendo, Pietro Catte, Ric-cardo
Cristadoro, Andrea Finicelli, Brent Neiman, Walter Steingress and seminar participants at the
Banque de France-ECB Workshop, the European Trade Study Group 2016 Conference and DEGIT
2016 Conference in Nottingham for many useful comments. E-mail: alessan-
dro.borin@bancaditalia.it, virginia.di_nino@ecb.europa.eu, michele.mancini@bancaditalia.it,
massimo.sbracia@bancaditalia.it.

2The IMF was not alone in overestimating world trade. The forecast errors made by other inter-
national financial institutions, such as the OECD and the WTO, were, in fact, of the same sign and
of similar magnitude.

3Throughout the paper we will focus only on the income elasticity of trade using the ratio, observed
in each year or quarter, between real import growth and real GDP growth. At the world level, focusing
on imports or exports is essentially the same thing, although, in practice, the two variables are never
completely identical, due to statistical discrepancies. In the period 1980-2015, for example, IMF data
report that the difference between the annual growth of real exports and that of real imports was
between −1.7 (in 1994) and 2.8 percentage points (in 1980), although it was on average nil over the
whole period. Similarly, in 2011-2015 the difference was in a range between −0.2 and 0.3 percentage
points and was on average nil in the quinquennium. At the country level, focusing on imports or
exports makes a more significant difference. Yet, using one or the other would leave the main results
of this paper unaltered, due to the strong correlation between their volumes, documented by Engel and
Wang (2011). Analogously, placing at the denominator the growth rate of domestic demand (instead
of GDP) provides very similar, albeit not identical, results.

4Real GDP growth fell short of expectations by an annual average of 0.5 percentage points in 2011-
2015. By using the elasticity of 1.4 implicit in the IMF forecasts, lower GDP growth then accounted
for 0.7 percentage points of the forecast error. Hence, the remaining 1.1 percentage points, i.e. over
60% of the forecast error, is accounted for by the decline of the income elasticity of trade.
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Figure 1: Forecast errors on the growth of world import and world GDP volumes (1)

(1) Percentage-point difference between the growth rate at year t as measured in the IMF WEO

(World Economic Outlook) published in October at year t+1 (actual data) and the growth rate at

year t as predicted in the IMF WEO published in October at year t-1 (forecast). This difference is

further decomposed into the part due to advanced economies ("advanced") and the part due to the

rest of the world ("emerging"). Source: our elaborations on IMF data.

itored in order to gauge how trade evolves relative to the rest of the economy. In
particular, in assessing the dynamics of the trade-to-GDP ratio, policy makers and
practitioners typically assume that changes in the income elasticity reflect structural
factors, such as changing trade barriers. Not surprisingly, similarly to what happened
during the so-called Great Trade Collapse of 2008-09, the recent dismal performance of
international trade has been attributed to various structural factors, such as a resur-
gence of protectionist measures, a shortening of global value chains, the weakness of
trade credit, or to possible composition effects, either geographic or sectoral.5

Recent studies have argued, for example, that the income elasticity can be larger
than 1 only to the extent that trade volumes grow faster that real GDP, as they do
when trade barriers decline. If, instead, trade volumes and real GDP grow at the
same speed, then the income elasticity should lie at the equilibrium level of 1. The
post-crisis reduction of the income elasticity is then interpreted as a return to its
equilibrium value, as the secular decline in tariff and non-tariff protectionist measures

5Most hypotheses about the causes of the Great Trade Collapse have been presented in Baldwin
(2009) and Baldwin and Evenett (2009); for other important contributions not included in those books,
see also Eaton, Kortum, Neiman and Romalis (2016) and the extensive literature surveyed therein.
Hoekman (2015) gathers several explanations for the post-crisis performance of trade; for other views,
see also Borin and Mancini (2015), IMF (2016) and IRC Trade Task Force (2016).
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and in transportation costs is gradually waning (see Gaulier, Mayer, Steingress and
Zignago, 2016).6

Our analysis suggests a new explanation, complementary to those that are based
on the role of trade barriers and other structural factors: we argue that the level of
the income elasticity is affected not only by a long-run trend, but also by business
cycle conditions. Specifically, we show that, even when trade volumes and GDP grow
at identical (and positive) rates in the long-run, in the short-run one should expect a
greater income elasticity when GDP growth is strong and a smaller income elasticity
when GDP growth is weak. This effect can cyclically bring the income elasticity above
and below 1, even in the absence of changes in trade barriers.

The cyclicality of the income elasticity, which emerges even if trade volumes
and real GDP increase at identical long-run rates, is the consequence of two standard
features of real trade flows (and, in particular, of imports), documented in the literature
on the international real business cycle and revisited in this paper. Namely, their high
volatility and their procyclicality.7

To provide a first intuitive example of why these two properties may push the
income elasticity above 1, suppose for a moment that the trend growth rates of GDP
and import volumes are both nil. If real import growth is more volatile than real GDP
growth, then when the latter is positive, the former is either positive and very high or
negative and very low. But the positive correlation between import and GDP volumes
suggests that the relevant case is the one in which the two growth rates have the same
sign. By the same token, when real GDP growth is negative, real import growth is also
negative and very low. Thus, at a positive (negative) real GDP growth corresponds a
positive (negative) and higher (lower) real import growth. In other words, the income
elasticity can settle at a value that is always greater than 1.

Now consider the more relevant case in which both GDP and import volumes have
a positive trend growth and let us provide an example in which the income elasticity can
not only be greater than 1, but also be affected by business conditions. To separate
the "pure trend effect" on the income elasticity related to declining trade barriers
(i.e. to imports growing faster than GDP), suppose that these trend growth rates are

6Note that our focus on the plain definition of the income elasticity (ratio between real import
growth and real GDP growth) distinguishes our analysis from other recent contributions (such as
Gaulier, Mayer, Steingress and Zignago, 2016, or Bussière, Callegari, Ghironi, Sestieri and Yamano,
2013), which aim, instead, at evaluating how demand affect trade and how these effects should be
captured by using alternative measures of the elasticity.

7Because the volumes of trade flows and GDP increase over time, the international real business
cycle literature consider HP filtered series. As the focus of our paper is the income elasticity, which is
a ratio between growth rates, our empirical analysis will tackle the time trend by focusing on growth
rates, complementing that literature. Thus, in particular, by high volatility of imports we mean that
the standard deviation of real import growth is higher than that of real GDP growth. Similarly, with
procyclicality we refer to the positive contemporaneous correlation of real import growth with the
business cycle (as measured by the growth rate of real GDP or of real investment).
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identical, say set at 3%. In addition, to build a simple intuition about the reasons why
the income elasticity is affected by the business cycle, let us also focus only on positive
growth rates. As real import growth is more volatile than and positively correlated
with real GDP growth, when the latter is above its average (say 4%), the former is even
higher (say 5%); when real GDP growth is instead low (say 2%), real import growth
is even lower (say 1%). The income elasticity is then greater than 1 when real GDP
growth is high, and smaller than 1 when real GDP growth is low (respectively 5/4 and
1/2 in our simple example). Thus, in this example the income elasticity is procyclical.

While this intuitive example works well in a neighborhood of the trend growth
rate of real imports and real GDP (provided that real GDP growth is not zero, a
value at which the elasticity is not defined), in the whole domain of these variables the
relationship between the income elasticity and the business cycle is more complex and
necessitates a full-fledged model to be illustrated. Procyclicality, for example, does not
hold across the full spectrum of growth rates. Yet, two results keep standing out also
in the more general case: (1) business cycle conditions affect the level of the income
elasticity; (2) high volatility and positive correlation of imports with GDP will, in
particular, cyclically bring the elasticity to levels above its long-run trend.

To develop our argument, we proceed in three steps. In the first step, we consider
a sample of 161 advanced and emerging economies and, using annual data from 1970
to 2015, we describe two sets of stylized facts. The former set includes the facts that
we intend to explain; namely: the income elasticity is on average greater than 1 and
positively correlated with the business cycle. While the fact that the income elasticity
tends to be greater than 1 confirms the findings of previous literature (which we review
in the next section), its positive correlation with the business cycle is for the first
time documented in this paper. The latter set describes two standard features of open
economies that are key to explain the former set: the growth rate of real imports is
more volatile than that of real GDP and is positively correlated with the business cycle.

In the second step, we consider a simple theoretical model of international trade,
based on Bems, Johnson and Yi (2013), with the purpose of deriving the main empirical
implications about the level and cyclical properties of the income elasticity. We start
by showing that, in the standard case in which all goods are tradeable (one-sector
model), the income elasticity is not affected by the business cycle. In this context, it
is greater (smaller) than 1 if and only if trade barriers decrease (increase), otherwise it
is equal to 1. We then consider tradeable and non-tradeable goods (two-sector model)
and assume, consistently with the facts discussed above, that the former are more
volatile than, and correlated with, the latter. We prove two main results. First, if the
trend growth rates of the volumes of tradeable and non-tradeable goods are nil, then
the income elasticity is persistently greater than 1, even in the absence of a decline in
trade barriers. Second, if tradeables and non-tradeables have instead a positive trend
growth, then the income elasticity is affected by the cycle. In particular, the income
elasticity is procyclical for both positive and negative growth rates of real GDP, even
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though not across the whole spectrum of growth rates, as it is not defined when real
GDP growth is zero, while in the neighborhood of zero it approaches infinity.

In the last step, we analyze three main implications of the model, concerning:
(i) the values taken by the income elasticity in the cross-section of countries; (ii)
the behavior of the income elasticity of world trade over time; (iii) the accuracy of
the forecasts about world trade growth. In particular, we first explain how the high
volatility and procyclicality of real trade flows, together with the size of the non-
tradeable-goods sector, contribute to determine cross-country differences in the income
elasticity of trade. We then argue that failing to recognize the cyclicality of the income
elasticity implies understating the role of the business cycle; by taking it into account,
instead, we find that cyclical forces have given the main contribution to the unexpected
weakness of trade in 2011-2015. We finally show that existing trade forecasts do not
account for the cyclicality and, then, that their accuracy can be significantly improved
by exploiting real-time data on business conditions.

The rest of the paper is organized as follows. Section 2 briefly reviews the litera-
ture. Section 3 presents the main stylized facts. Section 4 analyzes a simple theoretical
framework. Section 5 discusses the implications of the model. Section 6 summarizes
the main conclusions and offers some suggestions for future research.

2 Related literature

The study of the elasticities of trade to either prices or income has a long tradition in
international economics, the classic example being the Marshall-Lerner condition. The
existing literature, however, has focused exclusively on the level of the elasticities, while
their business cycle properties have been generally overlooked. In a pioneering paper,
for example, Houthakker and Magee (1969) estimated the value of the income elasticity
of imports and exports for a number of economies, with the purpose of analyzing their
differences across countries – a possible source of balance-of-payments problems in old-
Keynesian approaches. Their empirical analysis documented that the income elasticity
of imports was larger than 1 for essentially all the countries included in their sample,
although with relevant cross-country differences.8

Previous studies have also analyzed the behavior of the income elasticity across
very long time spans, relating them to the evolution of trade barriers, as reflected in
changes either in tariff and non-tariff policies or in transportation costs. Irwin (2002),
in particular, analyzed the income elasticity for the world economy since 1870, distin-
guishing three main phases: (i) in the pre-World War I era (1870-1913), characterized
by very stable tariff rates (which were also very low in Western Europe), the elasticity

8Another classical reference is Hooper, Johnson and Marquez (2000), who updated Houthakker
and Magee (1969) and provided an extensive analysis of income as well as price elasticities of imports
and exports for the G-7 countries, using data from the mid-1950 to the mid-1990s.
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tended to lie around 1; (ii) in the interwar era (1920-1938), the rise of protectionism
and the introduction of foreign exchange restrictions brought the elasticity down, to
levels close to zero; (iii) in the post-World War II era (1950-2000), when the GATT
and the WTO encouraged a sustained reduction in trade barriers, the elasticity rose
well above 1. Interestingly, a study by the World Bank (1987) with data going back to
1720 finds that the period in which the income elasticity reached its peak was between
1820 to 1870, when a sharp fall of freight costs occurred, favored by a wide diffusion
of railways and steamships as well as by the wave of trade liberalizations that followed
the Napoleonic wars. Our paper departs from these studies by analyzing the income
elasticity at both the low and the business cycle frequencies.

Another strand of the literature related to our paper includes the studies focusing
on the international real business cycle. The classic paper by Backus, Kehoe and
Kydland (1995) documented the high volatility of imports (and exports) relative to
that of GDP. Heathcote and Perri (2002) add to that finding the sharp procyclicality
of trade flows. The paper that is closest to our own, however, is Engel andWang (2011),
in which the high volatility and the procyclicality of imports and exports (and their
positive correlation) gain the spotlight. Their paper builds a model of international
real business cycle that reproduces these features of the data, by introducing two
different stochastic processes that generate technology shocks: a high-volatility process
for durable consumption goods (which are assumed to be tradeable) and a low-volatility
process for non-durable consumption goods (non-tradeable). It then simulates the
model and analyzes its implications for the price elasticity of trade. Our approach
is quite similar, as it assumes shocks with different volatility affecting tradeable and
non-tradeable goods, but we build a much simpler model with the purpose of deriving
an analytical expression for the income elasticity of trade.9

Our paper also contributes to the debate concerning the weakness of trade that
first emerged during the global crisis of 2008-09 and then persisted during the subse-
quent economic recovery. Within this very extensive literature (briefly recalled in the
previous section), the contributions that are most closely related to our own are those
of Bems, Johnson and Yi (2013) and Eaton, Kortum, Neiman and Romalis (2016). The
former work (from which we borrow the theoretical framework) relates the sharp fall of
trade relative to GDP in 2008-09 to the composition of expenditure and, in particular,
to the fact that the global recession saw an especially large decline in the production
of highly-traded durable goods as opposed to that of lowly-traded services. The lat-
ter study builds an extremely rich framework by embedding a multi-sectoral general
equilibrium model of trade into a multi-country real business cycle model. Their quan-

9The high volatility and procyclicality of trade flows could be generated not only by the different
volatility of the processes generating durables and non-durables, as in Engel and Wang (2011), but also
by inventory adjustment, as in Alessandria, Kaboski and Midrigan (2015), or simply by consumption
smoothing, as trade is less intensive than GDP in consumption goods. In our paper, however, we
focus only on the consequences of these two features, irrespectively of their underlying causes.
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tification shows that a shock hitting efficiency in the durable-goods sector provided
the major contribution to the fall of trade relative to GDP recorded in 2008-09. Our
paper suggests that the same mechanisms are more generally at work also outside the
single episode of the global recession. In other words, the higher volatility and the
procyclicality of trade flows normally determine an income elasticity that varies along
the business cycle. This cyclical component adds to the trend component, which is
instead determined by changes in trade policies and transportation costs that occur at
lower frequencies.

The different cyclical behavior of the various components of aggregate demand,
together with their different import content, is also central to the analysis of Bussière,
Callegari, Ghironi, Sestieri and Yamano (2013). These authors note that investment
and exports, which are more procyclical, have a higher import content than consump-
tion and government spending, which are less procyclical. As a result, by focusing on
the Great Trade Collapse, these authors show that trade tends to fall more that GDP
during recessions, a result which corresponds to a larger-than-unity income elasticity.
In this paper we expand over this idea by showing that the different cyclicality of GDP
and imports imply a cyclicality of the income elasticity. This is such that trade not only
falls more than GDP during recessions, but increases more than GDP during strong
expansions and increases less than GDP during weak expansions.

Our paper is also related to the empirical literature that uses Error Correction
Models (ECMs) in order to estimate a long-run and a short-run income elasticity. In
the context of international trade, however, ECMs are affected by two main problems.
The first is that these models assume a stable long-run relationship between income
and trade flows, whereas changing trade barriers would instead imply a time-varying
long-run relationship. For this reason, recent papers such as Constantinescu, Mattoo
and Ruta (2015) estimate ECMs over rolling 10-year windows. This solution partially
addresses the problem affecting the long-run income elasticity, which, in facts, turns
out to be similar to the trend elasticity that we derive from our model. It does not ad-
dresses, however, the second problem, which is the assumption of a constant short-run
impact of income on trade flows. Our analysis shows, in fact, that the contemporaneous
response of imports to income is cyclical — a result that cannot emerge by estimating a
short-run elasticity over a 10-year rolling windows, a time-span during which cyclical
effects are net out.

Finally, our analysis contributes to reconcile the findings of the recent literature,
which documents the decline of the income elasticity in the current weak conjuncture,
with those of Freund (2009), who instead shows that the income elasticity tends to be
high in global downturns. Our results, in fact, demonstrate the non-linearity of the
response of trade to GDP. In particular, income elasticity is high for large negative
cyclical shocks, such as those that take place during strong recessions, as well as for
positive shocks, and it is instead low for small negative shocks, such as when GDP
growth is weak, but still positive.
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3 Stylized facts

In this section we use annual data from the IMF in period 1970-2015, in order to docu-
ment both the facts that we intend to explain and those that will serve as assumptions
for the theoretical model.10 We focus on two different groups of countries. One is
the full sample of 161 advanced, emerging and developing economies, and includes
annual data on GDP, investment and trade flows (all at constant prices). The other
is a restricted sample of 35 OECD countries, for which available data on volumes are
considered to be of better quality and for which we have performed robustness tests
using, in addition to annual data, also quarterly data (until the fourth quarter of 2015).

We stress that the results presented in this section are extremely robust to the
choice of the data source, the sample of countries, the time period, and the method
used to retrieve volumes from values. Results are, in fact, confirmed using data from
the World Bank for 148 countries starting in 1960 (World Bank, 2016) and data from
the Penn World Table for 167 countries, which go back to 1950 and consider volumes
evaluated at 2005 Geary-Khamis dollars (Feenstra, Inklaar and Timmer, 2015).11

3.1 Properties of the income elasticity

The income elasticity of trade is computed, for each country and year, as the ratio
between the growth rates of import and GDP volumes. It is important to recall that
the elasticity is not defined when the denominator is zero. Although real GDP growth
is never exactly equal to zero, at the country level it is relatively close to this value in
some years. The extreme values that the elasticity takes in those cases would strongly
distort summary statistics. For example, in our sample the elasticity is between −10
and 10 for more than 90% of the observations. Yet, there are a few observations in
which the elasticity is above 1, 000 (or below −1, 000) which would completely distort
standard descriptive statistics, such as the mean and the linear correlation. For this
reason, we will focus on robust statistics, such as the median and the rank correlation.12

Table 1 reports the median values of the income elasticity for the restricted sample
of OECD countries (first column). The elasticity is larger than 1 for all the countries

10We use data from the April 2016 release of the World Economic Outlook (WEO), which go back
to 1980 and which we extend back to 1970 using an older release of the WEO (May 2003).

11Versions of the tables 1 and 2 presented in this section and obtained using these two alternative
data sources are available from the authors upon request.

12As an alternative, we also consider standard statistics after cleaning the dataset for the presence
of outliers. An important consequence of the presence of large outliers is that the positive correlation
between the income elasticity and the business cycle that we find using robust statistics does not
emerge as neatly when one focuses only on Pearson’s standard linear correlation. This is probably
the reason why, despite the long tradition of studies on the income elasticity of trade, its relationship
with the business cycle has been overlooked in the previous literature.
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and its cross-country average is 2.1, the same value as the cross-country median.13

We obtain very similar statistics by using other methods to deal with the outliers.
In particular, we find a cross-country average elasticity close to 2 also if we restrict
the analysis to the income elasticities computed only when the growth rate of GDP is
outside the interval [−0.5, 0.5] as well as if we exclude the observations for which the
absolute value of the income elasticity is larger than 10.

The statistics concerning the full sample are consistent with these findings, al-
though elasticities turn out to be somewhat lower – an issue on which we return in
Section 5. The average of the median elasticities across all countries is 1.5 (just like the
cross-country median) and over 70% of the economies show a median income elasticity
above 1. In addition, different methods for dealing with the outliers provide similar
results.

We now turn to the relationship between the income elasticity and the business
cycle. This question entails an additional problem, besides that of dealing with the
outliers, which is the identification of an appropriate cyclical indicator. The growth rate
of GDP is, in fact, the denominator of the elasticity and, therefore, its increase entails,
ceteris paribus, a decrease of the elasticity, inducing a negative correlation. In principle,
one would like to analyze the cyclicality by considering the correlation of the elasticity
with the technology or demand shocks that drive the business cycle. Alternatively,
one can resort to the variables that are known to be mostly affected by these shocks.
The sharp procyclicality of import volumes unveiled in the international business cycle
literature, for example, suggests that imports themselves are a candidate variable to
represent the cycle. By calculating the correlation between the income elasticity and
the growth rate of real imports, however, we would face the opposite problem: the
latter is the numerator of the income elasticity and its increase determines, ceteris
paribus, an increase in the elasticity, inducing a positive correlation. For this reason,
we use the growth rate of real investment as the main cyclical indicator.

Table 1 reports, for the restricted sample of OECD countries, the correlation of
the income elasticity with the growth rate of real GDP, investment and imports, as
measured by Spearman’s rank correlation, a robust statistics (second to fourth column).
The correlation with the growth rate of GDP is, not surprisingly, negative for half of
the countries. At the other extreme there is the correlation with the growth rate of real
imports, which is positive for all the countries. The correlation with the growth rate
of real investment, which is unaffected by the problems discussed above, is positive for
80% of the countries, with an average level of about 20%.

Analogously, for the full sample the correlation with the growth rate of real
investment is 22% and is positive for 84% of the countries. The latter is an intermediate
value between the 61% of countries that have a positive correlation with the growth
rate of real GDP and the 98% of countries that have a positive correlation with the

13To be precise, the reported values are the average of the country medians and the median of the
country medians.
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Table 1: Income elasticity: main facts

OECD countries: Median GDP Investment Imports

Australia 2.5 8.1 35.6 69.5

Austria 2.2 -21.5 8.5 55.9

Belgium 2.5 -23.6 -5.3 23.0

Canada 2.2 -15.6 0.0 35.9

Chile 2.1 -7.0 14.2 35.2

Czech Republic 2.4 29.6 27.5 56.4

Denmark 1.7 35.8 30.7 68.2

Estonia 2.0 -1.9 5.0 37.7

Finland 1.7 32.2 14.1 58.2

France 2.7 -24.2 -6.3 22.9

Germany 2.2 -0.6 9.2 46.2

Greece 1.7 21.6 47.2 49.3

Hungary 2.3 27.9 42.4 60.6

Iceland 1.8 -0.5 42.1 42.9

Ireland 1.7 5.9 16.1 50.2

Israel 1.2 30.9 47.3 78.8

Italy 2.9 9.2 12.9 47.3

Japan 2.2 9.6 6.6 43.4

Korea 1.6 -0.9 13.0 63.2

Latvia 1.4 19.7 57.8 19.2

Luxembourg 1.5 -4.3 14.4 33.6

Mexico 3.1 -4.4 9.7 34.5

Netherlands 2.0 -9.0 5.9 36.2

New Zealand 1.9 1.7 27.5 60.6

Norway 1.6 -36.6 27.2 51.7

Poland 2.0 35.4 49.3 51.5

Portugal 2.7 2.9 21.8 45.5

Slovak Republic 2.3 -51.7 -0.7 30.7

Slovenia 2.2 5.5 15.9 64.0

Spain 3.0 -11.9 -2.7 29.6

Sweden 1.8 15.0 34.1 39.8

Switzerland 2.0 -12.6 -0.4 49.5

Turkey 2.2 16.3 28.0 59.0

United Kingdom 2.2 -42.7 -14.8 32.9

United States 2.1 10.2 13.8 52.8

Summary statistics: OECD countries
Mean 2.1 1.4 18.5 46.7
Median 2.1 1.7 14.2 47.3
Min 1.2 -51.7 -14.8 19.2
Max 3.1 35.8 57.8 78.8
% >0 100 51 80 100
% >1 100 - - -
Summary statistics: full sample (161 countries)
Mean 1.5 4.6 20.3 53.9
Median 1.5 5.6 21.8 55.6
Min -0.3 -57.1 -71.4 -7.5
Max 3.5 61.5 66.7 97.3
% >0 99 61 84 98
% >1 74 - - -

Correlation with the growth rate of:

Source: authors’ calculations on IMF annual data from 1970 to 2015.

14



growth rate of real imports.

3.2 Some features of open economies

Table 2 describes some standard characteristics of import flows, unveiled by the lit-
erature on the international business cycle, which are confirmed in our sample. For
the restricted sample of OECD countries the growth rate of real imports is, in the
cross-country average, 3 times more volatile than that of real GDP (first column). The
higher volatility of imports holds for about 90% the countries in our sample. Real
imports have a volatility broadly comparable to that of real investment: the standard
deviation of the latter (second column) is, in the cross-country average, 2.6 times higher
than that of GDP (third column).

If we turn to the full sample we find that the growth rate of real imports is, in
the cross-country average, 3.6 times more volatile than that of real GDP, while real
investment are 4.3 times more volatile. For more than 90% of the countries real imports
are more volatile than real GDP, about the same percentage as for real investment.

The second half of Table 2 focuses on the correlations that, consistently with those
of Table 1, are still computed referring to the growth rates of the relevant variables.
As the presence of outliers is minimal for growth rates (as opposed to elasticities), we
report both the linear and the rank correlation (measured, respectively, by Pearson’s
and Spearman’s coefficients).

For the OECD countries, the correlation between the volumes of imports and
GDP is equal to over 60% in the cross-country average (fourth and fifth column of Table
2), slightly lower than the correlation between investment and GDP (over 70%; sixth
and seventh column). The correlation between the volumes of imports and GDP is,
in particular, positive for essentially all countries (97% when measured by the Pearson
coefficient and 100% when measured by the Spearman coefficient), similarly to what
is observed for the correlation between investment and GDP volumes. Table 2 also
reports, for completeness, the linear and rank correlation between real imports and
real investment, which are close to 70% for the average of OECD countries and are
positive for virtually all of them (last two columns).

The full sample shows that the correlation between the volumes of imports and
GDP is equal to over 40% for the cross-country median (with both Pearson’s and
Spearman’s coefficients), somewhat lower than the over 50% recorded for the correlation
between investment and GDP volumes (again with both measures). The former is,
however, positive for about 90% of the countries in the sample.
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Table 2: Features of import, investment and GDP volumes

OECD countries: Imports Investment lin. rank lin. rank lin. rank

Australia 4.9 3.8 0.02 62.7 57.1 79.4 76.6 78.2 73.2

Austria 3.3 2.5 0.02 62.9 52.1 51.9 57.8 62.0 50.4

Belgium 2.8 3.8 0.01 85.2 80.4 74.1 71.6 69.4 69.8

Canada 3.1 2.7 0.02 80.1 73.7 76.7 64.6 69.9 57.9

Chile 0.9 1.0 0.16 29.3 81.9 55.9 70.7 78.5 78.0

Czech Republic 2.5 2.0 0.03 78.8 81.1 88.6 90.2 68.3 69.5

Denmark 2.6 3.6 0.02 76.7 62.9 82.3 78.6 69.1 63.4

Estonia 2.2 2.7 0.06 78.2 67.0 84.3 75.9 81.1 72.0

Finland 2.0 2.7 0.03 83.6 76.0 64.4 74.6 66.6 72.2

France 1.3 1.9 0.04 56.7 72.8 96.8 81.0 63.8 76.3

Germany 0.6 1.2 0.08 17.8 72.5 97.4 86.6 32.0 70.3

Greece 2.3 3.1 0.04 67.7 60.0 85.7 82.5 73.1 74.0

Hungary 2.6 1.9 0.03 60.2 57.9 66.2 64.7 60.0 61.5

Iceland 3.3 4.8 0.03 60.3 58.8 63.6 58.1 90.1 90.6

Ireland 1.8 2.7 0.04 78.7 80.8 79.9 81.2 66.7 69.0

Israel 3.1 4.3 0.02 65.7 71.1 52.2 66.2 62.1 68.7

Italy 3.3 2.4 0.02 82.0 79.8 85.6 80.0 79.5 66.8

Japan 2.9 1.9 0.03 65.4 50.6 90.3 82.2 71.9 61.7

Korea 2.3 1.8 0.06 84.0 70.4 82.3 83.6 82.1 71.3

Latvia 2.2 2.8 0.07 28.2 22.0 70.9 50.5 50.8 54.7

Luxembourg 1.7 3.3 0.03 65.1 62.9 53.1 46.6 42.3 44.1

Mexico 0.2 0.1 0.90 76.3 79.6 89.1 85.5 87.4 81.3

Netherlands 2.2 2.6 0.02 77.4 72.9 74.3 65.2 67.2 63.4

New Zealand 3.3 3.8 0.02 63.1 59.8 78.9 81.2 73.5 68.6

Norway 2.8 3.6 0.02 55.4 48.1 41.2 40.8 59.1 61.6

Poland 20.1 2.0 0.04 -65.9 14.7 73.5 78.9 -23.9 29.2

Portugal 2.9 3.0 0.03 83.4 80.2 87.0 90.3 84.7 83.2

Slovak Republic 2.7 3.3 0.03 66.1 53.1 60.7 47.5 69.7 67.8

Slovenia 2.4 2.9 0.03 87.5 69.6 84.3 73.8 78.4 68.5

Spain 3.6 3.0 0.02 85.1 81.1 92.5 90.8 88.2 81.6

Sweden 2.5 2.6 0.02 59.7 54.6 71.9 64.2 74.5 70.1

Switzerland 2.9 2.3 0.02 55.4 61.9 78.6 78.0 50.5 54.6

Turkey 3.7 3.1 0.04 78.4 75.5 88.8 85.6 74.7 73.4

United Kingdom 0.6 1.7 0.08 48.5 59.0 97.6 57.8 54.3 61.2

United States 1.4 1.6 0.05 37.3 78.2 91.0 89.1 62.5 75.0
Summary statistics: OECD countries
Mean 3.0 2.6 0.06 62.2 65.1 76.9 72.9 66.2 67.3
Median 2.6 2.7 0.03 65.7 69.6 79.4 76.6 69.4 69.0
Min 0.2 0.1 0.01 -65.9 14.7 41.2 40.8 -23.9 29.2
Max 20.1 4.8 0.90 87.5 81.9 97.6 90.8 90.1 90.6
% >0 100 100 100 97 100 100 100 97 100
% >1 89 94 - - - - - - -
Summary statistics: full sample (161 countries)
Mean 3.6 4.3 0.09 42.7 44.1 53.0 52.5 54.3 53.7
Median 2.9 3.3 0.05 42.2 43.3 58.9 55.9 61.6 57.9
Min 0.1 0.1 0.01 -65.9 -47.8 -33.1 -18.7 -79.0 -60.0
Max 20.1 51.4 1.33 97.7 92.7 99.2 95.5 93.8 93.8
% >0 100 100 100 89 96 93 97 97 98
% >1 90 92 - - - - - - -

Imports-GDP Investment-GDP Imports-Investment

Correlations:
Standard deviation

relative to that of GDP
Standard
deviation

of GDP

Source: authors’ calculationson I annual data from 1970 to 2015.
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4 A simple theoretical framework

In this section, we present two variants of a simple theoretical model, based on Bems,
Johnson and Yi (2013). We first consider a one-sector model in which all goods are
tradeables. In this model, a prototype for traditional studies on international trade,
the value of the income elasticity can differ from 1 only to the extent that the trade-
to-income ratio grows or falls, for example as a result of decreasing or increasing trade
barriers. We then extend the previous model to include the non-tradeable-goods sector.
This extensions shows that the higher volatility of imports with respect to GDP and
their procyclicality cause the income elasticity to be higher than 1 even in the absence
of any long-run trend in trade flows and income (and, therefore, in the trade-to-income
ratio). Moreover, if trade flows and income have a positive long-run trend – and
irrespectively of whether this trend is common or not (i.e. irrespectively of any trend
in the trade-to-income ratio) – then the value taken by the income elasticity depends
on business cycle conditions.

4.1 One-sector model

Let us assume that the volume of goods imported from the source country i by the
destination country n at time t, min,t, takes the CES form:

min,t =
τ in,t · pi,t
Pn,t

−σ
Dn,t , (1)

where τ in,t ≥ 1 is the iceberg cost of delivering one unit of good from country i to
country n at time t, pi,t is the factory-gate price of the goods produced in country
i at time t, Pn,t is the aggregate price level of country n, Dn,t is the real aggregate
expenditure of country n, and σ > 0 is the elasticity of substitution between different
goods. We assume that trade is balanced, so that income and expenditure coincide
and there are no transfers between countries. By taking log-variations, equation (1)
becomes:

m̂in,t = −σ · τ̂ in,t − σ · p̂i,t − P̂n,t + D̂n,t . (2)

The income elasticity of country n at time t, ηn,t, is defined as the ratio between
the percentage change of its imports and the percentage change of its aggregate income.
Using a log approximation, we can write:

ηn,t ≡
m̂in,t

D̂n,t

= 1− σ
τ̂ in,t

D̂n,t

− σ
p̂i,t − P̂n,t
D̂n,t

, for D̂n,t 	= 0 , (3)

where the condition D̂n,t 	= 0 grants that the elasticity exists and is finite.
Equation (3) provides two interesting insights about the income elasticity. First,

it shows that, in a steady state in which trade barriers and relative prices are constant,

17



the income elasticity is equal to 1: in other words, changes in aggregate income always
translate into proportional changes in imports. Second, although the level of trade
barriers does not affect the trade elasticity, changes in trade barriers do. Thus, by
ignoring all the short run fluctuations of relative prices (i.e. p̂i,t = P̂n,t) and by assuming
a positive trend for the aggregate income (D̂n,t > 0), equation (3) shows that a trade
liberalization and/or a decline in transportation costs (τ̂ in,t < 0) will add a positive
wedge to the income elasticity (−στ̂ in,t/D̂n,t > 0). Clearly, this positive effect fades
out when the liberalization process stalls and turns negative in the case, for example,
of a resurgence of trade protectionism.

4.2 Two-sector model

Absent changes in trade costs and relative prices, the one-sector model returns a uni-
tary income elasticity, because changes in aggregate demand translate one-to-one into
changes in imports. Key to this result is the fact that the composition of income does
not matter. In reality, however, the composition of income differs from the composition
of imports in one important respect: trade flows are much more intensive in manufac-
turing goods (from the point of view of the supply composition) and capital goods
(demand composition).14 As the output of manufacturing goods and capital goods is,
in turn, much more volatile than the output of non-manufacturing goods and consump-
tion goods, it turns out that imports are more volatile than GDP, as documented in
the previous section.

In order to assess how the different composition of trade flows and GDP affect
the income elasticity, the benchmark one-sector model is then extended to incorporate
also the non-tradeable goods sector, with preferences across goods taking a nested CES
form. We assume that the goods of sector M are tradeable and those of sector S are
non-tradeable and, for the sake of simplicity, we refer to the former as manufacturing
goods and to the latter as services.

As in Bems, Johnson and Yi (2013), for each sector j ∈ {M,S} of country n, the
demand for domestic and foreign goods, dnn,t(j) and din,t(j), are aggregated to form a
composite sector-level good, denoted by dn,t(j). These sector-level goods dn,t(M) and
dn,t(S), in turn, can be further aggregated into a composite final good, denoted by
Dn,t.

We focus only on the effects of the different demand composition by making two
additional simplifying assumptions: (i) within each sector, changes in demand across
domestic and foreign varieties are symmetric (i.e. d̂nn,t(j) = d̂in,t(j)); (ii) trade costs
and relative prices are constant.

14See Eaton and Kortum (2001), Levchenko, Lewis and Tesar (2010), Engel and Wang (2011),
Bussière, Callegari, Ghironi, Sestieri and Yamano (2013), and Constantinescu, Mattoo and Ruta
(2015).
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In this framework, the income elasticity of country n becomes:

ηn,t ≡
d̂n,t(M)

D̂n,t

=
d̂n,t(M)

ωn,t(M) · d̂n,t(M) + ωn,t(S) · d̂n,t(S)
, for D̂n,t 	= 0 , (4)

where d̂n,t(j) is the log-change of the demand for the goods of sector j for country n
at time t, ωn,t(j) ∈ [0, 1] is the weight of sector j on the total expenditure of country
n at time t (where ωn,t(M) = 1− ωn,t(S)).

Equation (4) shows that, in general, the income elasticity is no longer equal to 1,
unless manufacturing goods and services change in exactly the same way at any time t.
We now use this equation to analyze what happens to the income elasticity, when we
add in specific hypotheses about the procyclicality, the volatility and the trend growth
rates of the volumes of manufacturing goods and services.

Let us start from assuming that there is no long-run trend in the growth of
manufacturing goods and services and that the two sectors differ only in the volatility
of their output, which is higher for the former sector. In addition, to keep things
as simple as possible, we assume that shocks are perfectly correlated across the two
sectors. Hence, if we let εt be the shock hitting the economy at time t, we assume that:

d̂n,t(M) = β · εt
d̂n,t(S) = εt

,

where β ≥ 1 reflects the higher volatility of the demand for tradeable goods. The
income elasticity then becomes:

ηn,t =
β

β − ωn,t(S) · (β − 1) , for εt 	= 0 , (5)

where the condition εt 	= 0 is necessary to ensure that income growth is not nil and
that the elasticity is properly defined.

Despite its simplicity, equation (5) yields three important implications. First,
it shows that the income elasticity depends not only on the trend growth of imports
relative to GDP, but also on the relative volatility of these two variables. In particular,
if output in the manufacturing sector is more volatile than output in the services sector
(which implies that imports are more volatile than GDP), then the income elasticity is
greater than 1 (i.e. ηn,t > 1⇔ β > 1). Second, the larger is the difference in volatility
between the two sectors, the higher is the elasticity (i.e. ηn,t is increasing in β). Third,
a larger share of non-tradeables in final demand yields a larger income elasticity (i.e.
ηn,t increasing in ωn,t(S)).

The intuition behind the last result is that the dynamics of imports and income
differ along the business cycle because of the presence of low-volatility non-tradeable
goods. If imports and income, instead, converge – for example because the weight of
tradeable goods tends to 1 or because its volatility tends to that of services – then the
elasticity returns to 1. Notice, in fact, that the income elasticity is 1 when there are

19



no services (ωn,t(S) = 0 and ωn,t(M) = 1, assumptions that bring the model back to
one-sector) or when manufacturing goods and services have the same volatility (β = 1).

We now introduce a long-run trend growth for the two sectors and, for the sake of
simplicity, we assume that this is the same for both sectors, so that the trade-to-income
ratio is stable over time. Hence, we set:

d̂n,t(M) = g + β · εt
d̂n,t(S) = g + εt

,

where g ≥ 0 is the long-run trend growth.
Under these assumptions the elasticity becomes:

ηn,t =
g + β · εt

g + [β − ωn,t(S) · (β − 1)] · εt , for εt 	= ε̄t , (6)

where ε̄t = −g/ [β − ωn,t(S) · (β − 1)].
The north-west panel of Figure 2 shows the behavior of ηn,t from equation (6)

as a function of εt, for g = 2% and g = 4% and with β = 2. The most important
finding is that ηn,t now depends on εt. For εt = ε̄t the elasticity is not defined and, in
a neighborhood of this value, it takes very high values (for εt < ε̄t) or very low values
(for εt > ε̄t). Notice that the elasticity is procyclical both in (−∞, ε̄t) and in (ε̄t,+∞),
as it is increasing in εt in those two intervals, but it is not procyclical across the whole
domain of the cyclical shock. Similarly, notice that the elasticity is greater than 1 over
almost the entire domain of the cyclical shock, except that in the right neighborhood
of ε̄t (that is for εt ∈ (ε̄t, 0]). At εt = 0, in particular, the elasticity is equal to one;
more precisely, absent the cyclical shock the elasticity only depends on the relative
trend growth of manufacturing and services, which we have assumed to be equal to 1.

It is worth examining the north-west panel of Figure 2 also to understand, in
light of equations (5) and (6), what happens when the common trend growth rate of
manufacturing and services converges to zero. As g goes to zero, the two branches of the
hyperbole get closer, the vertical asymptote eventually wanes and the function becomes
an horizontal line, set at the value given by equation (5). In other words, absent the
trend in the volumes of manufacturing and services, the cyclicality disappears and the
elasticity stabilizes at a constant level, which is larger than 1. Thus, the presence of a
positive trend growth in volumes is necessary for the cyclicality of the elasticity, just
like the procyclicality of imports and their high volatility.

The north-east panel of Figure 2 zooms on values of the cyclical shock larger that
−2%. This is a realistic lower bound for the world economy: the lowest value in our
sample for world GDP growth is, in fact, −1%. In this branch of the hyperbole, to
higher values of εt, which determine higher GDP growth, correspond greater values of
the income elasticity. In other words, ηn,t tends to be procyclical.

Figure 2 provides also a first visual comparison between the implications of the
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Figure 2: Income elasticity and cyclical shocks: the model and the data (1)

(1) The north-west and north-east panel show the values of η n,t (vertical axes) from equation (6),
for different values of εt (horizontal axes), for g =2%(red line) and g =4%(blue line), with

=2. The south-west (south-east) panel shows, for the U.S. (world economy),

model (that are in the upper half of the figure) and the data (lower half).15 The south-
west panel shows for the Unites States – the world’s largest economy – the behavior

of the income elasticity with respect to the cyclical component of real GDP growth.16

Despite the restrictive assumptions made in the theoretical framework, the two arms
of the hyperbole that are apparent in U.S. data match quite well those of the model
simulations. Similarly, the south-east panel shows the behavior of the income elasticity

15Appendix A tests another prediction of the model concerning the fact that the cyclicality of the
income elasticity emerges when imports and GDP have a positive long-run trend growth. Results
show that this prediction is confirmed by the data.

16The cyclical component of real GDP growth is derived by applying an HP filter on quarterly data.
We defer to Section 5, where we produce further analysis on quarterly data, the description of the
details on the filtering procedure.
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with respect to the cyclical component of real GDP growth for the world economy.
Again, the match between the model simulations and the data emerges neatly.

The expression of ηn,t remains similar to equation (6) even if we relax the as-
sumption of equal trends for the demand of tradeable and non-tradeable goods. Given
a long-rung growth rate equal to gm for tradeables and to gs for non tradeables, it is
easy to obtain:

ηn,t =
gm + β · εt

gm + ωn,t(S)(gs − gm) + [β − ωn,t(S) · (β − 1)] · εt
for εt 	= − [gm + ωn,t(S)(gs − gm)]

[β − ωn,t(S) · (β − 1)] .

As expected, the income elasticity is relatively lower whenever gs > gm. This con-
dition is often met in developing countries, as they move from middle- to high-income
groups and experience a structural transformation which favors the consumption and
production of non-tradeables. As we will see in Section 5.1, this difference in trend
growth rates could be one of the reasons for the cross-country differences in the elas-
ticity documented in Table 1 (as well as in many other previous contributions).

5 Some empirical implications

In this section we focus on the implications of the model about three important ques-
tions. We first analyze cross-country differences in the income elasticity, focusing on
the role played by the size of the non-tradeable-goods sector. We then turn to the world
economy and study the behavior over time of the income elasticity, in order to provide
an interpretation of the recent weakness of global trade. Last, we examine whether it
is possible to improve well-known forecasts about trade growth (those provided by the
IMF) using information about business conditions.

5.1 Cross-country differences

Almost 50 years ago, in their pioneering contribution, Houthakker and Magee (1969)
noted that advanced economies tended to have higher income elasticities than emerging
economies.17 Do those differences persist today? And, in case, what factors determine
them? The empirical and theoretical results of the previous two sections provide some
new insights about these important questions.

Let us start by splitting the full sample of 161 countries between advanced
economies (37 countries) and non-advanced economies (124): the average elasticity
is 1.9 for the former group and 1.4 for the latter. Similarly, the median elasticity is 2.0

17See, in particular, Table 3 in Houthakker and Magee (1969).
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for the advanced countries and 1.3 for the remaining countries. Thus, the differences
between the two groups of economies seem to persist today.

In the previous literature, differences in income elasticities between advanced
and non-advanced economies could only be explained by cross-country heterogeneities
either in the trend growth of imports relative to GDP or in the composition of imports
between, for example, primary and non-primary goods. Our theoretical section offers,
instead, some interesting insights about other possible causes for these differences. For
example, the degree of volatility of imports and the extent of their procyclicality are
two candidate variables. Here, however, we focus on the peculiar role played by the
size of the non-tradeable goods sector, which exerts two distinct effects on the income
elasticity.

The first, discussed above, suggests that countries with a larger non-tradeable-
goods sector have, ceteris paribus, a greater elasticity, because this is the sector that,
due to the lower volatility of its output, makes imports differ from GDP. This "static
effect" is contrasted by a "dynamic effect", which has the opposite sign: countries in
which the size of the tradeable goods sector rises (i.e. the non-tradeable-goods sector
shrinks) are also countries in which imports tend to increase relative to GDP, raising
the income elasticity. Thus, to a larger non-tradeable-goods sector should correspond
a greater elasticity (static effect), but a growing non-tradeable goods sector should
reduce the elasticity (dynamic effect).

To shed some further light on these two effects, Table 3 presents the result of
two exercises. For different sizes of the non-tradeable-goods sector reported in the first
column, the second column shows the values of the income elasticity, assuming that
the trend growth rates of imports and GDP are both nil. Consistently with equation
(5), to a smaller size of the non-tradeable-goods sector corresponds a lower income
elasticity. The third column assumes, instead, a positive trend growth in the tradeable
goods sector, equal to 4.8% per year, a value which is 1.4 percentage points higher
than the one set for GDP growth, and reports the values of the income elasticity as
the size of the non-tradeable-goods sector decreases due to the difference in the two
growth rates. Notice that, as the weight of the non-tradeable-goods sector on GDP
shrinks, the income elasticity still declines, but, with respect to the static case, the
effect is very much attenuated.

To empirically check whether the size of the non-tradeable-goods sector con-
tributes to determine the income elasticity in our extended sample of countries, we
approximate the former with the size of the services sector (i.e. with its share in
GDP). We then run a simple regression, with the income elasticity as a dependent
variable and the share of services as independent variable. Results show that the co-
efficient has the expected positive sign and is significant at the 5% threshold (with a
p-value of 1.4%).
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Table 3: Income elasticity and size of the non-tradeable-goods sector
Share of non-

tradeables in GDP
Mean elasticity:

static effect
Mean elasticity:
dynamic effect

99% 4.81 1.30
95% 4.17 1.28
90% 3.57 1.26
85% 3.13 1.24
80% 2.78 1.22

(1) Values of the income elasticity for different weights of the non-tradeable goods sector. In

the second column it is assumed a nil trend growth in both the non-tradeable goods sector

and in GDP (static effect). In the third column the weight of the non-tradeable goods sector

declines (dynamic effect), as a result of a trend growth in the tradeable-goods sector higher

than that in GDP (4.8% against 3.4% per year).

5.2 The dynamics of global trade

The theoretical and empirical results of the previous sections indicate that the behavior
of the income elasticity over time is affected by business cycle conditions as well as by
the trend growth of imports relative to GDP. We now attempt to disentangle the role
played by these two factors, focusing on the recent weakness of global trade.

For this purpose, we consider quarterly data on real imports and real GDP for
the world economy from the first quarter of 1971 to the second quarter of 2016 and set
up the following procedure.18 We first use an HP filter to retrieve the trend, the cycle
and the noise component separately for imports and GDP.19 Note that we consider,
together with the standard trend and cycle component, also a noise component, due
to the measurement error that typically affects import and export data. This error is
such that these two variables, which should always coincide at the world level, often
display significant differences in the data, even though these differences usually cancel
out over time.20

We then construct two quarterly series: (i) a "trend component" of the income
elasticity, by dividing the growth rate of the trend component of real imports by the
growth rate of the trend component of real GDP; (ii) a "trend-plus-cycle" component
of the income elasticity, as the ratio between the sums of the growth rates of the trend
and the cycle components of real imports at the numerator, and the sums of growth

18Quarterly data are from the National Institute of Economic and Social Research (NIESR) and,
since 1995, from ECB (2016).

19More specifically, we use the HP filter in two stages. In the first stage we extract the trend
component of real imports and real GDP by using a multiplier λ = 16, 000. In the second stage we
separate the cycle component from a noise component, using a multiplier λ = 10.

20Footnote provides further details on this issue.
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Figure 3: Decomposition of the income elasticity of world trade (1)

(1) Quarterly data, 4-quarter moving averages. The picture excludes three consecutive out-liers,

from 2008-Q4 to 2009-Q2. (2) Trend component of the income elasticity from HP

ltered series. (3) "Trend+cycle" component of the income elasticity from HP

ltered series. Source: our elaborations on NIESR and ECB data.

rates of the trend and the cycle components of real GDP at the denominator.21 We
do not filter directly the income elasticity because the model suggests that its long-run
trend and cyclicality are not "genuine", but are just the by-product of the long-run
trend and cyclicality of imports and GDP.

The theoretical model suggests that the trend component of the income elasticity
should be related to trade barriers and that, absent changes in their levels, it should
converge to an equilibrium value of 1. Figure 3 shows that this component of the
income elasticity (red line), which had gradually risen until the second half of 1990s,
is now returning towards its equilibrium level. This behavior is presumably due to the
fact that the secular decline of tariffs, information and transportation costs that has
supported global trade until the late 1990s is currently fading. The cyclical component
– which is conveniently added to the trend component in Figure 3 (blue line) – is
instead related to strength of business conditions. Our results then show that also this
component is currently contributing to depress trade, bringing the income elasticity
below 1.

The reason why also the cyclical component has contributed negatively to global
trade is clarified in Figure 4. World real GDP growth, which has been on a downward
trend since the outset of the global recession (red line), is currently running below its
trend (blue line), weakening the income elasticity due to the mechanisms described in

21We take a log approximation to measure growth rates, in order to preserve additivity; see Appendix
A for the details.
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Figure 4: Decomposition of world real GDP growth (1)

(1) Percentage points, quarterly data, 4-quarter moving averages. (2) Trend component of world

GDP growth from HP ltered series. (3) "Trend+cycle" component of world GDP growth from

HP ltered series. Source: our elaborations on NIESR and ECB data.

the previous sections.

These results allow us not only to assess the relative importance of cyclical and
structural factors in determining the recent weakness of global trade, but also to provide
some ground in order to speculate about its future. In particular, Figure 3 suggests
that, with respect to its historical average of 1.5 (in our sample period), the income
elasticity has been reduced by 0.4 points by structural forces and by further 0.4 points
by cyclical forces, down to 0.7 in the average of 2015.22 Thus, structural and cyclical
factors have contributed to a similar extent to the recent weakness of international trade
relative to GDP. But given that lower-than-expected GDP growth has also contributed
directly to the forecast error for about one-third (see footnote 3), this simple back-
of-the-envelope calculation suggests that cyclical forces have caused about two thirds
of the forecast error. Figure 3 also shows that the trend component of the income
elasticity appears to be stabilizing at 1, a value around which it could lie for some
time, until new impetus comes from further trade liberalizations or from technological
progress in transportations.23 Nevertheless, the exceptional weakness of global trade
observed since 2011, which has gradually brought the income elasticity below 1, is also
the result of lackluster business conditions. Therefore, one should expect that, as real
GDP growth returns to its trend, global trade growth recovers more strongly, with the

22In the first two quarters of 2016, the elasticity has slipped further, to 0.5, whereas the trend
component has remained at 1.1.

23For the key role, in particular, of technological progress in the transport sector for the dynamics
of international trade, see Estevadeordal, Frantz and Taylor (2003).
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income elasticity first returning towards 1 and then, presumably, exceeding this value,
once that real GDP goes above its own trend growth.

5.3 Forecasting trade

Our analysis on the dynamics of the income elasticity has led us to speculate about
the future of global trade in the medium-long term, but what about the very short
term? Can we exploit real-time information about business conditions to improve
existing trade forecasts? We now examine these questions focusing on the forecasts
about world import growth formulated by the IMF, undoubtedly the most used in the
business community and among policy makers.24

The IMF provides data on the actual growth rate of imports and GDP at time t
(gM,t and gY,t, respectively) and the predicted values of these variables (g

p
M,t and g

p
Y,t).

The forecast error on import growth, εpM,t = gpM,t − gM,t, can be decomposed into a
forecast error on GDP growth, εpY,t = gpY,t − gY,t, and a forecast error on the income
elasticity, εpη,t = ηpt − ηt, where ηt = gM,t/gY,t and ηpt = g

p
M,t/g

p
Y,t; namely:

εpM,t = εpY,t · η∗t + εpη,t · g∗Y,t ,

where η∗t = (η
p
t + ηt) /2 and g

∗
Y,t = gpY,t + gY,t /2.

The total mean squared forecast error on import growth (Total MSFE) can then
be written as:

T

t=1

εpM,t
2

T
=

T

t=1

εpY,t · η∗t 2

T
+

T

t=1

εpη,t · g∗Y,t 2

T
+

2
T

t=1

εpY,t · εpη,t · g∗Y,t · η∗t
T

, (7)

where T is the number of years for which actual data and forecasts are available (the
period 1986-2015 in our sample). Equation (7) thus shows that the mean squared
forecast error on import growth can be decomposed into three terms that measure the
importance of: the forecast error on GDP growth (first addendum, MSFE GDP), the
forecast error on the income elasticity (second addendum, MSFE elasticity), and the
interaction between these two errors (third addendum, MSFE covariance).

The IMF provides, for each calendar year t, four main forecasts on world real
import growth and world real GDP growth: one is published in the spring of year t−1
(usually in mid-April), one in the fall of year t− 1 (usually in mid-October), the other
two in the spring and fall of year t. We can therefore apply the decomposition (7)
to these four different forecast series. Figure 5 plots the results. Three main findings
are apparent. The first is that the forecast error on the income elasticity (the green

24Focusing on global trade has another important advantage: because world import growth has
generally been positive in the post-war period, observations will be distributed only on the right
branch of the hyperbole (see fig. 2), in which the relationship between the income elasticity and the
cyclical shock is monotonic. We can therefore avoid using more complex non-linear estimations.
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Figure 5: Mean squared forecast error on world import growth and its components (1)

(1) Decomposition of the total mean squared forecast error on world import growth from

equation (7). Source: our elaborations on IMF data.

shaded area) is the largest component at all forecast horizons. The second is that, not
surprisingly, the mean squared forecast error declines as the forecast horizon shortens
(from spring t − 1 to fall t). The third is that, as the forecast horizon shortens, the
IMF seems to improve significantly its forecasts on world real GDP growth, but not its
forecast on the income elasticity. Compare, in particular, the mean squared forecast
error for the fall of t−1 with that for the spring and fall of year t: as more information
becomes available, the forecast error on world real GDP growth abates, while the
forecast error on the income elasticity does not decline substantially, remaining the
only sizeable component.

Given these results, it is worth analyzing whether the IMF forecasts about the
income elasticity take into account information about the business cycle and, in case
they do not, whether we can attack this key component of the forecast error by using
such information. We focus, in particular, on the forecasts on world import growth
in year t, produced in the spring and the fall of year t, which are those for which the
forecast error on the income elasticity remains sizeable. We first perform a preliminary
test by running the following regression:

ηt = α+ β · ηpt + γ · cyclet + ξt , (8)

where ηt is the actual elasticity, α, β and γ are constant, cyclet is a proxy for the
cyclical shock (i.e. the variable denoted with εt in the theoretical model) and ξt is
an error term. A first proxy for the cyclical shock is to use cycle1t = gY,t − gY,t−1, a
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Table 4: Income elasticity: correcting the forecasts for the cycle (1)

Spring Fall Spring Fall Spring Fall Spring Fall
 0.684* 0.478* 0.655** 0.651*** 0.695** 0.66*** 0.504* 0.526*

(0.358) (0.253) (0.286) (0.236) (0.303) (0.235) (0.267) (0.21)
 0.563*** 0.693*** 0.559*** 0.576*** 0.541*** 0.585*** 0.776*** 0.682***

(0.199) (0.14) (0.159) (0.133) (0.169) (0.13) (0.153) (0.116)
 0.246*** 0.164** 0.283*** 0.183*** 0.729*** 0.705***

(0.061) (0.06) (0.083) (0.065) (0.151) (0.192)
 Adjusted R2 0.20 0.46 0.48 0.56 0.42 0.57 0.57 0.63
 # of obs. 29 29 29 29 29 29 28 29

cycle 1 cycle 2 cycle 3

(1) OLS estimates of equation (8), for different proxies of the cyclical shock cyclet. Standard

errors in parenthesis.

measure that, however, would not be available in real time.25 An alternative proxy,
which is instead available in real time, is to use the corresponding predicted values, that
is cycle2t = g

p
Y,t − gpY,t−1. A final "momentum" proxy is to use the difference between

the most recently formulated forecasts, that is: cycle3t = g
p
Y,t − gp−1Y,t , where g

p
Y,t is the

"current forecast" for gY,t and g
p−1
Y,t is the forecast for the same variable formulated

in the preceding forecasting exercise. Notice that if the IMF forecasts already take
into account business cycle conditions, than we should expect γ = 0; if, instead, they
do not incorporate information about the business cycle and if the prediction of the
theoretical model is correct, then we should expect γ > 0.

Table 4 reports the result of different estimates of equation (8), relative to the
forecasts produced in the spring and the fall of year t. The first two columns suggests
that the IMF provides unbiased forecasts of the income elasticity, as a joint test verify-
ing the null that α = 0 and β = 1 fails to reject this hypothesis. The last six columns
indicate that information about business cycle conditions is generally neglected: the
estimate of γ is always significant and with the expected positive sign, with all the
proxies used for the cyclical shock. Using, in particular, cycle3t as a measure of the
cyclical shock returns a high and strongly significant estimated coefficient (above 0.70,
for both the spring and the fall forecasts) and the largest goodness of fit: the adjusted
R-squared is around 60% for both the spring and the fall forecasts against, respectively,
0.20 and 0.46 using only the IMF forecasts.

These encouraging preliminary results warrant an attempt to improve the IMF
forecast on world import growth. In particular, we perform an out-of-sample exercise
in the following way. Given that the estimates of equation (8) do not reject a joint test

25Actual real world GDP growth for the current year, gY,t is not available at any forecast horizon;
actual real world GDP growth for the previous year, gY,t−1, is not available in the forecasts formulated
on the spring and fall of year t − 1, while in the spring of year t there is available only as a very
preliminary estimate.
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Figure 6: Comparison between forecast errors: IMF vs. model predictions (1)

(1) Total mean squared forecast error on world import growth in year t (and its components from

equation (7)) for the predictions made by the IMF in the spring and fall of year t and for the
corresponding predictions from the model (10). Source: our elaborations on IMF data.

of α = 0 and β = 1, we first run the following regression on a 12-year rolling window:

ηt = ηpt + γ · gpY,t − gp−1Y,t + ξt . (9)

We then make the following out-of-sample prediction for the growth rate of world
imports:

g∗M,t = g
p
Y,t · ηpt + γ̂ · gpY,t − gp−1Y,t , (10)

in which γ̂ is the OLS estimate of γ from equation (9); our first (last) forecast g∗M,t
is produced for the year 1998 (2015), where γ̂ is estimated using data for the period
1986-1997 (2003-2014).

Figure 6 compares the mean squared forecast error computed using the predic-
tions of the IMF (gpM,t) and using the model predictions (g

∗
M,t, from equation (10)). The

results show that, by using g∗M,t, the forecast error declines substantially with respect
to using gpM,t. For the forecasts produced in the spring, the total MSFE is cut by 70%,
with the half of the reduction coming from the improvement in predicting the elasticity
and half from the lower covariance between the error on the elasticity and the error on
GDP. For the fall forecasts, the total MSFE is cut by 40%, with the reduction coming
almost entirely from the improvement in predicting the elasticity. The effectiveness
of our correction for the business cycle is reflected in the fact that, for both forecast
series, the covariance between the error on the elasticity and the error on GDP becomes
essentially nil.
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Finally, to assess the statistical significance of the improvement, we can apply the
encompassing test of Hendry and Clements (2004) and run the following regression:

gM,t = a+ b · gpM,t + (1− b) · g∗M,t + υt ,

where a and b are constant and vt is an error term. We perform these estimates for
the forecasts produced in both the spring and the fall of year t. The OLS estimates of
the coefficients show that b is not statistically different from zero (its point estimates
are −0.1 for the spring and 0.1 for the fall forecasts, with a p-value of 0.58 and 0.75,
respectively), indicating that our cycle-corrected forecasts encompass the IMF original
predictions.26 These results then confirm that the accuracy of existing forecasts can
be improved by using information about business conditions.

6 Conclusion

This paper has shown that the income elasticity of trade is affected by business cycle
conditions. In particular, in a neighborhood of the long-run growth rate of real imports
and real GDP, the elasticity tends to be lower when business conditions are weak. A
similar prediction arises for both positive rates of real GDP growth and, separately, for
negative rates, although not across the full spectrum of growth rates. This overlooked
property of the income elasticity, which emerges when trade volumes and real GDP
have a positive trend growth, is the result of two standard features of trade flows: their
high volatility and their procyclicality.

Our analysis also provides an interpretation of the recent weakness of interna-
tional trade. By computing a trend and a cycle component of the income elasticity,
as suggested by the theory, results show that the former has been decreasing towards
1, most likely because the secular decline of trade barriers has been gradually fading
away in the last 15 years. At the same time, however, the weakness of global trade
observed since 2011, which has brought the income elasticity substantially below 1, is
also the result of lackluster business conditions.

By focusing on a simple theoretical framework, we have been able to derive a
useful analytical expression for the income elasticity. We have, however, neglected the
role of changes in relative prices as well as the precise sources of the cyclical shocks
(whether, for example, they hit preferences or technologies). This is consistent with the
target of our analysis: changes in the income elasticity of trade at yearly or quarterly
frequency, which take place, then, before a full adjustment of prices. Thus, further
research would be needed to prove that the cyclicality of the income elasticity carries
over also in a full-fledged general equilibrium setting.

26OLS estimates also show that a is not statistically different from zero (its point estimates are 0.0
for the spring and 0.4 for the fall forecasts, with a p-value of 0.92 and 0.40, respectively), suggesting
that estimates are unbiased.
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Future research is also needed for a more extensive analysis about the causes of
the cross-country disparities observed in the income elasticity. While we have provided
suggestive evidence about the key role played by the size of the non-tradeable goods
sector, any in-depth empirical study should also consider more traditional factors, such
as the trend growth of imports relative to GDP and the composition of trade flows,
as well as other factors identified in this paper – such as the degree of volatility of
imports and the extent of their procyclicality.
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Appendix

A A test on the cyclicality of the elasticity

One important implication of the theoretical model is that the cyclicality of the income
elasticity emerges when import and GDP volumes have a positive trend growth, but it
is not necessarily present when their trend growth is nil.27 We can test this implication
on a restricted sample of 38 countries, for which we have quarterly data on real imports
and real GDP from the first quarter of 1995 to the fourth quarter of 2015.28

We apply to each country the same type of filtering described in Section 5; namely,
we retrieve the trend, the cycle and the noise component separately for real imports
and for real GDP.29 Then we compute, for each country, two quarterly series: (i) a
"cycle component" of the income elasticity, by dividing the growth rate of the cycle
component of real imports by the growth rate of the cycle component of real GDP;
(ii) a "trend-plus-cycle" component, as the ratio between the sums of growth rates of
the trend and the cycle components of real imports at the numerator and the sums of
growth rates of the trend and the cycle components of real GDP at the denominator.

The rationale for this methodology is the following. It is assumed that the total
imports of country n at time t are given by the product of the different components,
that is: In,t = ITn,t · ICn,t · INn,t, where the superscripts T , C and N denote, respectively,
trend, cycle and noise. By taking a log-approximation, the growth rate of imports can
then be written as:

Δ ln In,t = Δ ln I
T
n,t +Δ ln I

C
n,t +Δ ln I

N
n,t .

By making the same assumptions for the GDP of country n at time t, denoted by Yn,t,
the trend, cycle and "trend+cycle" component of the income elasticity can be written,
respectively, as:

ηTn,t =
Δ ln ITn,t
Δ lnY Tn,t

, ηCn,t =
Δ ln ICn,t
Δ lnY Cn,t

, ηTCn,t =
Δ ln ITn,t +Δ ln I

C
n,t

Δ ln ITn,t +Δ ln I
C
n,t

.

For each country, we can now consider the correlation between the cycle com-
ponent of imports – our preferred indicator for the business conditions – and the

27The assumption that the positive trend growth rates of imports and GDP are identical is not
necessary: it is easy to check that the income elasticity would be affected by business cycle conditions
even if the two trend growth rates were different.

28This is the set of countries considered by the ECB (2016), for its macroeconomic projections.

29The same discrepancies between import and export data that are present at the world level and
that have induced us to compute a noise component (in addition to the trend and the cycle) are also
present at the country level, as shown by the well-known discrepancies between bilateral import and
bilateral export data.
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Table 5: Correlations of the cycle component of the income elasticity with different
components of the growth rate of imports (1)

trend+cycle cycle trend+cycle cycle
% > 0.25 92 38 % > 0.25 79 5
% > 0.33 92 18 % > 0.33 72 5
% > 0.50 82 3 % > 0.50 46 0
% > 0.66 59 0 % > 0.66 31 0
% > 0.75 44 0 % > 0.75 21 0

A. Rank correlation B. Linear correlation

(1) Correlations of the cycle component of the income elasticity with different components of

imports, indicated in the first row, from HP filtered series. The table shows the percentage

of countries with correlations higher than those reported in the first column.

corresponding component of the income elasticity. As both imports and GDP data
have been cleared by any noise, we can consider both the linear and the rank corre-
lations. The theory suggests that, if there is no trend growth in imports and GDP,
the income elasticity and business conditions are not necessarily correlated. Table 5
shows, in fact, that the cycle component of the income elasticity and the cycle com-
ponent of imports are only weekly correlated (despite the latter being the numerator
of the former): only 38% of the countries have a rank correlation that is significantly
different from zero (i.e., given the size of our sample, above 25%); similarly, using
Pearson’s coefficient, we find that only 5% of the countries have a linear correlation
significantly different from zero. The theory also suggests that correlation between
the income elasticity and business conditions should instead emerge when there is a
positive trend growth in imports and GDP. In fact, when we consider both the trend
and the cycle components of imports, the rank and linear correlation with the cycle
component of the income elasticity are significantly larger than zero for 92% and 79%
of the countries, confirming the prediction of the model.

34



References

[1] Alessandria G., Kaboski J.P., Midrigan V. (1995), "The Great Trade Collapse of
2008-09: An Inventory Adjustment?," IMF Economic Review, Vol. 58, pp. 254-
294.

[2] Backus D.K., Kehoe P.J., Kydland F.E. (1995), "International Business Cycles:
Theory and Evidence," in: Cooley T. (ed.), Frontiers of Business Cycle Research,
Princeton: Princeton University Press.

[3] Baldwin R., ed. (2009), The Great Trade Collapse: Causes, Consequences and
Prospects, Voxeu Ebook, London: CEPR.

[4] Baldwin R., Evenett S.J., eds. (2009), The Collapse of Global Trade, Murky Pro-
tectionism, and the Crisis: Recommendations for the G20, Voxeu Ebook, London:
CEPR.

[5] Bems R., Johnson R.C., Yi K.M. (2013), "The Great Trade Collapse," Annual
Review of Economics, Vol. 5, pp. 375-400.

[6] Borin A., Mancini M. (2015), "Follow the Value-Added: Bilateral Gross Export
Accounting", Temi di discussione, No. 1026, Bank of Italy.

[7] Bussière M., Callegari G., Ghironi F., Sestieri G., Yamano N. (2013), "Estimating
Trade Elasticities: Demand Composition and the Trade Collapse of 2008—2009,"
American Economic Journal: Macroeconomics, Vol. 5, pp. 118-151.

[8] Constantinescu C., Mattoo A, Ruta M. (2015), "The Global Trade Slowdown:
Cyclical or Structural?," World Bank Development Research Group Working Pa-
per, No. 7158, Washington, DC.

[9] Eaton J., Kortum S. (2001), "Trade in Capital Goods," European Economic Re-
view, Vol. 45, pp. 1195-1235.

[10] Eaton J., Kortum S., Neiman B., Romalis J. (2016), "Trade and the Global Re-
cession," American Economic Review, Vol. 106, pp. 3401-3348.

[11] ECB (2016), Eurosystem Staff Macroeconomic Projections for the Euro Area, Eu-
ropean Central Bank, December.

[12] Engel C., Wang J. (2011), "International Trade in Durable Goods: Understanding
Volatility, Cyclicality, and Elasticities," Journal of International Economics, Vol.
83, pp. 37.52.

[13] Estevadeordal A., Frantz B., Taylor A.M. (2003), "The Rise and Fall of World
Trade, 1870-1939," Quarterly Journal of Economics, Vol. 118, pp. 359-407.

35



[14] Feenstra R.C., Inklaar R., Timmer M.P. (2015), "The Next Generation of the
Penn World Table," American Economic Review, Vol. 105, pp. 3150-3182.

[15] Freund C. (2009), "The Trade Response to Global Downturns: Historical Evi-
dence," Policy Research Working Paper, No. 5015, World Bank.

[16] Gaulier G., Mayer T., SteingressW., Zignago S. (2016), "Aggregation and Omitted
Variable Biases in the Trade Elasticities," mimeo, Banque de France.

[17] Heathcote J., Perri F. (2002), "Financial Autarky and International Business Cy-
cles," Journal of Monetary Economics, Vol. 49, pp. 601—627.

[18] Hendry D.F., Clements M.P. (2004), "Pooling of Forecasts," Econometrics Jour-
nal, Vol. 7, pp. 1-31.

[19] Hoekman B., ed. (2015), The Global Trade Slowdown: A New Normal?, Voxeu
Ebook, London: CEPR.

[20] Hooper P., Johnson K., Marquez J. (2000), "Trade Elasticities for the G-7 Coun-
tries," Princeton Studies in International Economics, No. 87.

[21] Houthakker H.S., Magee S.P. (1969), "Income and Price Elasticities in World
Trade," Review of Economics and Statistics, Vol. 51, pp. 111-125.

[22] IMF (2016), "Global Trade: What’s Behind the Slowdown?", World Economic
Outlook (Chapter 2), International Monetary Fund, October.

[23] IRC Trade Task Force (2016), "Understanding the Weakness in Global Trade:
What Is the New Normal?," Occasional Paper, No. 178, European Central Bank.

[24] Irwin D.A. (2002), "Long-run trends in world trade and income," World Trade
Review, Vol. 1, pp. 89-100.

[25] Levchenko A.A., Lewis L.T., Tesar L.L. (2010), "The Collapse of International
Trade during the 2008-09 Crisis: In Search of the Smoking Gun," IMF Economic
Review, Vol. 58, pp. 214-253.

[26] World Bank (1987), World Development Report, New York: Oxford University     

Press.

[27] World Bank (2016), World Development Indicators, July 2016.

36



RECENTLY PUBLISHED “TEMI” (*)

(*) Requests for copies should be sent to:
Banca d’Italia – Servizio Studi di struttura economica e finanziaria – Divisione Biblioteca e Archivio storico –  
Via Nazionale, 91 – 00184 Rome – (fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.

N. 1101 – The effects of tax on bank liability structure, by Leonardo Gambacorta, Giacomo 
Ricotti, Suresh Sundaresan and Zhenyu Wang (February 2017).

N. 1102 – Monetary policy surprises over time, by Marcello Pericoli and Giovanni Veronese 
(February 2017).

N. 1103 – An indicator of inflation expectations anchoring, by Filippo Natoli and Laura 
Sigalotti (February 2017).

N. 1104 – A tale of fragmentation: corporate funding in the euro-area bond market, by 
Andrea Zaghini (February 2017).

N. 1105 – Taxation and housing markets with search frictions, by Danilo Liberati and Michele 
Loberto (March 2017).

N. 1106 – I will survive. Pricing strategies of financially distressed firms, by Ioana A. Duca, 
José M. Montero, Marianna Riggi and Roberta Zizza (March 2017).

N. 1107 – STEM graduates and secondary school curriculum: does early exposure to science 
matter?, by Marta De Philippis (March 2017).

N. 1108 – Lending organization and credit supply during the 2008-09 crisis, by Silvia del 
Prete, Marcello Pagnini, Paola Rossi and Valerio Vacca (April 2017).

N. 1109 – Bank lending in uncertain times, by Piergiorgio Alessandri and Margherita Bottero 
(April 2017).

N. 1110 – Services trade and credit frictions: evidence from matched bank-firm data, by 
Francesco Bripi, David Loschiavo and Davide Revelli (April 2017).

N. 1111 – Public guarantees on loans to SMEs: an RDD evaluation, by Guido de Blasio, 
Stefania De Mitri, Alessio D’Ignazio, Paolo Finaldi Russo and Lavina Stoppani 
(April 2017).

N. 1112 – Local labour market heterogeneity in Italy: estimates and simulations using 
responses to labour demand shocks, by Emanuele Ciani, Francesco David and 
Guido de Blasio (April 2017).

N. 1113 – Liquidity transformation and financial stability: evidence from the cash management 
of open-end Italian mutual funds, by Nicola Branzoli and Giovanni Guazzarotti 
(April 2017).

N. 1114 – Assessing the risks of asset overvaluation: models and challenges, by Sara Cecchetti 
and Marco Taboga (April 2017).

N. 1115 – Social ties and the demand for financial services, by Eleonora Patacchini and 
Edoardo Rainone (June 2017).

N. 1116 – Measurement errors in consumption surveys and the estimation of poverty and 
inequality indices, by Giovanni D’Alessio (June 2017).

N. 1117 – No free lunch, Buddy: past housing transfers and informal care later in life, by 
Emanuele Ciani and Claudio Deiana (June 2017).

N. 1118 – The interbank network across the global financial crisis: evidence from Italy, by 
Massimiliano Affinito and Alberto Franco Pozzolo (June 2017).

N. 1119 – The collateral channel of unconventional monetary policy, by Giuseppe Ferrero, 
Michele Loberto and Marcello Miccoli (June 2017).

N. 1120 – Medium and long term implications of financial integration without financial 
development, by Flavia Corneli (June 2017).

N. 1121 – The financial stability dark side of monetary policy, by Piergiorgio Alessandri, 
Antonio Maria Conti and Fabrizio Venditti (June 2017).

N. 1122 – Large time-varying parameter VARs: a non-parametric approach, by George 
Kapetanios, Massimiliano Marcellino and Fabrizio Venditti (June 2017).

N. 1123 – Multiple lending, credit lines, and financial contagion, by Giuseppe Cappelletti 
and Paolo Emilio Mistrulli (June 2017).



"TEMI" LATER PUBLISHED ELSEWHERE 
 

 

2015 

 
AABERGE R. and A. BRANDOLINI, Multidimensional poverty and inequality, in A. B. Atkinson and F. 

Bourguignon (eds.), Handbook of Income Distribution, Volume 2A, Amsterdam, Elsevier,  
TD No. 976 (October 2014). 

ALBERTAZZI U., G. ERAMO, L. GAMBACORTA and C. SALLEO, Asymmetric information in securitization: an 
empirical assessment, Journal of Monetary Economics, v. 71, pp. 33-49, TD No. 796 (February 
2011). 

ALESSANDRI P. and B. NELSON, Simple banking: profitability and the yield curve, Journal of Money, Credit 
and Banking, v. 47, 1, pp. 143-175, TD No. 945 (January 2014). 

ANTONIETTI R., R. BRONZINI and G. CAINELLI, Inward greenfield FDI and innovation, Economia e Politica 
Industriale, v. 42, 1, pp. 93-116, TD No. 1006 (March 2015). 

BARONE G. and G. NARCISO, Organized crime and business subsidies: Where does the money go?, Journal 
of Urban Economics, v. 86, pp. 98-110, TD No. 916 (June 2013). 

BRONZINI R., The effects of extensive and intensive margins of FDI on domestic employment: 
microeconomic evidence from Italy, B.E. Journal of Economic Analysis & Policy, v. 15, 4, pp. 
2079-2109, TD No. 769 (July 2010). 

BUGAMELLI M., S. FABIANI and E. SETTE, The age of the dragon: the effect of imports from China on firm-
level prices, Journal of Money, Credit and Banking, v. 47, 6, pp. 1091-1118, TD No. 737 
(January 2010). 

BULLIGAN G., M. MARCELLINO and F. VENDITTI, Forecasting economic activity with targeted predictors, 
International Journal of Forecasting, v. 31, 1, pp. 188-206, TD No. 847 (February 2012). 

BUSETTI F., On detecting end-of-sample instabilities, in S.J. Koopman, N. Shepard (eds.), Unobserved 
Components and Time Series Econometrics, Oxford, Oxford University Press,  
TD No. 881 (September 2012). 

CESARONI T., Procyclicality of credit rating systems: how to manage it, Journal of Economics and 
Business, v. 82. pp. 62-83, TD No. 1034 (October 2015). 

CIARLONE A., House price cycles in emerging economies, Studies in Economics and Finance, v. 32, 1,  
TD No. 863 (May 2012). 

CUCINIELLO V. and F. M. SIGNORETTI, Large banks,loan rate markup and monetary policy, International 
Journal of Central Banking, v. 11, 3, pp. 141-177, TD No. 987 (November 2014). 

DE BLASIO G., D. FANTINO and G. PELLEGRINI, Evaluating the impact of innovation incentives: evidence 
from an unexpected shortage of funds, Industrial and Corporate Change, v. 24, 6, pp. 1285-1314, 
TD No. 792 (February 2011). 

DEPALO D., R. GIORDANO and E. PAPAPETROU, Public-private wage differentials in euro area countries: 
evidence from quantile decomposition analysis, Empirical Economics, v. 49, 3, pp. 985-1115, TD 
No. 907 (April 2013). 

DI CESARE A., A. P. STORK and C. DE VRIES, Risk measures for autocorrelated hedge fund returns, Journal 
of Financial Econometrics, v. 13, 4, pp. 868-895, TD No. 831 (October 2011). 

FANTINO D., A. MORI and D. SCALISE, Collaboration between firms and universities in Italy: the role of a 
firm's proximity to top-rated departments, Rivista Italiana degli economisti, v. 1, 2, pp. 219-251,  
TD No. 884 (October 2012). 

FRATZSCHER M., D. RIMEC, L. SARNOB and G. ZINNA, The scapegoat theory of exchange rates: the first 
tests, Journal of Monetary Economics, v. 70, 1, pp. 1-21, TD No. 991 (November 2014). 

NOTARPIETRO A. and S. SIVIERO, Optimal monetary policy rules and house prices: the role of financial 
frictions, Journal of Money, Credit and Banking, v. 47, S1, pp. 383-410, TD No. 993 (November 
2014). 

RIGGI M. and F. VENDITTI, The time varying effect of oil price shocks on euro-area exports, Journal of 
Economic Dynamics and Control, v. 59, pp. 75-94, TD No. 1035 (October 2015). 

TANELI M. and B. OHL, Information acquisition and learning from prices over the business cycle, Journal 
of Economic Theory, 158 B, pp. 585–633, TD No. 946 (January 2014). 

 

 



 

2016 
 

ALBANESE G., G. DE BLASIO and P. SESTITO, My parents taught me. evidence on the family transmission of 
values, Journal of Population Economics, v. 29, 2, pp. 571-592, TD No. 955 (March 2014). 

ANDINI M. and G. DE BLASIO, Local development that money cannot buy: Italy’s Contratti di Programma, 
Journal of Economic Geography, v. 16, 2, pp. 365-393, TD No. 915 (June 2013). 

BARONE G. and S. MOCETTI, Inequality and trust: new evidence from panel data, Economic Inquiry, v. 54, 
pp. 794-809, TD No. 973 (October 2014). 

BELTRATTI A., B. BORTOLOTTI and M. CACCAVAIO, Stock market efficiency in China: evidence from the 
split-share reform, Quarterly Review of Economics and Finance, v. 60, pp. 125-137, TD No. 969 
(October 2014). 

BOLATTO S. and M. SBRACIA, Deconstructing the gains from trade: selection of industries vs reallocation of 
workers, Review of International Economics, v. 24, 2, pp. 344-363, TD No. 1037 (November 2015). 

BOLTON P., X. FREIXAS, L. GAMBACORTA and P. E. MISTRULLI, Relationship and transaction lending in a 
crisis, Review of Financial Studies, v. 29, 10, pp. 2643-2676, TD No. 917 (July 2013). 

BONACCORSI DI PATTI E. and E. SETTE, Did the securitization market freeze affect bank lending during the 
financial crisis? Evidence from a credit register, Journal of Financial Intermediation , v. 25, 1, pp. 
54-76, TD No. 848 (February 2012). 

BORIN A. and M. MANCINI, Foreign direct investment and firm performance: an empirical analysis of 
Italian firms, Review of World Economics, v. 152, 4, pp. 705-732, TD No. 1011 (June 2015). 

BRAGOLI D., M. RIGON and F. ZANETTI, Optimal inflation weights in the euro area, International Journal of 
Central Banking, v. 12, 2, pp. 357-383, TD No. 1045 (January 2016). 

BRANDOLINI A. and E. VIVIANO, Behind and beyond the (headcount) employment rate, Journal of the Royal 
Statistical Society: Series A, v. 179, 3, pp. 657-681, TD No. 965 (July 2015). 

BRIPI F., The role of regulation on entry: evidence from the Italian provinces, World Bank Economic 
Review, v. 30, 2, pp. 383-411, TD No. 932 (September 2013). 

BRONZINI R. and P. PISELLI, The impact of R&D subsidies on firm innovation, Research Policy, v. 45, 2, pp. 
442-457, TD No. 960 (April 2014). 

BURLON L. and M. VILALTA-BUFI, A new look at technical progress and early retirement, IZA Journal of 
Labor Policy, v. 5, TD No. 963 (June 2014). 

BUSETTI F. and M. CAIVANO, The trend–cycle decomposition of output and the Phillips Curve: bayesian 
estimates for Italy and the Euro Area, Empirical Economics, V. 50, 4, pp. 1565-1587, TD No. 941 
(November 2013). 

CAIVANO M. and A. HARVEY, Time-series models with an EGB2 conditional distribution, Journal of Time 
Series Analysis, v. 35, 6, pp. 558-571, TD No. 947 (January 2014). 

CALZA A. and A. ZAGHINI, Shoe-leather costs in the euro area and the foreign demand for euro banknotes, 
International Journal of Central Banking, v. 12, 1, pp. 231-246, TD No. 1039 (December 2015). 

CIANI E., Retirement, Pension eligibility and home production, Labour Economics, v. 38, pp. 106-120, TD 
No. 1056 (March 2016). 

CIARLONE A. and V. MICELI, Escaping financial crises? Macro evidence from sovereign wealth funds’ 
investment behaviour, Emerging Markets Review, v. 27, 2, pp. 169-196, TD No. 972 (October 
2014). 

CORNELI F. and E. TARANTINO, Sovereign debt and reserves with liquidity and productivity crises, Journal 
of International Money and Finance, v. 65, pp. 166-194, TD No. 1012 (June 2015). 

D’AURIZIO L. and D. DEPALO, An evaluation of the policies on repayment of government’s trade debt in 
Italy, Italian Economic Journal, v. 2, 2, pp. 167-196, TD No. 1061 (April 2016). 

DE BLASIO G., G. MAGIO and C. MENON, Down and out in Italian towns: measuring the impact of 
economic downturns on crime, Economics Letters, 146, pp. 99-102, TD No. 925 (July 2013). 

DOTTORI D. and M. MANNA, Strategy and tactics in public debt management, Journal of Policy Modeling,  
v. 38, 1, pp. 1-25, TD No. 1005 (March 2015). 

ESPOSITO L., A. NOBILI and T. ROPELE, The management of interest rate risk during the crisis: evidence from 
Italian banks, Journal of Banking & Finance, v. 59, pp. 486-504, TD No. 933 (September 2013). 

MARCELLINO M., M. PORQUEDDU and F. VENDITTI, Short-Term GDP forecasting with a mixed frequency 
dynamic factor model with stochastic volatility, Journal of Business & Economic Statistics , v. 34, 
1, pp. 118-127, TD No. 896 (January 2013). 



RODANO G., N. SERRANO-VELARDE and E. TARANTINO, Bankruptcy law and bank financing, Journal of 
Financial Economics, v. 120, 2, pp. 363-382, TD No. 1013 (June 2015). 

ZINNA G., Price pressures on UK real rates: an empirical investigation, Review of Finance,v. 20, 4, pp.  
1587-1630, TD No. 968 (July 2014). 

 

 

2017 
 

ADAMOPOULOU A. and G.M. TANZI, Academic dropout and the great recession, Journal of Human Capital, 
V. 11, 1, pp. 35–71,  TD No. 970 (October 2014). 

ALBERTAZZI U., M. BOTTERO and G. SENE, Information externalities in the credit market and the spell of 
credit rationing, Journal of Financial Intermediation, v. 30, pp. 61–70, TD No. 980 (November 
2014). 

ALESSANDRI P. and H. MUMTAZ, Financial indicators and density forecasts for US output and inflation, 
Review of Economic Dynamics, v. 24, pp. 66-78, TD No. 977 (November 2014). 

BRUCHE M. and A. SEGURA, Debt maturity and the liquidity of secondary debt markets, Journal of 
Financial Economics, v. 124, 3, pp. 599-613, TD No. 1049 (January 2016). 

DE BLASIO G. and S. POY, The impact of local minimum wages on employment: evidence from Italy in the 
1950s, Journal of Regional Science, v. 57, 1, pp. 48-74, TD No. 953 (March 2014). 

LOBERTO M.  and C. PERRICONE, Does trend inflation make a difference?, Economic Modelling, v. 61, pp. 
351–375, TD No. 1033 (October 2015). 

MOCETTI S., M. PAGNINI and E. SETTE, Information technology and banking organization, Journal of 
Journal of Financial Services Research, v. 51, pp. 313-338, TD No. 752 (March 2010). 

MOCETTI  S.  and E. VIVIANO, Looking behind mortgage delinquencies, Journal of Banking & Finance, v. 
75, pp. 53-63, TD No. 999 (January 2015). 

PALAZZO F., Search costs and the severity of adverse selection, Research in Economics, v. 71, 1, pp. 171-
197,  TD No. 1073 (July 2016). 

PATACCHINI E., E. RAINONE and Y. ZENOU, Heterogeneous peer effects in education, Journal of Economic 
Behavior & Organization, v. 134,  pp. 190–227, TD No. 1048 (January 2016). 

 

 

FORTHCOMING 
 

ADAMOPOULOU A. and E. KAYA, Young Adults living with their parents and the influence of peers, Oxford 
Bulletin of Economics and Statistics,  TD No. 1038 (November 2015). 

BOFONDI M., L. CARPINELLI and E. SETTE, Credit supply during a sovereign debt crisis, Journal of the 
European Economic Association, TD No. 909 (April 2013). 

BRONZINI R. and A. D’IGNAZIO, Bank internationalisation and firm exports: evidence from matched firm-
bank data, Review of International Economics, TD No. 1055 (March 2016). 

BURLON L., Public expenditure distribution, voting, and growth, Journal of Public Economic Theory,  
TD No. 961 (April 2014). 

BUSETTI F., Quantile aggregation of density forecasts, Oxford Bulletin of Economics and Statistics,   
TD No. 979 (November 2014). 

CESARONI T. and R. DE SANTIS, Current account “core-periphery dualism” in the EMU, World Economy, 
TD No. 996 (December 2014). 

CESARONI T. and S. IEZZI, The predictive content of business survey indicators: evidence from SIGE, 
Journal of Business Cycle Research, TD No. 1031 (October 2015). 

CONTI P., D. MARELLA and A. NERI, Statistical matching and uncertainty analysis in combining household 
income and expenditure data, Statistical Methods & Applications, TD No. 1018 (July 2015). 

D’AMURI F., Monitoring and disincentives in containing paid sick leave, Labour Economics,  TD No. 787 
(January 2011). 

D’AMURI F. and J. MARCUCCI, The predictive power of google searches in forecasting unemployment, 
International Journal of Forecasting,  TD No. 891 (November 2012). 



FEDERICO S. and E. TOSTI, Exporters and importers of services: firm-level evidence on Italy, The World 
Economy, TD No. 877 (September 2012). 

GIACOMELLI S. and C. MENON, Does weak contract enforcement affect firm size? Evidence from the 
neighbour's court, Journal of Economic Geography, TD No. 898 (January 2013). 

MANCINI A.L., C. MONFARDINI and S. PASQUA, Is a good example the best sermon? Children’s imitation 
of parental reading, Review of Economics of the Household,  D No. 958 (April 2014). 

MEEKS R., B. NELSON and P. ALESSANDRI, Shadow banks and macroeconomic instability, Journal of 
Money, Credit and Banking, TD No. 939 (November 2013). 

MICUCCI G. and P. ROSSI, Debt restructuring and the role of banks’ organizational structure and lending 
technologies, Journal of Financial Services Research, TD No. 763 (June 2010). 

NATOLI F. and L. SIGALOTTI, Tail co-movement in inflation expectations as an indicator of anchoring, 
International Journal of Central Banking, TD No. 1025 (July 2015). 

RIGGI M., Capital destruction, jobless recoveries, and the discipline device role of unemployment, 
Macroeconomic Dynamics, TD No. 871 July 2012). 

SEGURA A., Why did sponsor banks rescue their SIVs?, Review of Finance,  TD No. 1100 (February 
2017). 

SEGURA A. and J. SUAREZ, How excessive is banks' maturity transformation?, Review of Financial 
Studies,  TD No. 1065 (April 2016). 

 


	Pagina vuota



