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ON THE CONDITIONAL DISTRIBUTION OF EURO AREA 
INFLATION FORECAST 

by Fabio Busetti, Michele Caivano and Lisa Rodano * 

 

Abstract 

The paper uses dynamic quantile regressions to estimate and forecast the conditional 
distribution of euro-area inflation. As in a Phillips curve relationship we assume that 
inflation quantiles depend on past inflation, the output gap, and other determinants, namely 
oil prices and the exchange rate. We find significant time variation in the shape of the 
distribution. Overall, the quantile regression approach describes the distribution of inflation 
better than a benchmark univariate trend-cycle model with stochastic volatility, which is 
known to perform very well in forecasting inflation. In an out-of-sample prediction exercise, 
the quantile regression approach provides forecasts of the conditional distribution of 
inflation that are superior, overall, to those produced by the benchmark model. Averaging 
the distribution forecasts of the different models improves robustness and in some cases 
results in the greatest accuracy of distributional forecasts. 
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1 Introduction

The New Keynesian paradigm has made inflation forecasts central for mon-
etary authorities. The optimal monetary policy is inevitably forward look-
ing and targets the agents’forecasts of inflation. Moreover, central banks’
announcements of inflation forecasts affect public expectations and thus en-
hance the effectivennes of monetary policy (see, among others, Clarida et al.
(1999), Christiano & Fitzgerald (2003), Woodford (2003), Svensson (2007)).
Most central banks regularly publish medium-term inflation forecasts

both as point estimates and confidence bands (or ’fan charts’), so as to pro-
vide a measure of uncertainty around the central outcome. In some cases
the forecast distribution may be asymmetric, reflecting - largely in a judge-
mental way - the likelihood of alternative macroeconomic scenarios and ’tail
events’. For example, the Bank of England publishes fan charts for inflation
since 1996 (see Britton et al. (1998) and Bank of England (2002)); the Bank
of Italy regularly publishes fan charts for real GDP and HICP inflation since
2009 (see Miani & Siviero (2010)).
The econometric literature on forecasting inflation has stressed that, on

average, simple univariate timeseries models are hard to outperform. In
particular, Atkeson & Ohanian (2001) found that a random walk model for
the annual rate of inflation has generally a lower Mean Square Forecast Error
(MSFE) than Phillips curve type models over the period 1984-99. Stock &
Watson (2007) showed that a univariate trend-cycle model with stochastic
volatility provides an accurate description of inflation dynamics over most
sample periods. There are, however, periods when Phillips-curve models
are more effective at forecasting inflation, particularly when the economy is
weak; see Stock & Watson (2007) and Stock & Watson (2008). As regards
the stability of the relationship between inflation and economic activity,
a flattening of the US Phillips curve after 1984 was identified by Roberts
(2006). Time-varying coeffi cient models have been considered in various
studies, e.g. Cogley et al. (2010), D’Agostino et al. (2013), Granger & Jeon
(2011), Stella & Stock (2012). In a recent work Riggi & Venditti (2014)
report an increased sensitivity of euro area inflation to the (large negative)
outgap gap in the aftermath of the sovereign debt crisis, although they note
that the effects of a structural break are diffi cult to disentangle from those
associated to a possible underestimation of the slack in the economy.
All the above papers compare inflation models in terms of point fore-

casts, e.g. using the MSFE metrics. The focus of this study is, by contrast,
the entire conditional distribution of euro area inflation. This can be char-
acterized using dynamic quantile regression models. A Phillips-curve type

5



relation is assumed, where inflation quantiles depend on past inflation and
the output gap, as well as on oil prices and the exchange rate. Our results
show substantial time-variation in the shape of the distribution on inflation,
with changes not limited to volatility but also affecting the degree of kurtosis
and, to some extent, asymmetry.
Overall we find that the quantile regression approach better describes the

distribution of inflation compared with the benchmark, given by a standard
univariate trend-cycle model with stochastic volatility, that is known to be
hard to beat in forecasting inflation. In an out-of-sample prediction exercise,
the quantile regression approach provides overall superior forecasts of the
conditional distribution of inflation. Averaging the forecast distributions of
different models improves robustness and in some cases achieves the highest
accuracy of distributional forecasts.
To our knowledge, not many papers have applied quantile regression

methods to estimate the distribution of macroeconomic variables. The clos-
est work to ours is Manzan & Zerom (2013), where it is shown that economic
activity indicators, such as the unemployment rate, are useful for forecast-
ing the distribution of US inflation. Specifically, starting from the results
of Atkeson & Ohanian (2001), Manzan & Zerom (2013) constructs quantile
regression models for the residuals of a random walk process for annual in-
flation, using as regressors several types of economic indicators; this is found
to yield more accurate predictions of the distribution of inflation, particu-
larly at lower quantiles. Tillmann & Wolters (2014) use quantile regressions
to study the persistence of US inflation, finding a structural break at all
quantiles in the early 80’s. Gaglianone & Lima (2014) construct density
forecasts for macroeconomic series using the average in the Survey of Pro-
fessional Forecasters (SPF) as a covariate. Andrade et al. (2014) find that
the quantiles of the SPF density forecasts help (point) predictions of fu-
ture inflations. Finally, Laurent & Kózluk (2012) use quantile regressions
to measure GDP forecast uncertainty, using industrial production and other
indicators of real activity.
The paper proceeds as follows. Section 2 reviews the quantile regression

approach and briefly describes the benchmark univariate trend-cycle model
with stochastic volatility. Section 3 contains the in-sample estimation results
on the charicterization of the conditional distribution of inflation. An out-
of-sample forecast exercise is carried out in section 4. Section 5 concludes.
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2 Modelling the conditional distribution of euro
area inflation

This section reviews the quantile regression approach and describes the
benchmark forecast model, given by a univariate trend-cycle model with
stochastic volatility.

2.1 Quantile regression1

Let F (y) be the cumulative distribution function of the random variable
y. For any 0 < α < 1, the quantile of order α of y, denoted as Qα (y) ,
is defined by the inverse of the distribution function, Qα ≡ F−1(α) =
inf {y : F (y) ≥ α} . Given a set of i.i.d. observations yt, t = 1, 2, ..., T, the
sample quantile, Q̂α, is obtained by sorting them in ascending order; equiv-
alently, it is given by the solution of the following minimization problem,

Q̂α = argmin
Q

{
T∑
t=1

ρα (yt −Q)
}

= argmin
Q

∑
yt≥Q

α |yt −Q|+
∑
yt<Q

(1− α) |yt −Q|

 ,

where ρα (u) = u (α− 1 (u > 0)) is the so-called check function, with 1 (u > 0)
being the usual indicator function. For the median, the check function
ρ0.5 (u) corresponds to the loss function of the Least Absolute Deviation
estimator, Q̂0.5 = argmin

∑T
t=1 |yt −Q| .

In the quantile regression approach, introduced by Koenker & Bassett
(1978), the quantiles are modelled in terms of some parametric function of
observable covariates, zt, e.g.

Qα (yt| zt) = β0 (α) + β1 (α)
′ zt,

where the regression coeffi cients depend on the quantile order α. The para-
meters are estimated by the same minimization procedure described above,
i.e. (

β̂0(α), β̂1(α)
′
)
= argmin

β0,β1

{
T∑
t=1

ρα
(
yt − β0 (α)− β1 (α)′ zt

)}
.

1Koenker (2005) is a detailed monograph on quantile regression methods.
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Under regularity conditions, the estimated parameters are
√
T - consis-

tent and have a Gaussian limit distribution. The asymptotic covariance
matrix depends on the error density function, so it can be diffi cult to esti-
mate. As an alternative to the asymptotic results, bootstrap methods can
be used to obtain the standard errors of the parameters; see e.g. Buchinsky
(1995).
A goodness of fit measure for quantile regression, proposed by Koenker

& Machado (1999), is based on the ’residual absolute sum of weighted dif-

ferences’, RASWα =
∑

yt≥Q̂α,t α
∣∣∣yt − Q̂α,t∣∣∣ +∑yt<Q̂α,t

(1 − α)
∣∣∣yt − Q̂α,t∣∣∣ ,

where Q̂α,t = β̂0 (α) + β̂1 (α)
′ zt is the fitted α-quantile at time t. This

’pseudo R2 measure’(constructed as the coeffi cient of determination in least
squares analysis) is defined as

R2α = 1−
RASWα

TASWα
, (1)

where TASWα is the total sum of weighted differences, obtained by plugging
the unconditional quantile in the RASWα formula above. Thus R2α ranges
between 0 and 1.
By estimating quantile regressions for several α’s, varying in the interval

(0,1), the entire conditional distribution of yt can be traced out.
In the actual estimates quantiles might cross at some points in time, i.e.

it can happen that Q̂α1,t > Q̂α2,t for α1 < α2. For these cases a correction
is needed, such as the one in Chernozhukov et al. (2010).

2.2 A trend-cycle model with stochastic volatility

The year-on-year rate of inflation πt is modelled in terms of a time-varying
location µt (that can be interpreted as ’trend inflation’) and volatility σt as
follows:

πt = µt + σtεt, t = 1, ..., T. (2)

The model is estimated by maximum likelihood, resorting to the dynamic
conditional score (DCS) methodology developed by Harvey (2013) and Creal
et al. (2013). Accordingly, we directly specify the filter for updating the esti-
mates of the time-varying parameters in terms of the score of the conditional
distribution of inflation. In particular, we assume:

πt = µt|t−1 + exp(λt|t−1)εt, (3)
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µt+1|t = ωµ(1− φµ) + φµµt|t−1 + κµut,µ, (4)

λt+1|t = ωλ(1− φλ) + φλλt|t−1 + κλut,λ, (5)

where ut,µ and ut,λ are linear functions of the score of the conditional distrib-
ution. If εt ∼ N(0, 1), then ut,µ = πt−µt|t−1 = vt and ut,λ = v2t exp(2λt|t−1)
and the model becomes an AR(1) process with GARCH(1,1) errors. A max-
imum likelihood estimation assuming a Gaussian distribution yields (numer-
ical standard errors in brackets) ωµ = 0.0258(0.0014), φµ = 0.8408(0.0425),
ωλ = −5.004(0.5739), φλ = 0.996(0.0365), κµ = 0.9747(0.1229) and κλ =
0.2689(0.039).

3 In-sample estimation results

For euro area inflation we estimate the following prediction model of condi-
tional quantiles, motivated by Phillips curve arguments:

Qα (πt+h) = β0 (α) + β1 (α)πt + β2 (α) yt + β3(4)oilt + β4ext, (6)

where πt is inflation (the year-on-year change of the logarithm of the Har-
monized Index of Consumer Prices), yt the output gap, oilt the change in
oil prices in euro, ext the change of the nominal effective exchange rate of
the euro. The model is estimated with quarterly data over the period 1990-
2014 for α = .05, .10, .15, ...., .85, .90, .95 and h = 1, 2, 3, 4. The regressors
yt, oilt and ext are meant to capture the effects of, respectively, demand
pressure, commodity prices and the exchange rate2. The model is dynamic
in the sense that the inflation quantiles depend on the past level of inflation,
in addition to the other covariates.3

Overall we model 19 conditional quantiles that are used for obtaining
1,2,3,4-step ahead forecasts for the conditional distribution of inflation. The
estimated coeffi cients have the correct sign and they are, in most cases,
statistically significant at least at the 10% level. Clearly, given the relatively

2Data on HICP and GDP are taken from Eurostat. The output gap is computed as the
log-difference between actual and potential GDP, with the latter calculeted by a standard
Hodrick-Prescott filter. The source for oil prices is Thomson Financial Datastream, while
the nominal effective exchange rate is the 19-trading partners measure published in the
ECB’s Statistical Data Warehouse.

3An alternative way of proceeding would be to explicitly model the time dependence
of quantiles. This could be done non-parametrically as in Yu & Jones (1998), De Rossi &
Harvey (2009), or using the non-linear parametric approach of Engle & Manganelli (2004).
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Figure 1: Quantile regression coeffi cients at α = .10, .25, .50, .75, .90

small number of observations, estimation noise could be an issue for precise
estimation of the outer quantiles.
A subset of the coeffi cients, for different probability orders α and for

h = 1, are shown in Figure 1. The ’pseudo-autoregressive’terms β1(α) are
relatively large; interestingly, persistence seems higher in the lower parts of
the distribution compared with higher quantiles; the response to the output
gap is stronger in the right tail of the distribution. The coeffi cients for oil and
the exchange rate have the correct sign, positive the former and negative the
latter. Compared with oil prices, the response of inflation to the exchange
rate is less uniform across quantiles, being higher in the tails.

The properties of the conditional distribution are described in detail in
the subsection below, where they are compared with the univariate trend-
cycle model with stochastic volatility (denoted as LLSV) that accounts for
time variation only in the location and scale of the distribution.
As concerns the goodness of fit of the estimated models, the pseudo R2

measure (1) for the quantile regression and for LLSV models is reported in
Table 1 for h = 1. Other than the baseline prediction model (6), denoted
as QR0, we also consider an alternative specification where exogenous re-
gressors can enter contemporaneously (QR1).4 This may be viewed as being

4For h = 1, 2, 3, 4, the QR1 model takes the following specification: Qα (πt+h) =
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close to the standard approach to inflation forecasting in central banks, with
inflation being projected conditional on assumed future paths for commod-
ity prices, the exchange rate and the output gap. Note that while QR1 is
expected to have a clear advantage over QR0 within sample, this is not nec-
essarily the case in genuine out-of-sample forecasts where the performance
can be negatively affected by the noise embedded in the assumptions for the
conditioning variables.
The QR1 is the most accurate model, at all quantile orders. If the ex-

ogenous regressors are not allowed to enter contemporaneously (QR0) the
models’fit inevitably deteriorates, particularly in the lower part of the dis-
tribution. The QR0 specification is however superior to the univariate trend-
cycle model (LLSV).

α QR1 QR0 LLSV
.05 0.72 0.57 0.61
.10 0.73 0.64 0.62
.15 0.73 0.66 0.63
.20 0.73 0.66 0.63
.25 0.72 0.66 0.62
.30 0.71 0.66 0.61
.35 0.71 0.65 0.60
.40 0.70 0.65 0.59
.45 0.70 0.65 0.59
.50 0.69 0.64 0.59
.55 0.69 0.64 0.59
.60 0.69 0.65 0.59
.65 0.69 0.65 0.59
.70 0.69 0.66 0.59
.75 0.70 0.66 0.60
.80 0.70 0.67 0.60
.85 0.70 0.66 0.59
.90 0.69 0.67 0.58
.95 0.68 0.66 0.53

Table 1. Goodness of fit at the various quantiles of the distribution

β0 (α) + β1 (α)πt + β2 (α) yt+h−1 + β3(4)oilt+h + β4ext+h
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Figure 2: Outer quantiles (.05 and .95) and realized values of inflation;
centered moving averages of three terms.

3.1 Gauging the time—variation in the conditional distribu-
tion

In general, our results show substantial time-variation in the shape of the dis-
tribution of inflation; besides movements in volatility, time variation appears
to affect higher moments of the distribution as well. The outer quantiles (α
equal to .05 and .95) are shown in figure 2 for QR0, QR1 and LLSV, together
with the level of inflation. In most periods the quantiles of QR0, QR1 and
LLSV move relatively closely together; this regularity breaks down during
periods of high volatility in the exogenous variables, not accounted for in the
LLSV model. Large swings of the exogenous regressors are also associated
with inflation falling in the upper or the lower tail of the distribution.
The dispersion, measured by the interquartile range, is shown in figure

3. The time-variation of volatility is quite extreme in the LLSV model, but
is also a feature of QR0 and, to a lower extent, of QR1.
Figure 4 shows a simple measure of symmetry of the distribution, ς =

Q.10+Q.90−2Q.50; a value greater than zero indicates positive skewness, i.e.
that the right tail is longer than the left one. The conditional distribution
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Figure 3: Interquartile ranges; centered moving averages of three terms.

implied by the QR1 model tends to be positively skewed, whereas skewness
changes frequently sign for QR0. The distribution of LLSV is symmetric by
construction.
Finally, Figure 5 plots the right tail thickness index ξ = (Q.95 −Q.50) / (Q.75 −Q.50)

and the left tail one. Interestingly in many periods the right tail appears
much thicker than implied by a Gaussian distribution, where ξ = 2.43.
One important issue is whether the movements observed in the condi-

tional quantiles are in some sense ’statistically significant’or whether they
are just related to estimation noise. Clearly, the bulk of the time-variation
depicted in Figure 2 is related to a changing conditional mean. The mea-
sures of dispersion, asymmetry and tail thickness are instead constructed
using differences between quantiles, so that the effect of the conditional
mean is washed out.
Busetti & Harvey (2010) have recently proposed statistical tests for the

null hypothesis of constant quantiles against the alternative of ’permanent’
movements, in the form of either random walk component or determistic
shifts. Applying these tests to the residuals of an OLS estimate of the
same type as the ones used for the quantile regressions we find evidence of
instability of the quantiles, although not overwhelming. Looking at single
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Figure 4: Skewness; centered moving averages of three terms.

quantiles we reject the null hypothesis at least at 10% significance only for
α = .25. But a multivariate test that jointly considers several quantiles (.10,
.25, .50, .75, .90) also rejects the null hypothesis. Rejections occur also for
the statistics based on the interquartile range (or the .05-.95 range) and for
tail thickess, but not for skewness. It must however be stressed that in a
sample of just 100 observations the power of these tests is expected not to
be large.
Finally, an approximation of the conditional density functions of the three

models is shown in Figure 6 for t = 2008Q3 and t = 2014Q4, respectively.5

While in both periods the distribution implied by the LLSV model displays
the largest dispersion (as seen also in Fig. 3), the difference with respect to
the quantile regression models appears to be especially striking in 2008Q3;
this finding suggests that in 2008Q3 most of the volatility of inflation is
due to movements in its exogenous determinants, such as oil prices and the
exchange rate, which are correctly controlled for in quantile regressions but
not in the LLSV model. By contrast, in 2014Q4 the volatility of inflation

5This is obtained by Monte Carlo draws from the (piecewise linear) conditional cumu-
lative distribution implied by the fitted quantiles.
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Figure 5: Right and left tail thickness; centered moving averages of three
terms.
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Figure 6: Forecast densities for 2008Q3 and 2014Q4; the red line is the
realized value.

does not seem dominated by movements in its exogenous deteminants (see
also Fig. 4): the main difference between the distributions implied by two
class of models lies in the left tail, which is much longer for the (forcedly
symmetric) LLSV model, while the more flexible quantile regression models
are able to detect a non-negligible positive skewness.

4 Out-of-sample properties of the forecast distri-
butions

In this section we evaluate the performance of the models in a genuine,
real-time, out-of-sample forecast exercise. Each model is re-estimated at
each point in time and standard conditioning assumptions are made for the
exogenous variables: (1) the output gap is computed in real-time using a
standard HP filter, (2) oil prices are derived from market’s futures contracts;
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(3) the exchange rate is kept constant at the most recent values (random
walk projection). These assumptions are the same as those underlying the
corresponding (quarterly) Eurosystem macroeconomic projection exercise.
Clearly, such assumptions do not affect the LLSV model; QR0 is only af-
fected by the assumptions on the output gap, whose real-time estimates may
differ sensibly from those based on the final data. The evaluation sample is
relatively small, limited to the period 2010-2014.
We consider forecasts provided by QR0, QR1, a Phillips curve with con-

stant variance (PC), the univariate trend-cycle model (LLSV) and two (equal
weighted) combinations of forecast distributions, denoted as FC-01 and FC-
01L. The first combines the distributions of QR0 and QR1; the second those
of QR0, QR1 and LLSV. They are obtained by quantile averaging, as sug-
gested in Busetti (2014).
For each model and forecast horizon h = 1, 2, 3, 4 the check loss function

L(α) is evaluated,

L(α) =
∑

yt≥Q̂α,t

α
∣∣∣yt − Q̂α,t∣∣∣+ ∑

yt<Q̂α,t

(1−α)
∣∣∣yt − Q̂α,t∣∣∣ , α = .05, .10, ...., .90, .95,

where Q̂α,t is the real time forecast of the α-order quantile. The lower the
loss function the better the forecast of the conditional quantile. The results
for all models and quantile orders α are reported in the appendix, where the
losses are computed as ratios to the LLSV model; thus an entry lower than
1 means that the corresponding model is better than LLSV, and viceversa
for entries greater than 1.
Averaging the loss functions over α’s allows to get an overall measure of

out-of-sample performance of the forecast distribution. This corresponds to
the weighted quantile scoring function (WQS) of Gneiting & Raftery (2007),
defined as

WQS =

1∫
0

L(α)ω(a)da,

where ω(a) are the weights. Table 2 reports results for: (1) uniform weights,
ω(a) = 1; (2) ω(α) = α(1− α) which concentrates the weight in the middle
of the distributions; (3) ω(α) = (1 − 2α)2 where more weight is placed in
the tails. The lower WQS the better is the distributional forecast.
The table also reports two standard measures of fit for density forecasts,

the logarithmic score, and the linear score, defined as Log-S = 1
T

∑
t

log f t|t−h(yt)
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and Lin-S = 1
T

∑
t

f t|t−h(yt), where f t|t−h(.) is the conditional density func-

tion for h -step ahead predictions; the higher is Log-S (or Lin-S) the better
is the forecast. The intuition is that the model with higher out-of-sample
log-score (or lin-score) on average assigns higher probability to the events
that really occurred; see e.g. Mitchell & Hall (2005). Note that in our set-
up these measure are affected by the noise resulting from interpolating the
distribution between quantiles.
For 1-step ahead forecasts, h = 1, QR1 appears to produce the most

accurate distribution forecasts according to the WQS measure; the forecast
combination between QR0, QR1 and LLSV is instead superior according to
the log-score and lin-score metrics. In terms of the weighted quantile score,
at all forecast horizons QR1 seems preferable than the benchmark LLSV
model (which however works well for h = 3, 4 using the log-score and lin-
score metrics6). The QR1 achieves the higher lin-score for h = 2 while QR0
seems preferable for h = 4 according to the WQS metrics. In general, the
simple PC model does quite well in multi-step ahead forecasts. In terms of
forecast combination, it seems preferable to jointly consider QR0, QR1 and
LLSV.

6The detailed results of the appendix show that, for h ≥ 2, LLSV tends to do relatively
better in the right tail of the distribution and worse in the left one.
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QR1 QR0 PC LLSV FC-01 FC-01L
Weighted Quantile Score
Whole distribution 0.32 0.37 0.33 0.39 0.33 0.35
Center 0.06 0.07 0.07 0.08 0.07 0.07

h=1 Tails 0.06 0.08 0.07 0.08 0.07 0.07
Logarithmic Score 4.22 4.04 4.45 4.34 4.30 4.55
Linear Score 0.90 0.62 0.93 0.82 0.81 0.99

Weighted Quantile Score
Whole distribution 0.69 0.77 0.65 0.76 0.72 0.73
Center 0.14 0.15 0.13 0.15 0.14 0.14

h=2 Tails 0.15 0.17 0.14 0.17 0.15 0.15
Logarithmic Score 3.81 3.69 4.13 4.05 3.63 3.77
Linear Score 0.79 0.47 0.65 0.65 0.50 0.52

Weighted Quantile Score
Whole distribution 1.01 1.03 0.99 1.06 1.01 1.01
Center 0.20 0.20 0.19 0.20 0.20 0.20

h=3 Tails 0.22 0.22 0.22 0.25 0.22 0.21
Logarithmic Score 3.38 3.28 3.89 4.00 3.32 3.60
Linear Score 0.37 0.36 0.52 0.59 0.35 0.47

Weighted Quantile Score
Whole distribution 1.26 1.22 1.31 1.32 1.23 1.24
Center 0.25 0.24 0.25 0.25 0.24 0.24

h=4 Tails 0.28 0.28 0.29 0.32 0.28 0.28
Logarithmic Score 3.72 3.38 3.83 4.02 3.61 3.79
Linear Score 0.52 0.40 0.48 0.59 0.43 0.48

Table 2. Predictive performance

5 Concluding remarks

Since the end of 2011, euro area inflation has gradually fallen and has re-
mained for a prolonged period of time in a region not consistent with the
monetary policy objective of price stability. Over this period, forecasting
models have often failed to correctly track inflation in the euro area, signal-
ing increased uncertainty around the prospects for price developments. In
this paper we have considered a quantile regression approach for forecasting
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the distribution of euro area inflation, conditional on a set of covariates.
This allows to quantify the uncertainty surrounding central projections of
inflation, to study the relation between inflation and its determinants in the
various regions of the inflation distribution and to produce forecasts for the
probability of events away from the conditional mean.
Our in-sample results show substantial time-variation in the shape of the

distribution of inflation, beyond the movements in volatility. The distribu-
tion of euro area inflation appears to be on average positively skewed, with
a right tail somewhat thicker than the left one. Based on the results of a
‘stability test’for quantiles we find that the distribution is not constant over
time.
The conditional quantile regression approach allows to better describe

the underlying features of the distribution of inflation compared with a pure
time series benchmark model with stochastic volatility. We find that the dy-
namics of inflation appears to be more persistent in the lowest quantiles of
the distribution; it may therefore be harder for monetary policy to counter
negative shocks pushing inflation below its conditional mean, than it is the
case for positive ones. The inflation process also seems more reactive to
cyclical conditions in the right tail of the distribution; the response to ex-
change rate movements is stronger when inflation is in the tails.
In an out-of-sample prediction exercise, quantile regressions overall pro-

vide superior forecasts of the conditional distribution of inflation than the
benchmark model. Averaging the forecast distributions of different models
is however useful to improve robustness and, in some cases, to achieve the
highest accuracy of distributional forecasts.
As a possible extension to our analysis, quantiles could be estimated using

a multivariate approach along the lines of White et al. (2012). This would
allow to jointly identify the dynamics of inflation and output and study
their comovements over different regions of the multivariate distribution.
We leave this issue for future research.
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Appendices

A Estimation results

The following table reports, for quantile orders α = 0.10, 0.25, 0.50, 0.75, 0.90
and forecast horizon h = 1, the estimated coeffi cient for the model QR1
(standard error in brackets). Estimated coeffi cients for other quantiles and
forecast horizon ara available upon request.

α Autoregressive term Output gap Oil prices Exchange rate

.10
0.96
(0.04)

0.07
(0.03)

1.18
(0.30)

−0.04
(0.01)

.25
0.96
(0.03)

0.10
(0.03)

1.26
(0.23)

−0.01
(0.01)

.50
0.98
(0.04)

0.08
(0.03)

0.94
(0.26)

−0.03
(0.01)

.75
0.91
(0.04)

0.09
(0.03)

1.08
(0.30)

−0.03
(0.02)

.90
0.84
(0.06)

0.18
(0.05)

0.98
(0.41)

−0.04
(0.02)

B Out-of-sample losses as ratios to the LLSVmodel

The following tables show, for all quantile orders α = 0.05, ..., 0.95 and
forecast horizon h = 1, ..., 4, the ratio Lm(α)

LLLSV (α)
, where LLLSV (α) is the loss

function of the LLSV model and Lm(α) is the loss function of model m,with
m = QR0, QR1, QR1, FC − 01, FC − 01L.
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1 step ahead
α QR1 QR0 PC FC-01 FC-01L
5th 0.66 0.83 0.73 0.73 0.83
10th 0.62 0.71 0.68 0.63 0.71
15th 0.63 0.69 0.69 0.63 0.75
20th 0.68 0.74 0.79 0.68 0.79
25th 0.68 0.77 0.77 0.73 0.77
30th 0.72 0.80 0.76 0.72 0.80
35th 0.74 0.81 0.78 0.74 0.81
40th 0.72 0.79 0.79 0.76 0.83
45th 0.79 0.86 0.83 0.83 0.86
50th 0.86 0.90 0.86 0.86 0.93
55th 0.86 0.90 0.86 0.90 0.93
60th 0.89 0.93 0.89 0.89 0.93
65th 0.92 1.00 0.92 0.96 0.96
70th 0.91 1.09 1.00 1.00 1.00
75th 1.00 1.20 1.05 1.05 1.05
80th 1.06 1.35 1.06 1.12 1.06
85th 1.00 1.43 1.07 1.07 1.07
90th 0.91 1.36 0.91 1.09 1.00
95th 1.03 1.64 0.76 1.04 1.03
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2 steps ahead
α QR1 QR0 PC FC-01 FC-01L
5th 0.44 0.55 0.33 0.44 0.44
10th 0.48 0.55 0.39 0.48 0.64
15th 0.51 0.68 0.49 0.56 0.71
20th 0.57 0.76 0.57 0.67 0.78
25th 0.64 0.78 0.64 0.72 0.80
30th 0.71 0.87 0.71 0.79 0.87
35th 0.78 0.85 0.74 0.81 0.87
40th 0.83 0.91 0.80 0.87 0.91
45th 0.89 0.96 0.83 0.93 0.94
50th 0.92 1.02 0.87 0.96 0.98
55th 0.96 1.08 0.92 1.02 1.02
60th 1.02 1.12 0.96 1.06 1.04
65th 1.13 1.18 1.02 1.16 1.09
70th 1.17 1.22 1.07 1.20 1.12
75th 1.28 1.31 1.17 1.28 1.19
80th 1.29 1.42 1.23 1.32 1.23
85th 1.32 1.56 1.36 1.44 1.28
90th 1.59 2.00 1.65 1.76 1.53
95th 2.25 2.25 2.38 2.00 1.63

26



3 steps ahead
α QR1 QR0 PC FC-01 FC-01L
5th 0.27 0.30 0.23 0.27 0.32
10th 0.44 0.65 0.41 0.52 0.65
15th 0.66 0.67 0.51 0.66 0.77
20th 0.74 0.77 0.62 0.75 0.83
25th 0.78 0.80 0.70 0.78 0.86
30th 0.82 0.83 0.76 0.82 0.87
35th 0.85 0.88 0.81 0.86 0.92
40th 0.89 0.93 0.86 0.92 0.94
45th 0.94 0.99 0.93 0.96 0.97
50th 1.00 1.04 0.97 1.01 1.01
55th 1.09 1.10 1.04 1.09 1.06
60th 1.11 1.11 1.11 1.11 1.08
65th 1.18 1.13 1.17 1.15 1.10
70th 1.22 1.22 1.24 1.22 1.13
75th 1.26 1.26 1.30 1.26 1.14
80th 1.28 1.30 1.40 1.28 1.16
85th 1.44 1.38 1.53 1.41 1.21
90th 1.58 1.42 1.79 1.50 1.25
95th 2.08 1.75 2.50 1.83 1.42
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4 steps ahead
α QR1 QR0 PC FC-01 FC-01L
5th 0.38 0.44 0.23 0.41 0.51
10th 0.53 0.60 0.43 0.56 0.68
15th 0.67 0.74 0.56 0.69 0.79
20th 0.76 0.78 0.67 0.76 0.83
25th 0.80 0.81 0.75 0.80 0.86
30th 0.86 0.84 0.84 0.84 0.90
35th 0.91 0.89 0.90 0.89 0.92
40th 0.94 0.91 0.95 0.91 0.94
45th 0.98 0.94 1.01 0.95 0.97
50th 1.01 0.96 1.06 0.98 0.99
55th 1.06 0.99 1.11 1.01 1.01
60th 1.10 1.03 1.17 1.05 1.04
65th 1.16 1.08 1.23 1.12 1.08
70th 1.21 1.12 1.29 1.16 1.10
75th 1.26 1.18 1.38 1.21 1.15
80th 1.25 1.21 1.47 1.23 1.15
85th 1.27 1.25 1.59 1.27 1.14
90th 1.39 1.21 1.79 1.30 1.12
95th 1.67 1.22 2.22 1.39 1.11

28



(*)	 Requests for copies should be sent to: 
Banca d’Italia – Servizio Struttura economica e finanziaria – Divisione Biblioteca e Archivio storico –  
Via Nazionale, 91 – 00184 Rome – (fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.

RECENTLY PUBLISHED “TEMI” (*)

N.	 994	 –	 Trade liberalizations and domestic suppliers: evidence from Chile, by Andrea 
Linarello (November 2014).

N.	 995	 –	 Dynasties in professions: the role of rents, by Sauro Mocetti (November 2014).

N.	 996	 –	 Current account “core-periphery dualism” in the EMU, by Tatiana Cesaroni and 
Roberta De Santis (November 2014).

N.	 997	 –	 Macroeconomic effects of simultaneous implementation of reforms after the crisis, 
by Andrea Gerali, Alessandro Notarpietro and Massimiliano Pisani (November 
2014).

N.	 998	 –	 Changing labour market opportunities for young people in Italy and the role of the 
family of origin, by Gabriella Berloffa, Francesca Modena and Paola Villa (January 
2015).

N.	 999	 –	 Looking behind mortgage delinquencies, by Sauro Mocetti and Eliana Viviano 
(January 2015).

N.	1000	 –	 Sectoral differences in managers’ compensation: insights from a matching model, 
by Emanuela Ciapanna, Marco Taboga and Eliana Viviano (January 2015).

N.	1001	 –	 How does foreign demand activate domestic value added? A comparison among the 
largest euro-area economies, by Rita Cappariello and Alberto Felettigh (January 
2015).

N.	1002	 –	 Structural reforms and zero lower bound in a monetary union, by Andrea Gerali, 
Alessandro Notarpietro and Massimiliano Pisani (January 2015).

N.	1003	 –	 You’ve come a long way, baby. Effects of commuting times on couples’ labour 
supply, by Francesca Carta and Marta De Philippis (March 2015).

N.	1004	 –	 Ownership networks and aggregate volatility, by Lorenzo Burlon (March 2015).

N.	1005	 –	 Strategy and tactics in public debt manamgement, by Davide Dottori and Michele 
Manna (March 2015).

N.	1006	 –	 Inward foreign direct investment and innovation: evidence from Italian provinces, 
by Roberto Antonietti, Raffaello Bronzini and Giulio Cainelli (March 2015).

N.	1007	 –	 The macroeconomic effects of the sovereign debt crisis in the euro area, by Stefano 
Neri and Tiziano Ropele (March 2015).

N.	1008	 –	 Rethinking the crime reducing effect of education? Mechanisms and evidence from 
regional divides, by Ylenia Brilli and Marco Tonello (April 2015).

N.	1009	 –	 Social capital and the cost of credit: evidence from a crisis, by Paolo Emilio 
Mistrulli and Valerio Vacca (April 2015).

N.	1010	 –	 Every cloud has a silver lining. The sovereign crisis and Italian potential output, by 
Andrea Gerali, Alberto Locarno, Alessandro Notarpietro and Massimiliano Pisani 
(June 2015).

N.	1011	 –	 Foreign direct investment and firm performance: an empirical analysis of Italian 
firms, by Alessandro Borin and Michele Mancini (June 2015).

N.	1012	 –	 Sovereign debt and reserves with liquidity and productivity crises, by Flavia Corneli 
and Emanuele Tarantino (June 2015).

N.	1013	 –	 Bankruptcy law and bank financing, by Giacomo Rodano, Nicolas Serrano-Velarde 
and Emanuele Tarantino (June 2015).

N.	1014	 –	 Women as ‘gold dust’: gender diversity in top boards and the performance of 
Italian banks, by Silvia Del Prete and Maria Lucia Stefani (June 2015).

N.	1015	 –	 Inflation, financial conditions and non-standard monetary policy in a monetary 
union. A model-based evaluation, by Lorenzo Burlon, Andrea Gerali, Alessandro 
Notarpietro and Massimiliano Pisani (June 2015).

N.	1016	 –	 Short term inflation forecasting: the M.E.T.A. approach, by Giacomo Sbrana, 
Andrea Silvestrini and Fabrizio Venditti (June 2015).



"TEMI" LATER PUBLISHED ELSEWHERE 
 

 

2012 

 

F. CINGANO and A. ROSOLIA, People I know: job search and social networks, Journal of Labor Economics, v. 
30, 2, pp. 291-332,  TD No. 600 (September 2006). 

G. GOBBI and R. ZIZZA, Does the underground economy hold back financial deepening? Evidence from the 
italian credit market, Economia Marche, Review of Regional Studies, v. 31, 1, pp. 1-29, TD No. 646 
(November 2006). 

S. MOCETTI, Educational choices and the selection process before and after compulsory school, Education 
Economics, v. 20, 2, pp. 189-209, TD No. 691 (September 2008). 

P. PINOTTI, M. BIANCHI and P. BUONANNO, Do immigrants cause crime?, Journal of the European 
Economic Association , v. 10, 6, pp. 1318–1347, TD No. 698 (December 2008). 

M. PERICOLI and M. TABOGA, Bond risk premia, macroeconomic fundamentals and the exchange rate, 
International Review of Economics and Finance, v. 22, 1, pp. 42-65, TD No. 699 (January 2009). 

F. LIPPI and A. NOBILI, Oil and the macroeconomy: a quantitative structural analysis, Journal of European 
Economic Association, v. 10, 5, pp. 1059-1083, TD No. 704 (March 2009). 

G. ASCARI and T. ROPELE, Disinflation in a DSGE perspective: sacrifice ratio or welfare gain ratio?, 
Journal of Economic Dynamics and Control, v. 36, 2, pp. 169-182, TD No. 736 (January 2010). 

S. FEDERICO, Headquarter intensity and the choice between outsourcing versus integration at home or 
abroad, Industrial and Corporate Chang, v. 21, 6, pp. 1337-1358, TD No. 742 (February 2010). 

I. BUONO and G. LALANNE, The effect of the Uruguay Round on the intensive and extensive margins of 
trade, Journal of International Economics, v. 86, 2, pp. 269-283,  TD No. 743 (February 2010). 

A. BRANDOLINI, S. MAGRI and T. M SMEEDING, Asset-based measurement of poverty, In D. J. Besharov 
and K. A. Couch (eds), Counting the Poor: New Thinking About European Poverty Measures and 
Lessons for the United States, Oxford and New York: Oxford University Press, TD No. 755 
(March 2010). 

S. GOMES, P. JACQUINOT and M. PISANI, The EAGLE. A model for policy analysis of macroeconomic 
interdependence in the euro area, Economic Modelling, v. 29, 5, pp. 1686-1714, TD No. 770 
(July 2010). 

A. ACCETTURO and G. DE BLASIO, Policies for local development: an evaluation of Italy’s “Patti 
Territoriali”, Regional Science and Urban Economics, v. 42, 1-2, pp. 15-26, TD No. 789 
(January 2006). 

E. COCOZZA and P. PISELLI, Testing for east-west contagion in the European banking sector during the 
financial crisis, in R. Matoušek; D. Stavárek (eds.), Financial Integration in the European Union, 
Taylor & Francis,  TD No. 790 (February 2011). 

F. BUSETTI and S. DI SANZO, Bootstrap LR tests of stationarity, common trends and cointegration, Journal 
of Statistical Computation and Simulation, v. 82, 9, pp. 1343-1355, TD No. 799 (March 2006). 

S. NERI and T. ROPELE, Imperfect information, real-time data and monetary policy in the Euro area, The 
Economic Journal, v. 122, 561, pp. 651-674,  TD No. 802 (March 2011). 

A. ANZUINI and F. FORNARI, Macroeconomic determinants of carry trade activity, Review of International 
Economics, v. 20, 3, pp. 468-488,  TD No. 817 (September 2011). 

M. AFFINITO, Do interbank customer relationships exist? And how did they function in the crisis? Learning 
from Italy, Journal of Banking and Finance, v. 36, 12, pp. 3163-3184, TD No. 826 (October 2011). 

P. GUERRIERI and F. VERGARA CAFFARELLI, Trade Openness and International Fragmentation of 
Production in the European Union: The New Divide?, Review of International Economics, v. 20, 3, 
pp. 535-551,  TD No. 855 (February 2012). 

V. DI GIACINTO, G. MICUCCI and P. MONTANARO, Network effects of public transposrt infrastructure: 
evidence on Italian regions, Papers in Regional Science, v. 91, 3, pp. 515-541, TD No. 869 (July 
2012). 

A. FILIPPIN and M. PACCAGNELLA, Family background, self-confidence and economic outcomes, 
Economics of Education Review, v. 31, 5, pp. 824-834,  TD No. 875 (July 2012). 

 

 



2013 

 

A. MERCATANTI, A likelihood-based analysis for relaxing the exclusion restriction in randomized 
experiments with imperfect compliance, Australian and New Zealand Journal of Statistics, v. 55, 2, 
pp. 129-153, TD No. 683 (August 2008). 

F. CINGANO and P. PINOTTI, Politicians at work. The private returns and social costs of political connections, 
Journal of the European Economic Association, v. 11, 2, pp. 433-465, TD No. 709 (May 2009). 

F. BUSETTI and J. MARCUCCI, Comparing forecast accuracy: a Monte Carlo investigation, International 
Journal of Forecasting, v. 29, 1, pp. 13-27, TD No. 723 (September 2009). 

D. DOTTORI, S. I-LING and F. ESTEVAN, Reshaping the schooling system: The role of immigration, Journal 
of Economic Theory, v. 148, 5, pp. 2124-2149, TD No. 726 (October 2009). 

A. FINICELLI, P. PAGANO and M. SBRACIA, Ricardian Selection, Journal of International Economics, v. 89, 
1, pp. 96-109, TD No. 728 (October 2009). 

L. MONTEFORTE and G. MORETTI, Real-time forecasts of inflation: the role of financial variables, Journal 
of Forecasting,  v. 32,  1, pp. 51-61, TD No. 767 (July 2010). 

R. GIORDANO and P. TOMMASINO, Public-sector efficiency and political culture, FinanzArchiv, v. 69, 3, pp. 
289-316, TD No. 786 (January 2011). 

E. GAIOTTI, Credit availablility and investment: lessons from the "Great Recession", European Economic 
Review, v. 59, pp. 212-227, TD No. 793 (February 2011). 

F. NUCCI and M. RIGGI, Performance pay and changes in U.S. labor market dynamics, Journal of 
Economic Dynamics and Control, v. 37, 12, pp. 2796-2813,  TD No. 800 (March 2011). 

G. CAPPELLETTI, G. GUAZZAROTTI and P. TOMMASINO, What determines annuity demand at retirement?, 
The Geneva Papers on Risk and Insurance – Issues and Practice, pp. 1-26, TD No. 805 (April 2011). 

A. ACCETTURO e L. INFANTE, Skills or Culture? An analysis of the decision to work by immigrant women 
in Italy, IZA Journal of Migration, v. 2, 2, pp. 1-21, TD No. 815 (July 2011). 

A. DE SOCIO, Squeezing liquidity in a “lemons market” or asking liquidity “on tap”, Journal of Banking and 
Finance, v. 27, 5, pp. 1340-1358, TD No. 819 (September 2011). 

S. GOMES, P. JACQUINOT, M. MOHR and M. PISANI, Structural reforms and macroeconomic performance 
in the euro area countries: a model-based assessment, International Finance, v. 16, 1, pp. 23-44, 
TD No. 830 (October 2011). 

G. BARONE and G. DE BLASIO, Electoral rules and voter turnout, International Review of Law and 
Economics, v. 36, 1, pp. 25-35, TD No. 833 (November 2011). 

O. BLANCHARD and M. RIGGI, Why are the 2000s so different from the 1970s? A structural interpretation 
of changes in the macroeconomic effects of oil prices, Journal of the European Economic 
Association, v. 11, 5, pp. 1032-1052,  TD No. 835 (November 2011). 

R. CRISTADORO and D. MARCONI, Household savings in China, in G. Gomel, D. Marconi, I. Musu, B. 
Quintieri (eds), The Chinese Economy: Recent Trends and Policy Issues, Springer-Verlag, Berlin,  
TD No. 838 (November 2011). 

A. ANZUINI, M. J.  LOMBARDI and P. PAGANO, The impact of monetary policy shocks on commodity prices, 
International Journal of Central Banking, v. 9, 3, pp. 119-144, TD No. 851 (February 2012). 

R. GAMBACORTA and M. IANNARIO, Measuring job satisfaction with CUB models, Labour, v. 27, 2, pp. 
198-224,  TD No. 852 (February 2012). 

G. ASCARI and T. ROPELE, Disinflation effects in a medium-scale new keynesian model: money supply rule 
versus interest rate rule, European Economic Review, v. 61, pp. 77-100, TD No. 867 (April 
2012). 

E. BERETTA and S. DEL PRETE, Banking consolidation and bank-firm credit relationships: the role of 
geographical features and relationship characteristics, Review of Economics and Institutions,  
v. 4, 3, pp. 1-46,  TD No. 901 (February 2013). 

M. ANDINI, G. DE BLASIO, G. DURANTON and W. STRANGE, Marshallian labor market pooling: evidence 
from Italy, Regional Science and Urban Economics, v. 43, 6, pp.1008-1022, TD No. 922 (July 
2013). 

G. SBRANA and A. SILVESTRINI, Forecasting aggregate demand: analytical comparison of top-down and 
bottom-up approaches in a multivariate exponential smoothing framework, International Journal of 
Production Economics, v. 146, 1, pp. 185-98, TD No. 929 (September 2013). 

A. FILIPPIN, C. V, FIORIO and E. VIVIANO, The effect of tax enforcement on tax morale, European Journal 
of Political Economy, v. 32, pp. 320-331,  TD No. 937 (October 2013). 



 

 

2014 

 

G. M. TOMAT, Revisiting poverty and welfare dominance, Economia pubblica, v. 44, 2, 125-149, TD No. 651 
(December 2007). 

M. TABOGA, The riskiness of corporate bonds, Journal of Money, Credit and Banking, v.46, 4, pp. 693-713, 
TD No. 730 (October 2009). 

G. MICUCCI and P. ROSSI, Il ruolo delle tecnologie di prestito nella ristrutturazione dei debiti delle imprese in 
crisi, in A. Zazzaro (a cura di), Le banche e il credito alle imprese durante la crisi, Bologna, Il Mulino, 
TD No. 763 (June 2010). 

F. D’AMURI, Gli effetti della legge 133/2008 sulle assenze per malattia nel settore pubblico, Rivista di 
politica economica, v. 105, 1, pp. 301-321,  TD No. 787 (January 2011). 

R. BRONZINI and E. IACHINI, Are incentives for R&D effective? Evidence from a regression discontinuity 
approach, American Economic Journal : Economic Policy, v. 6, 4, pp. 100-134,  TD No. 791 
(February 2011). 

P. ANGELINI, S. NERI and F. PANETTA, The interaction between capital requirements and monetary policy, 
Journal of Money, Credit and Banking, v. 46, 6, pp. 1073-1112, TD No. 801 (March 2011). 

M. BRAGA, M. PACCAGNELLA and M. PELLIZZARI, Evaluating students’ evaluations of professors, 
Economics of Education Review, v. 41, pp. 71-88,  TD No. 825 (October 2011). 

M. FRANCESE and R. MARZIA, Is there Room for containing healthcare costs? An analysis of regional 
spending differentials in Italy, The European Journal of Health Economics, v. 15, 2, pp. 117-132, 
TD No. 828 (October 2011). 

L. GAMBACORTA and P. E. MISTRULLI, Bank heterogeneity and interest rate setting: what lessons have we 
learned since Lehman Brothers?, Journal of Money, Credit and Banking, v. 46, 4, pp. 753-778,  
TD No. 829 (October 2011). 

M. PERICOLI, Real term structure and inflation compensation in the euro area, International Journal of 
Central Banking, v. 10, 1, pp. 1-42, TD No. 841 (January 2012). 

E. GENNARI and G. MESSINA, How sticky are local expenditures in Italy? Assessing the relevance of the 
flypaper effect through municipal data, International Tax and Public Finance, v. 21, 2, pp. 324-
344, TD No. 844 (January 2012). 

V. DI GACINTO, M. GOMELLINI, G. MICUCCI and M. PAGNINI, Mapping local productivity advantages in Italy: 
industrial districts, cities or both?, Journal of Economic Geography, v. 14, pp. 365–394, TD No. 850 
(January 2012). 

A. ACCETTURO, F. MANARESI, S. MOCETTI and E. OLIVIERI, Don't Stand so close to me: the urban impact 
of immigration, Regional Science and Urban Economics, v. 45, pp. 45-56, TD No. 866 (April 
2012). 

M. PORQUEDDU and F. VENDITTI, Do food commodity prices have asymmetric effects on euro area 
inflation, Studies in Nonlinear Dynamics and Econometrics, v. 18, 4, pp. 419-443, TD No. 878 
(September 2012). 

S. FEDERICO, Industry dynamics and competition from low-wage countries: evidence on Italy, Oxford 
Bulletin of Economics and Statistics, v. 76, 3, pp. 389-410, TD No. 879 (September 2012). 

F. D’AMURI and G. PERI, Immigration, jobs and employment protection: evidence from Europe before and 
during the Great Recession, Journal of the European Economic Association, v. 12, 2, pp. 432-464, 
TD No. 886 (October 2012). 

M. TABOGA, What is a prime bank? A euribor-OIS spread perspective, International Finance, v. 17, 1, pp. 
51-75,  TD No. 895 (January 2013). 

L. GAMBACORTA and F. M. SIGNORETTI, Should monetary policy lean against the wind? An analysis based 
on a DSGE model with banking, Journal of Economic Dynamics and Control, v. 43, pp. 146-74,  
TD No. 921 (July 2013). 

M. BARIGOZZI, CONTI A.M. and M. LUCIANI, Do euro area countries respond asymmetrically to the 
common monetary policy?, Oxford Bulletin of Economics and Statistics, v. 76, 5, pp. 693-714,  
TD No. 923 (July 2013). 

U. ALBERTAZZI and M. BOTTERO, Foreign bank lending: evidence from the global financial crisis, Journal 
of International Economics, v. 92, 1, pp. 22-35,  TD No. 926 (July 2013). 



R. DE BONIS  and  A. SILVESTRINI, The Italian financial cycle: 1861-2011, Cliometrica, v.8, 3, pp. 301-334, 
TD No. 936 (October  2013). 

D. PIANESELLI  and  A. ZAGHINI, The cost of firms’ debt financing and the global financial crisis, Finance 
Research Letters, v. 11, 2, pp. 74-83, TD No. 950 (February  2014). 

A. ZAGHINI, Bank bonds: size, systemic relevance and the sovereign, International Finance, v. 17, 2, pp. 161-
183, TD No. 966 (July  2014). 

S. MAGRI, Does issuing equity help R&D activity? Evidence from unlisted Italian high-tech manufacturing
        firms, Economics of Innovation and New Technology, v. 23, 8, pp. 825-854, TD No. 978 (October 

2014). 

G. BARONE and S. MOCETTI, Natural disasters, growth and institutions: a tale of two earthquakes, Journal 
of Urban Economics, v. 84, pp. 52-66, TD No. 949 (January 2014). 

2015 

G. BULLIGAN, M. MARCELLINO and F. VENDITTI, Forecasting economic activity with targeted predictors, 
International Journal of Forecasting, v. 31, 1, pp. 188-206, TD No. 847 (February 2012). 

A. CIARLONE, House price cycles in emerging economies, Studies in Economics and Finance, v. 32, 1, 
TD No. 863 (May 2012). 

G. BARONE and G. NARCISO, Organized crime and business subsidies: Where does the money go?, Journal 
of Urban Economics, v. 86, pp. 98-110, TD No. 916 (June 2013). 

P. ALESSANDRI and B. NELSON, Simple banking: profitability and the yield curve, Journal of Money, Credit 
and Banking, v. 47, 1, pp. 143-175, TD No. 945 (January 2014). 

R. AABERGE and A. BRANDOLINI, Multidimensional poverty and inequality, in A. B. Atkinson and F. 
Bourguignon (eds.), Handbook of Income Distribution, Volume 2A, Amsterdam, Elsevier, 
TD No. 976 (October 2014). 

M. FRATZSCHER, D. RIMEC, L. SARNOB and G. ZINNA, The scapegoat theory of exchange rates: the first 
tests, Journal of Monetary Economics, v. 70, 1, pp. 1-21, TD No. 991 (November 2014). 

FORTHCOMING 

M. BUGAMELLI, S. FABIANI and E. SETTE, The age of the dragon: the effect of imports from China on firm-
level prices, Journal of Money, Credit and Banking, TD No. 737 (January 2010). 

G. DE BLASIO, D. FANTINO and G. PELLEGRINI, Evaluating the impact of innovation incentives: evidence 
from an unexpected shortage of funds, Industrial and Corporate Change, TD No. 792 (February 
2011). 

A. DI CESARE, A. P. STORK and C. DE VRIES, Risk measures for autocorrelated hedge fund returns, Journal 
of Financial Econometrics,  TD No. 831 (October 2011). 

D. FANTINO, A. MORI and D. SCALISE, Collaboration between firms and universities in Italy: the role of a 
firm's proximity to top-rated departments, Rivista Italiana degli economisti,  TD No. 884 (October 
2012). 

M. MARCELLINO, M. PORQUEDDU and F. VENDITTI, Short-Term GDP Forecasting with a mixed frequency 
dynamic factor model with stochastic volatility, Journal of Business & Economic Statistics, 
TD No. 896 (January 2013). 

M. ANDINI and G. DE BLASIO, Local development that money cannot buy: Italy’s Contratti di Programma, 
Journal of Economic Geography, TD No. 915 (June 2013). 

J. LI and G. ZINNA, On bank credit risk: sytemic or bank-specific? Evidence from the US and UK, Journal 
of Financial and Quantitative Analysis, TD No. 951 (February 2015). 


	Pagina vuota



