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YOU’VE COME A LONG WAY, BABY. 
EFFECTS OF COMMUTING TIMES ON COUPLES’ LABOUR SUPPLY  

 

by Francesca Carta* and Marta De Philippis* 
 

Abstract 

This paper explores the effects of husbands' commuting time on their wives' labour 
market participation and on family time allocation. We develop a unitary family model of 
labour supply, which includes commuting times and household production. In a pure leisure 
model longer commuting time for husbands increases their wives' labour market 
participation and reduces their own working hours. However, a model that includes 
household production might determine the exact opposite result. We then examine the sign 
of these effects by using data from the German Socio-Economic Panel from 1997 to 2010. 
Employer-induced changes in home to work distances allow us to deal with endogeneity of 
commuting times. We find that a 1% increase in a husband's commuting distance reduces his 
wife's probability of participating in the labour force by 1.7 percentage points, 2% over the 
mean. Moreover, it increases his working hours by 0.2 hours per week. The average effect 
masks substantial heterogeneity: lower participation rates are concentrated in couples with 
children and where the husband has higher levels of education. 
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1 Introduction

Establishing the determinants of labour supply behaviour has always been a key issue
for economists. Starting from Cogan (1981)’s seminal work, much of the literature has
focused on fixed costs of participation and, in particular, on commuting time. Most
scholars have analyzed the relationship between commuting time and labour supply in
models where the decision unit is the single agent (Gronau, 1977; Wales, 1978; Van den
Berg and Gorter, 1997). Within this framework, an increase in commuting time has an
unambiguous negative effect on both labour market participation and working hours.1

However, the data show2 the existence of interdependencies between commuting time
and partners’ time use.3 First, there is substantial heterogeneity in commuting times
depending on gender and marital status. Indeed, married women commute to work much
less than singles, while the contrary holds for men (Figure 1, panel a). Second, Figure (2)
shows that longer commuting time for husbands is associated with a higher specialization
within the couple: the wife is more involved in housework and the husband in market
work.

Moreover, at odds with the theoretical predictions arising from single agent models,
empirical analyses (Solberg and Wong, 1992; Gutiérrez-i Puigarnau and Van Ommeren,
2010; Gimenez Nadal and Molina, 2011) estimate a positive relationship between own
commuting time and working hours.4

Clearly, the single agent framework is not satisfactory in explaining the above empirical
evidence. In this paper we study how husbands’ commuting time affects their wives’
labour market participation and partners’ time allocation using a family framework. Our
focus is on variations in commuting time for husbands, rather than wives, because we
believe that they are more widespread and relevant to families’ time allocation. Indeed,
married men show stronger labour force attachment (Barron et al., 1993), lower labour
supply elasticity to income shocks (Blundell et al., 2011), and longer commuting times
(OECD, 2010) than women.

The analysis of the effect of husbands’ commuting time on their wives’ labour market
participation and family time allocation is interesting on three grounds. First, it could
help to explain and address low employment rates and short commutes of married women
with respect to married men observed all around the world (OECD, 2010). Among the
determinants of female labour supply, partners’ participation costs have been rather ne-
glected, since the extensive literature on the topic has focused mainly on the role of
wages, and the price and availability of childcare in shaping female labour supply (Blau
and Kahn, 2007; Lundin et al., 2008; Goux and Maurin, 2010). Second, if a reduction

1Provided that consumption is a normal good.
2We refer to the German Socio-Economic Panel (GSOEP; Section 4) and the American Time Use

Survey (ATUS). Similar patterns are observed in almost all OECD countries.
3These facts are exacerbated by the presence of children.
4One of the explanations for this positive effect is that agents not only choose working hours, but

also the number of workdays: since commuting time is a daily fixed cost, an increase in commuting time
reduces workdays and increases working hours (once agents incur the daily fixed cost they smooth it by
working more hours). However, the empirical literature has found workdays to be invariant with respect
to commuting time.
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in commuting time generates an indirect effect on spouses’ labour force participation,
it will have to be considered in the evaluation of policies that reduce commuting time
with the specific purpose of boosting individual labour supply. Third, a reallocation of
time at the family level might provide a possible explanation for the positive relationship
between own commuting time and own working hours, through the increasing household
specialization associated with the husband’s longer commute.

We build a unitary family model in which the wife decides whether to participate in
the labour force or not, and, depending on her decision, the couple allocates their time
between leisure, housework and market work. When the family’s Hicksian consumption
good can be bought only on the market, the model would unambiguously5 predict a
reduction of household specialization in response to an increase in the husband’s com-
muting time: the husband works less, the wife more. The husband’s longer commuting
time represents a negative income shock for the household. This pushes the woman to
work more hours or to start participating in the labour market, even for involving a
longer commute, and the husband, if anything, to work less. When the consumption
good is produced by using both market and time inputs, a different mechanism could be
at work. The wife now has another margin of adjustment to the negative income shock:
she can stay out of the labour force, save her commuting time and increase housework.
The husband, instead, may work more hours to compensate for his wife’s labour supply
responses. Specialization within the couple could, therefore, increase and women would
be less willing to work and commute. This mechanism is at work when women earn low
wages and market and time inputs are substitutes in consumption. Thus, by abandoning
the work vs. leisure model the sign of the relationship between specialization within the
couple and husband’s commuting time is ambiguous. Moreover, we predict substantial
heterogeneity in the effect of longer commuting time for husbands on his wives partici-
pation and propensity to commute. First, it is expected to be more negative for couples
where the wife receives low wage offers and the husband earns high wages. The gain from
the wife staying at home is greater for these couples because the marginal contribution
in terms of consumption from entering the labour force is lower than the one associated
with staying at home. Second, the effect is more likely to be negative for couples with
children. The model with household production is particularly suited to situations in
which consumption cannot be entirely bought on the market but consists, instead, in a
combination of time and market inputs, which is typically the case for households with
children. For singles or couples without children it is more feasible to buy all goods on
the market.

We empirically investigate which mechanism is at work using data from the GSOEP,
between 1997 and 2010. We use commuting distance as a proxy for commuting time.
We take care of possible endogeneity in commuting distance by using a reduced form
approach.6 In particular, we exploit the panel structure of our data and we use household
fixed effects. Moreover, in the spirit of Gutiérrez-i Puigarnau and Van Ommeren (2010),
we only consider those couples where the husband experienced plausibly employer-induced

5The implicit assumptions are: 1) the utility function is separable in its arguments, 2) marginal utility
from consumption is higher when the woman is unemployed than in the two earner-couple case.

6We therefore avoid assuming any structure for the correlation of the error terms, differently from
what structural models do (Bloemen and Stancanelli, 2008).
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changes in commuting distance, by looking at variations in work to home distance not
due to changes of employer or of household’s residential location.

Our empirical section shows that the inclusion of household production in the model
is actually key to explaining our findings. We find evidence that longer commuting dis-
tances for husbands increase labour specialization within the couple, by reducing female
labour supply on the extensive margin and increasing male labour supply on the intensive
margin. A 1% increase in men’s commuting distance decreases women’s labour supply
on the extensive margin by 1.7 percentage points, 2% over the average. In line with the
theory, reductions in participation are driven by the presence of children and mainly ob-
served in couples where the husband has post-secondary education. Finally, the husband
supplies 0.2 more hours per week.

Two approaches have been taken in the economic literature to the relationship be-
tween commuting time and labour supply. The first is the urban economic approach,
where commuting times are chosen contextually with the residence location and the
labour supply decision is discrete (if agents participate, they will work a fixed number of
hours) (Madden and White, 1980; Rouwendal, 1999; Abe, 2011; Buchinsky et al., 2014).
The other is the labour economic approach, where commuting times are exogenous, the
residence decision is given and labour supply is the relevant margin of choice. This paper
belongs to the second strand of literature and, to our knowledge, there are only two pa-
pers dealing with commuting time and labour supply within a family context. The first,
by Solberg and Wong (1992),7 analyzes how commuting times affect time allocation in a
unitary model where consumption can be bought on the market or produced at home.
The market and the home produced goods are assumed to be perfect substitutes, which
immediately implies that they are weakly separable from pure leisure activities. Because
of this assumption, hours of housework do not depend on commuting times but only on
relative wages. Their model predicts that longer commuting time for husbands unam-
biguously increases female working hours and reduces those supplied by men. However,
their empirical results, obtained by estimating a simultaneous equation model with cross
sectional data, do not validate these predictions. They recognize in the way in which
home production is incorporated in the model one of the reasons why the theory does
not fit the data.8 The second contribution, by Black et al. (2013), shows that when com-
muting time for both partners (i.e. the average commuting time in the city of residence)
increases, then one partner, typically the wife, may withdraw from the labour force to
avoid bearing both spouses’ participation costs. They validate this theoretical prediction
by exploiting cross-sectional variation in average commuting times across fifty American
metropolitan cities.
Finally, our paper relates also to the literature supporting the Household Responsibility
Hypothesis, according to which the disproportionate burden of household responsibility

7They build the two-earner version of Gronau (1977)’s model, in which partners’ participation deci-
sions are exogenous.

8Indeed, the first version of Gronau (1977)’s two-earner model was built and analyzed by Graham and
Green (1984), who tried to overcome the weak separability hypothesis of Gronau (1977) by assuming that
spouses enjoy housework as part of leisure, but market and domestic goods are still perfect substitute.
However, Kooreman and Kapteyn (1987) showed that this model is observationally equivalent to Gronau
(1977)’s the two-earner version as presented by Solberg and Wong (1992). For this reason, we preferred
to use the simplest version possible as our reference.
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on women determines their shorter commuting (Turner and Niemeier, 1997; MacDonald,
1999; Giménez and Molina, 2015).

We contribute to the theoretical literature by extending Solberg and Wong (1992)’s
model to include the response on the extensive margin and to generalize the technology of
consumption, removing the weak separability assumption of market and domestic goods
from partners’ leisure time, rejected by the empirical literature (Browning and Meghir,
1991). With respect to Black et al. (2013),9 we include household production and ana-
lyze time allocation in general, not only participation responses; moreover, we allow for
commuting time to vary across partners, thus studying intra-family responses to spouse
specific variations in commuting time. Finally, to our knowledge, our paper is the first to
estimate empirically the effect of husbands’ commuting distance on their wives participa-
tion. Our identification strategy is similar to Gutiérrez-i Puigarnau and Van Ommeren
(2010), but we consider explicitly the family dimension of the labour supply decisions.

The paper is organized as follows. Section 2 presents our model and Section 3 illus-
trates our main theoretical predictions. Section 4 describes the data used and in Section
5 we outline the identification strategy. Section 6 presents our empirical results, the
analysis of heterogeneous effects and some robustness checks. Section 7 concludes.

2 Model - basic setup

We consider a population of couples, whose size is normalized to 1. In each couple there
is a primary earner (the husband) who always participates in the labour market and
a secondary earner (the wife) who chooses whether or not to participate in the labour
market. Depending on the wife’s participation decision, spouses decide their time and
consumption allocations. The problem is solved in two steps: first, partners determine
their consumption possibilities for the two cases in which the wife does or does not work;
second, the family determines the wife’s employment status according to which scenario
provides the highest utility.

2.1 Time and consumption allocation

We assume that the household has a single utility function:

U = U (X, l1, l2) (1)

where ls is the leisure time of spouse s = 1, 2 and X is a Hicksian consumption good.
Person s = 1 is the husband, 2 is the wife. The good X is produced using market services
Xm and partners’ domestic time hs, for s = 1, 2, according to the technology:

X = F (Xm, h1, h2). (2)

9They adopt a collective family model with constant weights for individual utilities. It is the unitary
version of a collective model, thus we are not too restrictive with respect to their framework. However,
in Appendix C we check the robustness of our theoretical results with respect to alternative household-
decision models.
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The function F is assumed to be increasing and concave in its arguments.10

The household maximizes utility subject to technology, income and time constraints.
We denote ws the real after-tax wage rate of individual s and ms the time spent at
market work. We focus on commuting only as a time cost and we neglect the monetary
one (we assume it is constant, independent of commuting time and, for simplicity, equal
to zero).11 Assuming that the husband always works (Kleven et al., 2009),12 the income
constraint is the following:

Xm = w1m1 + w2m2 (3)

where m2 > 0 if the woman works.
Each partner is endowed with one unit of time and subject to the respective time

constraint:

l1 + h1 +m1 + t1 =1 (4)

l2 + h2 +m2 + 1{m2 > 0}t2 =1, (5)

where the wife spends time in commuting only if she works. 1{m2 > 0} is an indicator
function equal to 1 if she works, zero otherwise. At this stage of the model we deal with
travel times ti as being exogenously determined.13

The household’s decision problem consists in selecting (l1, l2, h1, h2, X,m1,m2) ≥ 0.
By concavity, the first set of inequalities always holds without equality. m1 is, by as-
sumption, always positive. Only the last inequality represents a corner solution in our
setting.

We adopt the Kuhn-Tucker approach to solving the household problem, since corner
solutions might be optimal. The associated Lagrangian function is:

L =U (F (Xm, h1, h2), l1, l2) + λ1 (1− l1 − h1 −m1 − t1) + λ2 [1− l2 − h2 − ρ (m2 + t2)]

+λ3 (w1m1 + w2m2 −Xm) + µ2m2

where λ1, λ2 and λ3 are the multipliers associated, respectively, with the individual
time constraints and the household budget constraint, µ2 is the Kuhn-Tucker multiplier
for the constraint on m2. The Kuhn-Tucker conditions are reported in Appendix A and

10The non-perfect substitutability between market purchases and domestic production in good X
technology is our departure from Solberg and Wong (1992). The perfect substitutability assumption is
highly discussed in their paper, since it mainly drives predictions on home production rejected by the
data.

11Introducing monetary cost does not change our results but goes in the same direction, because it is
a pure income component.

12Even if recent papers (Heim, 2007; Blau and Kahn, 2007) tend to agree that labour supply elasticity
of married women has decreased substantially in recent years, it is still much higher than men’s and
single women’s elasticity.

13As we show in Subsection 2.2, the wife’s travel time is determined by the participation decision.
The household’s residence is assumed to be fixed (in the data we can control for changes in residential
location) and the wife decides whether or not to accept a job, which pays a given wage and involves some
commuting time.
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can be rearranged as follows:

Uls = UXFhs ≥ wsUXFXm (6)

for s = 1, 2, with equality for m∗s > 0. Marginal utilities are computed at the optimal
solutions. Moreover, income and time constraints have to be satisfied.

2.2 Participation decision

The wife will participate in the labour market14 if the family’s utility when she works is
higher than when she does not, respectively Û and U∗.

Given (w1, w2, t1), we define t̄2 as the maximum amount of time agent 2 is willing to
commute in order to accept a job, such that:

Û (w1, w2, t1, t̄2 (w1, w2, t1)) = U∗ (w1, t1) (7)

and we call it the maximum acceptable commuting time.15 For t2 ≤ t̄2, the woman
participates and commutes. Participation is affected by preferences, primitives of the
production function and parameters (w1, w2, t1).

3 Theoretical predictions

The aim of this section is to illustrate how an increase in the husband’s commuting time
might affect the wife’s participation decision, her propensity to commute, and the fam-
ily’s time allocation.

By using time constraints (4) and (5), we can rewrite the income constraint as follows:

Xm + w1 (l1 + h1) + w2 (l2 + h2) = w1 (1− t1) + w2 (1− t2) 1{m2 > 0} (8)

where the right-hand side is what Becker (1981) defines the household’s full income I,
when all the time endowment is spent at work. Full income is spent on five goods: market
purchases, partners’ leisure and housework times. A unitary increase in t1 reduces the
family’s income by its opportunity cost, namely w1, affecting both time allocation and
participation decisions as shown in the next subsections.

3.1 Effects on time allocation

We first analyze how the increase in the husband’s commuting time affects the fam-
ily’s time allocation without modifying the wife’s participation decision, distinguishing
between the cases in which she works and those in which she does not.

14This implies she is employed, since in the model there is not unemployment.
15Usually the participation decision is analyzed looking at the reservation wage. Since we are interested

in participation and commuting behaviours, we take a different perspective in the analysis. Instead of
computing the reservation wage (the minimum wage offered to accept the job), we build our analysis on
the maximum acceptable commuting time.
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3.1.1 Two-earner couple

When both agents work the inequality in (6) holds with equality for both partners: the
household consumes leisure up to the point where marginal utilities are proportional to
market prices (1, w1, w2).16 Production inputs are selected in the same way, according
to the first equality in (6): the ratio of marginal productivities must be equal to the
corresponding price ratio.

By solving (6), we obtain the household’s demand for leisure, ls, and domestic times,
hs, the demand for market purchases, Xm, and the marginal utility of income at equilib-
rium, λ3.

The demand for leisure is:

ls = ls (w1, w2, I) for s = 1, 2. (9)

By using the definition of full income I in (8), the derivatives of leisure times with
respect to the husband’s commuting time t1 are:

∂l1
∂t1

=
∂l1
∂I

∂I

∂t1
= −w1

∂l1
∂I

(10)

∂l2
∂t1

=
∂l2
∂I

∂I

∂t1
= −w1

∂l2
∂I

(11)

which are negative if leisure is a normal good, and they depend on the husband’s
opportunity cost of time, w1.

As for time input in household production, the derivatives are:17

∂h1

∂t1
=
∂h1

∂I

∂I

∂t1
= −w1

∂h1

∂I
(12)

∂h2

∂t1
=
∂h2

∂I

∂I

∂t1
= −w1

∂h2

∂I
. (13)

The sign of these derivatives is ambiguous, as shown in Appendix B. It depends on
whether marginal productivities are increasing or decreasing in either input (comple-
ments vs. substitutes) and on wage rates. The sign of (12) is negative while that of
(13) is positive if inputs are complements or the production function is separable in its
arguments. Signs may be the opposite (respectively, positive and negative) if we allow
for substitutability in inputs and when women earn low wages.

As for working hours, by using the time constraint we get:

ms = 1− ts − ls (w1, w2, I)− hs (w1, w2, I) for s = 1, 2, (14)

16The price of X is normalized to 1.
17A complete characterization of comparative statics is available in Appendix B.
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and the derivatives of interest are:

∂m1

∂t1
= −1 + w1

(
∂l1
∂I

+
∂h1

∂I

)
(15)

∂m2

∂t1
= w1

(
∂l2
∂I

+
∂h2

∂I

)
. (16)

They are both ambiguous in sign, but they have a different interpretation.
As for (15), the first term is due to the fact that going to work involves a greater

time cost and reduces total (own) available time, also for working. The second term is
the income effect of an increase in t1 on l1 and h1. In our general framework, the sign is
ambiguous and depends on the primitives of the model, namely on assumptions related
to marginal productivities between inputs, Fjk, and wages. It is negative when inputs
are complements, it may be positive when they are substitutes and for low wage rates for
women.

The sign of (16) depends instead on how h2 responds to variations of t1, if it is in-
creasing or decreasing in income. In the simple work vs. leisure models, this sign was
positive. In our model, it is still positive if inputs are complements, it may be negative
in the case of substitutability between inputs.

Intuitively, the mechanism is the following. An increase in t1 reduces consumption
of leisure, l1 and l2, and of market purchases, Xm, if it is a normal good (standard in
the previous literature). The response of partners’ working hours and housework times
depends on the assumptions on the production function F .

Without household production consumption is only monetary (X = Xm): the increase
in t1 is smoothed between the husband’s leisure and working hours, which both decrease,
while the wife supplies more hours on the market. The same mechanism is still at work
when home production is separable in the market and home produced goods (X = Xm +
F (h1, h2)) or when inputs are complements.

By introducing some substitutability among inputs, we may obtain different responses
of the endogenous variables. For example, the reduction of Xm might be associated with
an increase in the wife’s domestic time, especially if she earns low wages, and a reduction
in the husband’s domestic time.18 This leaves scope for higher (lower) husband (wife)
working hours in response to the shock in the husband’s commuting time.

Table 1 sums up our main results.

3.1.2 Single-earner couple

We now consider the case in which agent 2, the wife, does not work while her partner
does (1{m2 > 0} = 0). The optimal allocation for 1 is computed as before, and the same
derivatives for own commuting time are valid. For individual 2, only the first equality
in (6) holds and defines the demand for leisure: l2 (w1, I), where now full income is
I = w1 (1− t1). h2 is determined as:

h2 (w1, I) = 1− l2 (w1, I) . (17)

18Under FXmh2
< 0 and FXmh1

> 0.
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When t1 changes alone, we have:

∂h2

∂t1
= −∂l2

∂I

∂I

∂t1
= w1

∂l2
∂I

(18)

which is positive if leisure is a normal good.

3.2 Effects on participation

Longer commuting time for husbands might push women to change their participation
decisions (we assume that there are no fixed costs associated with quitting the job). As
stated in subsection (2.2), the wife participates in the labour market if t2 ≤ t̄2, defined
by (7). Differentiating this last equation and using Roy’s identity, we get:19

∂t̄2
∂t1

=
w1

w2

U∗I − ÛI
ÛI

(19)

where UI = λ3 = UXFXm is the marginal utility from income (Appendix A).

Longer commuting time for husbands causes a drop in total income and a reduction
in family utility both when the woman works and when she does not. Her decision will
depend on the relative cost, in terms of the family’s utility, of t1’s increase when she works
and when she does not, represented by the numerator in (19). If the cost is higher when
the woman works, longer t1 will reduce 2’s participation and her propensity to commute.

To understand the intuition, consider the case of separable utility function and no
household production (or X is quasi-linear in Xm). Consumption is only monetary and
the drop of income is unambiguously more costly, in terms of utility, when the wife does
not work.20 The only way in which the wife can smooth and adjust the drop in utility
is by agreeing to work and commute. In this case, for higher t1 participation always
increases even accepting longer commutes (see Figure 3 for a graphical description). This
result is predicted also by means of single agent models (it corresponds to a reduction in
non-labour income).
By introducing a general household production for good X, it may no longer be the case
that the husband’s longer commuting time pushes his wife to participate in the labour
market. Unlike models in which only leisure is considered, the woman has an alternative
to work in order to compensate for the drop in utility caused by the increased commuting
time of her husbands: by staying at home she can contribute to the production of X.

19Moreover, we have

∂t̄2
∂w2

=
m̂2

w2
> 0 (1’)

∂t̄2
∂w1

=
m∗1 − m̂1

w2
+

1

w1

∂t̄2
∂t1

(2’)

t̄2 is an increasing function of w2: for higher wages, individual 2 is willing to commute more. This is in
line with the literature on the wage effect of commuting (Manning, 2003; Mulalic et al., 2010). The sign
of the second derivative is, instead, ambiguous.

20It is likely that, when the wife is not working, the household will consume more leisure and less X.
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The consumption of X when both spouses work may now be lower than when only the
husband works, especially when female time input is substitute of Xm. In this case the
utility cost associated with the longer commuting time of the husband is higher when
both spouses work and it may be worthwhile for the wife to increase housework (and exit
the labour force) rather than to work in the market and incur in t2 (Figure 4). This effect
is expressed by the fact that FXm is smaller for higher values of h2. The result is given by
the fact that the presence of household production breaks the perfect correlation between
income, consumption and utility.

Delving into (19), the relationship between the wife’s propensity to participate and
commute depends on her wage and on that of her husband:

∂2t̄2
∂t1∂w2

=− w1

w2
2

(
U∗I

ÛI
− 1

)
− w1

w2

U∗I

ÛI

∂ÛI
∂w2

(20)

∂2t̄2
∂t1∂w1

=
1

w2

(
U∗I

ÛI
− 1

)
+
w1

w2

1

ÛI

(
∂U∗I
∂w1

− U∗I

ÛI

∂ÛI
∂w1

)
. (21)

Since ÛI is decreasing in w2 by concavity of the utility function, for women receiving
low wage offers21 the relationship of interest (19) is likely to be negative: if the wage offer
is low, the wife can contribute more to the family’s utility by staying at home rather
than by working on the market and incurring in the fixed time cost t2 (the first term in
(20) is negative and dominates the second one). For higher wage offers the effect of the
husband’s commuting time on the wife’s participation is smaller in absolute value, up to
the point equation (19) becomes positive. For even higher wage offers, the propensity to
participate, as t1 increases, becomes greater up to the point where the marginal increase
in utility for the higher wage is so low that it cannot compensate for the longer commute
(the first term in (20) dominates the second one).
The contrary happens with respect to the husband’s wage. When the husband’s wages
are low, the wife has a higher incentive to participate, reducing the negative effect of the
husband’s longer commuting time on family utility, such that (19) is positive (U∗I > ÛI).
For higher w1, the relationship becomes negative, since her contribution in terms of fam-
ily income becomes negligible and she prefers to save t2 and be more involved in home
production.

4 Data

We now empirically solve the theoretical ambiguities that arise in the previous section.
We aim to shed light on which mechanism is at play when there is a variation in husbands’
commuting time. Our empirical application is based on information from the German

21If we assume that wage offers reflect individual productivity, we also interpret w2 as the wife’s
education, as tested in the empirical part.
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Socio-Economic Panel (GSOEP) for the years 1997-2010.22 The GSOEP is a representa-
tive longitudinal survey conduced by the German Institute for Economic Research (DIW
Berlin) covering about 11,000 households and more than 20,000 individuals starting from
1984. It contains detailed yearly information on individual socio-demographic charac-
teristics, labour market experience, gross wages, working hours, self-reported commuting
distance (in km) and household structure. Furthermore, in every wave, household mem-
bers are asked about the amount of hours they spend on some activities in a typical
working day (i.e. Monday to Friday). These include: “job, apprenticeship, second job
(including travel time to and from work)”, “errands (shopping, trips to government agen-
cies, etc.)”, “housework (washing, cooking, cleaning)”, “childcare”, “care and support
for persons in need of care”, and “repairs on and around the house, car repairs, garden
work”, “hobbies and free time activities” and “education or further training (also school,
university)”.

Models of time allocation within families are usually estimated using time use data.
Our data differ from standard time use data because the GSOEP does not exhaustively
describe time allocation in every moment of the usual week-day. It only reports time
usually spent in the aforementioned activities. However, our data improve on the usual
time use surveys in several ways. First, the GSOEP is a longitudinal survey, while time use
data are usually repeated cross sections or, if panels, the number of observations and years
is small and there may be only one respondent per household (as in the ATUS).23 Second,
the GSOEP contains much more detailed information on earnings, family structure, job
and residential histories.
We focus on married (or cohabiting) individuals, aged between 18 and 60. As stated
in the Introduction, we employ self-reported commuting distance (in km) from home to
work as a proxy for commuting time.

Panel 1 of Table 2 reports descriptive statistics for the entire sample of married cou-
ples. As shown by Figures 1 and 2, time allocation differs between wives and husbands.
Wives spend more time in housework and childcare and less time working and commuting
with respect to their husbands. Panel 2 of Table 2 reports the same descriptives for the
sample we are actually using for our empirical analysis (where the husband works). The
figures obtained are very similar.

5 Empirical Strategy

The main equation of our reduced form empirical model estimates the sign of equation
(19). No specific assumptions from the theoretical model are imposed in the empirical
one. We do not assume any specific utility or production function. The estimation of a
complete structural model is unfeasible in this case, because we do not have information
on all price variables or on consumption goods, X.

22These are the only consecutive years for which we have information on commuting distance. Actually
there is no information on the exact km distance for respondents who reside and work in the same town
during the years 1997, 1999 and 2000. For these few cases, we impute their distance they declare in the
closest available year (either 1998 or 2001). The results are robust to alternative imputation methods.

23American Time Use Survey.
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One obvious concern, when analyzing the relationship between labour supply and
commuting time, is that it may be endogenous. First, residential location and partners’
labour supply choices are often made simultaneously. Second, couples where the husband
is willing to commute long distances may be (unobservably) different from other couples.
A simple OLS regression will probably be biased, and the direction of the bias is not clear
a priori. We address this issue by analyzing time allocation responses when there is an
arguably exogenous change in commuting time, while residence is fixed. In particular, we
want to use employer-driven changes in commuting distance. We believe that this type
of change is more likely to be exogenous.

Unfortunately, we do not have any explicit information on whether the firm in which
the worker is employed relocated in the period under consideration. We therefore follow
Gutiérrez-i Puigarnau and Van Ommeren (2010) and indirectly infer that any yearly
change in reported commuting distance for an individual whose residential location and
job24 did not change, is employer-induced.25 In order to exclude variations in home to
work distance driven by changes of residence and employer, our preferred specification
will include fixed effects for every (household-specific) combination of residential location-
husband’s job.26 We, indirectly, conclude that any other change in reported distance is
most likely to be employer-induced. One obviously important concern, of which we take
extensive care in Subsection 6.2, is that these changes in commuting distance are actually
due to measurement error in reporting km distances to work.

Firm relocations have been previously used in the literature (Gutiérrez-i Puigarnau
and Van Ommeren, 2010; Mulalic et al., 2010; Zax and Kain, 1996; Fernandez, 1994,
2008) as a quasi-natural experiment for changes in commuting distance.

In order to understand the reliability of the variation we are exploiting, it is important
to validate it by using external evidence that describes the actual frequency of firm/plant
relocations and the type of firms that relocate. Brixy (2008) describes the frequency
of firm relocation from one German municipality to another. Between 1994 and 2003,
around 20,200 firms relocated each year, which is around 1% per year. This 1% is a lower
bound of the changes in km distance we find in our data, because we also include changes
of locations within the municipality and changes in location for the worker only (and not
for the entire office/plant/firm).

Table 3 reports the within individual (for each job/residence combination) changes in
commuting distance in our sample. These changes in distance are what we consider as
employer-induced and we use them in our empirical analysis. Some 42% of individuals
report variations in distances from one year to the next. However, only 8% report a change
of more than 5 km, less likely to be due to measurement error, and only 4% report a change
of more than 10 km. Finally, 7% of individuals report a change in municipality (from
working in the town of domicile to working in another town and viceversa) within the
same job/residence combination. This number is very unlikely to be due to misreporting.
These figures are in line with those found by Gutiérrez-i Puigarnau and Van Ommeren

24By job we mean both position and employer.
25This clarifies why it is better for our empirical strategy to use commuting distance instead of time.

Commuting time may change for many other reasons (traffic, improvement in public transport etc).
Therefore it would difficult to infer plants/office relocations from changes in commuting time.

26Notice that our fixed effects exclude any change in commuting time due to a promotion or a job/task
change.
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(2010). Figure 5 provides a visual description of the variation we are actually using.
The first panel shows the frequency of changes in commuting distance (keeping job and
residence fixed). The second panel displays how commuting distances are correlated over
time (always keeping residence and job fixed). From the first panel it is clear that in most
cases the difference is 0, 1 or -1 km, presumably due to measurement error. However, the
second panel shows that there is still some variation to be exploited. Subsection 6.2 will
describe how we disentangle misreporting from true variations in commuting distances.

Finally Table 4 shows how couples experiencing shocks27 in commuting times differ
from other couples in terms of observable characteristics. Our identification strategy does
not rely on the assumption that these couples should be similar, since we use individual
fixed effects, however the fact that they do not appear to be different with respect to any
(observable) dimension is reassuring: the (local) effects that we find do not refer to some
particular small group of the population.

Let P 2
qy be a dummy equal to one if household member 2 (the wife),28 within the

residence-husband’s (member 1) employer combination q29 in year y, is employed. The
reduced form of the wife’s employment decision is:

P 2
qy = β1t

1
qy + β2Wqy + αy + αq + εqy (22)

where t1qy is the (log of) husband’s commuting distance30 in the residence/job combination
q in year y; Wqy is a vector of time varying controls at the individual level;31 αy represents
year fixed effects. Finally, αq is the household-specific fixed effect for each combination (q)
of residential location and husband’s job. They capture time-invariant characteristics that
are specific to each family residence-husband’s job combination and allow us, therefore,
to use only within-family variation for a given residential location and husband’s job.32

The fixed effect αq represents our main identification strategy and allows us to exploit
plausibly employer-induced variation in commuting distance. We exclude individuals
with self-employed partners since self-employed individuals are likely to choose themselves
where to work. In total we use about 32,000 observations referring to 6,500 individuals.
In our preferred specifications, we include in total 10,500 fixed effects.

The coefficient β1 of equation (22) gives the sign of equation (19) of our model. A

27We define couples as shocked by commuting time if they experience a change in work to home
distance (keeping constant residence location and employer) of more than 5 km.

28Since we observe commuting time only for employed individuals, we may incur in the standard
selection problem of the labour supply literature. For this reason, we exploit the fact that men suffer
less from selection. In our sample about 84% of men are employed. We therefore only look at shocks
in husband’s commuting time. We only focus on the effect of commuting time for husbands on wives
participation and on family time allocation.

29q = irj1 where i denotes the couple, r is their residential location and j1 is the husband’s
job/employer. This is the level of our fixed effects.

30We dropped all distances larger than 200 km (0.57% of the sample) in order to prevent a small
number of observations from driving the results.

31In the main specification we only include both spouses’ age. We do not include education, income
and presence of children because they may be potentially endogenous. The results are very similar if we
include these controls.

32In particular we code a household as having changed residence if it responds that they have changed
domicile in the past year. We code an individual as having changed job/employer if the individual
declares he has started a new job since the previous year.
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negative β1 implies that the husband’s longer commuting time reduces his wife’s propen-
sity to work and commute. This is only generated by a model with household production
and some substitutability between consumption inputs.

We also analyze the impact of the husband’s commuting time on the entire family
time allocation between leisure, market work, childcare and housework. In particular, we
estimate the following set of equations for both partners:

zsqy = θ1t
1
qy + θ2Wqy + δy + δq + ηqy (23)

where zsqt is the number of hours spent in leisure (l)/housework (h)/childcare/market
work (m)33 by spouse s (s=1,2) and other variables are defined as before.

The coefficient θ1 of equation (23) combines the response to longer t1qy of families where
the wife works (Subsection 3.1.1), where she does not work (Subsection 3.1.2) and where
she changes her labour participation decision in response to the shock in t1qy. While on the
hone hand, this means that we are unable to analyze the sign of each comparative statics
of our model separately, on the other hand this is the parameter of policy interest as it
tells us the aggregate time allocation response to a shock in the husband’s commuting
time.

Note that the use of δq fixed effects prevents us from analyzing possible effects of shocks
in t1qy on the household’s residence location or on the husband’s job. We only capture
employer-induced variations in commuting distance on households who did not change
residence or (the husband’s) job in response to a shock in t1qy. However, if anything, these
effects should be small. In the GSOEP data, only 0.8% of individuals declare that they
changed domicile from last year for job reasons.34

6 Results

The top panel of Table 5 reports some empirical results from estimating equation (22).35

The first column shows the OLS results. A 1% increase in the husband’s commuting
distance is associated with a 1 percentage point lower probability of the wife’s labour
force participation. Column 2 controls for individual fixed effects. The coefficient is
similar. However, it may include the effect of endogenous job or residential location
changes. Column 3 shows our preferred specification: it includes fixed effects for every
residence/husband’s job combination (αq). We find that a 1% increase in husband’s
commuting distance generates a reduction in the wife’s probability of participating into
the labour market of 1.7 percentage points. This is 2% over the average (67% of women
in our selected sample are in employment). This number is very similar when we compare
estimates that include and exclude fixed effects.

In order to interpret our estimate of β1 as the direct effect of the husband’s commuting
time on his wife’s participation (equation (19) of our model), we need to assume that the

33ms
qt=0 if s is out of the labour force

34For a detailed analysis of possible effects of commuting costs on residential and job decisions see
Boehm (2013).

35Since we do not distinguish between non-working mothers actively looking for a job and those who
are not looking for it, participation in the labour force coincides with being employed.
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relocation only affects the family time allocation and the wife’s participation through the
change in the husband’s commuting distance (exclusion restriction). We therefore check
whether shocks in commuting distance are correlated with changes in the husband’s
job characteristics. In particular, the bottom panel of Table 5 displays the relationship
between the logarithm of husband’s hourly wage36 and commuting distance. Some papers
(Manning, 2003; Mulalic et al., 2010) document the presence of a wage gradient based
on commuting distance. We want to check whether our results on the wife’s labour force
participation are driven by higher wages for husbands, implied by longer t1.37 This does
not seem to be the case: the relationship is positive and significant in Columns 1 and 2
but it collapses to 0 when our fixed effects are introduced. The negative effect of a wife’s
labour supply is not driven by a (positive) shock in her husband’s hourly wage.

In Table 6 we analyze how a shock in the husband’s commuting distance affects time
allocation within the family, equation (23). Our dependent variable is now the total
number of hours usually spent in different activities during weekdays by each spouse, zsqt.
For working hours we employ usual weekly hours of work (including overtime).38 The
reason is that in the time use section of the questionnaire daily working time is reported
including commuting time; therefore, we prefer not to use this definition of working hours.
Moreover, in the labour supply section of the questionnaire, while weekly working hours
are available for all years, daily working hours and days of work are not available for
1998, 2001, 2003 and 2010. We prefer not to drop these years and use weekly working
hours.39

Columns 1 and 2 show labour supply responses on the extensive and intensive mar-
gin, Column 3, 4 and 5 look, respectively, at responses on hours of housework, leisure
and childcare. We consider childcare and housework separately because there is still an
open discussion in the time use literature on whether childcare should be assimilated to
housework or leisure (Guryan et al., 2008). Results do not change much if we jointly
consider childcare and housework.

The top panel displays aggregate responses of the wife’s time allocation. On average,
a 1% increase in the husband’s commuting time generates a reduction of 1.7 percentage
points in his wife’s labour force participation, and a reduction of 0.44 working hours
per week.40 The effect on housework and childcare is positive, but not significant at a
conventional level. The bottom panel analyzes the husband’s time allocation. An increase
in his own commuting distance pushes the husband to work more hours in the labour
market. Leisure time, childcare and housework decrease; coefficients are significant. Our
results are consistent with an increase in specialization within the household.

36Net wages include any type of monetary benefit and bonus. This is computed as the ratio of monthly
labour earning over weekly usual hours of work times 4.

37If the husband’s wage increases as well as a consequence of employer-induced longer commuting
distance, the estimated effect will be a combination of equation (19) and (2’).

38To avoid sample selection we include the entire sample and we impute 0 working hours for non-
working women. The effect will therefore be a combination of the effect on the extensive and intensive
margin.

39This means that our coefficient in this case will combine the effect of commuting time on daily hours
of work and on working days . Notice however that Gutiérrez-i Puigarnau and Van Ommeren (2010) use
a similar identification strategy and the same dataset and find no effect of commuting distance on the
number of working days per week; thus, we can infer the effect is mainly driven by daily working hours.

40Note that this effect combines responses on the intensive and on the extensive margin: m2
qt is =0 if

the woman does not work.
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Our model supports these results only once we include household production. As
shown in Section 2, only the presence of household production justifies the negative effect
of longer t1qt on the wife’s participation and the positive effect on the husband’s labour
supply.

6.1 Heterogeneity

Table 7 analyzes heterogeneity in the household’s response to the husband’s longer com-
muting time.

In Column 2 we investigate the sign of equations (20) and (21) of the model. We look
at how our effect differs depending on the spouses’ potential wages. We use education
level41 in the first year we observe each individual as a proxy for potential wages. We
do not use current education levels because we are afraid it may endogenously respond
to shocks in commuting time.42 We find that the effect is mostly driven by couples
with highly educated husbands. A 1% increase in the husband’s commuting distance
reduces his wife’s labour force participation by 3 percentage points if the husband has
postsecondary education.

In Columns 3 and 4 we analyze how our main effect varies in the presence of children.
Column 4 looks at the current number of children, but, in order to address the problem of
potential endogenous responses to shocks in commuting time, we only consider individuals
aged between 30 and 45, very likely to still be living with their children but also to have
already decided how many children to have. Column 3 reports the main estimates using
the new sample. As expected, the effect is mostly driven by couples with children.

6.2 Dealing with Measurement Error

As pointed out in Section 4, measurement error in reported distances may be important
in our setup. Workers may report small changes in distance from one year to the next,
just because of measurement error. It is difficult to distinguish between misreporting and
true changes in workplace location. We address the problem of measurement error in
three ways.

First, as in Gutiérrez-i Puigarnau and Van Ommeren (2010), we use the logarithm of
commuting distance throughout our analysis. This reduces the problem of measurement
error because, even if it may be quite frequent, as long as it is small relative to the average
commuting distance the (attenuation) bias in our estimates is likely to be small.

Second, we keep only the changes in commuting distance that seem more likely to be
driven by true plant relocations. In particular, we build a new variable that flattens away
all spikes in commuting distance that appear from one year to the next.43 Figure 6 shows
how the new variable works. The solid line displays reported commuting distance. The
dashed line displays the ‘adjusted’ commuting distance. Panel a refers to an individual

41In particular, a dummy=1 if they have post-secondary education in the first year we observe them
in our panel. This is because we do not want to include potentially endogenous changes in education.
However, the results do not change.

42The results are even stronger if we use current educational levels.
43In practice we generate two of these variables, one that flattens away spikes in commuting time of

less than 5 km and the other that flattens away any spikes in commuting distance.
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who has never changed reported commuting distance. In this case the two variables are
identical. Panel b refers to an individual who has changed commuting distance, but the
change is temporary. In this case the dashed line does not consider the change. Finally,
panel c refers to an individual who reports a change in commuting distance and the change
lasts for more than one time period. Again, the two lines behave identically. Table 8
reports the results using the adjusted measure of commuting distance. The results are
almost unchanged. The estimate of β1 is slightly more negative, because of the reduction
in the attenuation bias.

The third way we deal with measurement error is by instrumenting commuting dis-
tance with a proxy of commuting time (Griliches, 1979). In particular, our commuting
time proxy is built as the difference between reported daily working hours (including
overtime and commuting time), taken from the time use section of the questionnaire and
usual daily working hours, taken from the labour supply section of the questionnaire.44

Columns 5 and 6 of Table 9 show our first stage. The correlation between our proxy
of commuting time and commuting distance, with and without fixed effects, is positive
and significant. The F statistics for the excluded instrument are 484 and 22 respectively.
Columns 1 and 3 report the usual estimates (with and without fixed effects), as a bench-
mark. Columns 2 and 4 report results from the IV estimation. The coefficient is still
negative, and, as expected, the size increases in absolute value. However, once we include
fixed effects we lose some precision and our IV coefficient is not significant anymore.

7 Conclusion

This paper enriches the literature on the relationship between commuting time and labour
supply by analyzing some hitherto unexplored aspects: we analyze the effect of shocks to
husbands’ commuting time on their wives’ labour market participation and on families’
time allocation.

We build a unitary family model in which partners decide whether the wife participates
or not participate in the labour force and how to allocate their time between leisure,
housework and market work. A key ingredient of our model is the inclusion of household
production. Household production implies the existence of another margin of adjustment
to shocks to husbands’ commuting time. Consider an increase in a husband’s commuting
time, which generates a drop in the family’s total income. In the absence of household
production, the standard labour supply model unambiguously predicts an increase in the
wife’s labour supply (both in terms of intensive and extensive margin) and a decrease in
the husband’s working hours. With household production it may be more advantageous
for the household to have only one working partner: the wife will stay out of the labour
force, save her commuting time and increase housework; the husband will increase his

44In particular we obtain total time spent working from the time use question: “How many hours do
you spend on the job, apprenticeship, second job (including travel time to and from work) on a typical
weekday?”. We obtain hours spent working from the question “And how much on average does your
actual working week amount to, with possible overtime?” divided by 5 (we are therefore assuming that
weekly workdays are five for everybody). We do not use the question in the labour supply survey on
daily working hours because it is not available for the years 1998, 2001, 2003 and 2010. But, when we
check using available data, the number of working days is usually five per week.
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working hours. This is exactly the mechanism we find in place in the empirical part.
We solve the theoretical ambiguities in the relationships of interest by using data from

the German Socio-Economic Panel between 1997 and 2010. The panel structure of our
data allows us to take care of possible endogeneity in commuting distance by using fixed
effects and considering only those husbands who experienced plausibly employer-induced
changes in commuting distance. Specifically, we only exploit within family variation of
commuting distance, when there are no changes in the household’s residence and hus-
band’s job. The results show that the husband’s longer commuting time increases labour
specialization within the couple, by reducing women’s labour supply on the extensive
margin. A 1% increase in men’s commuting distance decreases women’s labour supply on
the extensive margin by 1.7 percentage points, 2% over the average. Moreover, we find
that an increase in the husband’s commuting time positively affects his working hours,
as found in Gutiérrez-i Puigarnau and Van Ommeren (2010) and Gimenez Nadal and
Molina (2011).

The average effect masks substantial heterogeneity: reductions in participation are
concentrated in couples with children and where the husband has higher levels of educa-
tion. These results are consistent with a family model in which the consumption good
is obtained by combining market and time inputs and when there is a significant gender
pay gap among partners.

We view our results here as potentially relevant for evaluating policies aimed at re-
ducing commuting time and, more broadly, policies that affect any family member’s time
allocation. In designing such policies governments should take into account their indirect
effect on other family members. Our analysis sheds light on the importance of looking at
labour supply decisions in a family context and including household production in labour
supply models (Becker, 1981).

Appendices

A Kuhn-Tucker conditions for the household prob-

lem

Uls =λs

UXFhs =λs

UXFXm =λ3

λ3w1 =λ1

λ3w2 + µ2 =λ2

µ2 ≥0

µ2m2 =0

for s = 1, 2, time and budget constraints are satisfied.
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B Comparative statics

For tractability of the problem we assume separability in the utility function, namely
in X, l1 and l2, and equality in cross derivatives of inputs, i.e. Fjk = Fkj, j 6= k,
j, k = Xm, h1, h2. The Hessian matrix of the problem in Subsection 2.1, defined for mi

and hi, i = 1, 2, is as follows.
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To focus on the role of household production played in determining the optimal re-
sponses of endogenous variable to variations in commuting time, we assume a quasi-linear
utility function in X. Thus, the Hessian matrix simplifies as follows:
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Deriving (6) with respect to t1 we get:

H
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0
0
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and using Cramer’s rule we get the derivatives of interest (det (H) > 0 since the max-
imum problem is well-defined). The signs are ambiguous and they depend on the com-
plementarity/substitutability assumptions between inputs, more specifically on marginal
productivities being increasing or decreasing in other inputs, and on wage rates.

The derivatives are as follows:

m′1 < 0
h′1 < 0
m′2 > 0
h′2 < 0

if F is separable in its arguments. The derivatives are likely to be the same if Fjk > 0.
The signs may be different if Fjk < 0, when there is some degree of substitutability among
inputs.

In case of perfect substitutability only the cheapest input is used. To have both
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individuals work, we assume 1 < w1 and 1 < w2, where the price of Xm is normalized to
1. Under perfect substitutability, h1 = h2 = 0 and m′1 < 0,m′2 > 0.

Numerical example:

F =

[
aX
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ρ
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ρ

1 + ch
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]γ ρ
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where ρ > 0 and 0 < γ < 1.
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where εj, εk are, respectively, productivity of input j and k. The cross marginal
productivity is decreasing in ρ. It is negative for ρ > 1/(1− γ).

C Discussion: alternative models of household deci-

sion making

Dealing with a two-person household rather than a single agent is a difficult task, since it
requires explicit assumptions on how partners interact in taking decisions. In this paper
we adopt the simplest possible framework, the unitary model: the household is treated
as a single decision unit, in which partners’ leisure is an argument of the household’s
utility function (Samuelson, 1956). In this section, we discuss whether our results are
driven by the specific setting assumed. An alternative and more general framework for
analyzing household behaviour is Chiappori (1992)’s collective model. Departing from the
specific way through which partners bargain over time and consumption allocations, in
this model any decision process leads to Pareto-efficient solutions, while partners maintain
their individual utility. The Pareto efficient solution is decentralized by: first, the fact
that partners establish the sharing rule according to which they share family income,
second, that they maximize their respective utility given the sharing rule.

In the collective model without household production, a reduction in the husband’s
commuting time reduces total family income. The effect on partners’ labour supply
depends on how the sharing rule reacts to the lower family income. If both partner’s have
less disposable income, labour supply responses are the same as in the unitary model:
the wife works more, the husband less. The only way to obtain the opposite result is that
the share of income addressed to the wife increases along with the husband’s commuting
time, consistent with a bargaining power tilted in favour of the wife for longer husbands’
commuting time. However, no model has shown bargaining power being dependent on
commuting times and it seems quite unrealistic that the more effort the husband is
exerting to reach the workplace, the less he is influential in the household decision process.
The only way through which is plausible to observe different responses of labour supplies
is by introducing household production. However, aside from making the model very
complicated, the same mechanism we covered in the paper would apply as well as in a
collective model with corner solutions.
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Figures

Figure 1: Gender differences in time allocation, by marital status

Women Men

Source: ATUS (2012) and GSOEP (1997-2010). In GSOEP we compute daily working hours
by dividing weekly working hours by the average number of workdays, approximately five.
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Figure 2: Gender differences in time allocation, by the husband’s commuting time -
married individuals

Difference in working hours

Difference in housework

Source: GSOEP (1997-2010). The difference is between the hours
devoted by the wife to some activity and those of the husband.
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Figure 3: When the husband’s commuting time increases, the wife’s participation and
propensity to commute are higher
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Figure 4: When the husband’s commuting time increases, the wife’s participation and
propensity to commute are lower
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Figure 5: Variation in commuting distances (keeping residence and job fixed)

histogram of changes

scatter commuting distances over time
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Figure 6: Correction for measurement error in reported commuting distances

a

b

c
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Tables

Table 1: Effects of changes in the husband’s
commuting time on families’ time allocation,
two-earner couples

Results for Fjk = 0 Results consistent
and consistent with Fjk > 0 with Fjk < 0

m′1 < 0 m′1 > 0
h′1 < 0 h′1 < 0
l′1 < 0 l′1 < 0
m′2 > 0 m′2 < 0
h′2 < 0 h′2 > 0
l′2 < 0 l′2 < 0
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Table 2: Summary statistics

mean women mean men diff
[1] [2] [3]

All married couples
employed 0.674 0.882 -0.208***

(0.001) (0.002) (0.003)
h work (incl. overtime)a (weekly) 30.106 44.788 -14.682***

(0.045) (0.072) (0.081)
h housework (daily) 2.817 0.697 2.120***

(0.008) (0.004) (0.009)
h leisure (daily) 1.690 1.696 -0.006***

(0.006) (0.007) (0.009)
h childcare (daily) 3.445 0.893 2.552***

(0.022) (0.007) (0.021)
distancea (km) 12.138 19.664 -7.526***

(0.087) (0.119) (0.154)
education (iscedb) 3.632 3.897 -0.266***

(0.006) (0.006) (0.009)
hh size 3.394 -

(1.114)
Regression sample

employed 0.673 1 -0.327***
(0.002) (0.000) (0.002)

h work (incl. overtime)a (weekly) 29.11 43.296 -14.186***
(0.089) (0.054) (0.103)

h housework (daily) 2.850 0.597 2.253***
(0.010) (0.004) (0.011)

h leisure (daily) 1.65 1.515 0.140***
(0.008) (0.007) (0.008)

h childcare (daily) 3.581 0.854 2.727***
(0.029) (0.008) (0.026)

distancea (km) 11.980 19.574 -7.593***
(0.105) (0.167) (0.180)

education (iscedb) 3.664 3.929 -0.266***
(0.008) (0.008) (0.008)

hh size 3.438 -
(1.090)

Estimated standard errors of the sample mean in parenthesis. The sample includes all
married individuals between 18 and 60. * p<0.10, ** p<0.05, *** p<0.01.

a conditional on working.
b 0=in school; 1= inadequately; 2= general elementary; 3=middle vocational; 4=

vocational; 5=higher vocational; 6=higher education.
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Table 3: Changes in husbands’ commuting dis-
tances

Frequency
Changes in distancea 42.19%
Changes in distance (of more than 5 km)b 8.20%
Changes in distance (of more than 10 km)c 3.91%
Stop working and residing in the same townd 6.72%
a 1 if km distance in t− 1 is different from km distance in t (in

the same job-residence combination).
b 1 if km distance in t− 1 is more than 5 km different from km

distance in t (in the same job-residence combination).
c 1 if km distance in t− 1 is more than 10 km different from km

distance in t (in the same job-residence combination).
d 1 if changes in the answer to the question: “do you work and

reside in the same town?” (in the same job-residence
combination).

Table 4: Characteristics of different households, by employer-
induced changes in husbands’ commuting distances

Variable mean if |∆t1| < 5km mean if |∆t1| > 5km diff
1=uni woman 0.345 0.337 0.008

(0.003) (0.011) (0.012)
1=uni man 0.420 0.426 -0.007

(0.003) (0.012) (0.012)
n children 0.982 1.005 -0.023

(0.007) (0.025) (0.026)
log wage man 2.456 2.451 0.005

(0.003) (0.013) (0.010)

Group 1 is composed by households whose husband did not experience a change
of at least 5 km in commuting distance. Group 2 is composed by households
whose husband experienced a change in commuting distance of more than 5 km.
* p<0.10, ** p<0.05, *** p<0.01.
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Table 5: Effects of changes in husbands’
commuting distance on wives’ employ-
ment and their own wage

Dep. variable: 1=wife is employed
[1] [2] [3]

log dist husb -0.010** -0.009* -0.017**
(0.004) (0.005) (0.007)

age 0.003* -0.034 -0.039
(0.002) (0.024) (0.026)

age husb 0.005*** -0.012 -0.008
(0.001) (0.010) (0.014)

Dep. variable: husband log(hourly wage)
log dist husb 0.061*** 0.009** 0.006

(0.005) (0.004) (0.004)
age -0.001 -0.004 -0.004

(0.002) (0.007) (0.006)
age husb 0.008*** 0.010 0.009

(0.002) (0.011) (0.010)

N 31735 31735 31735
N individuals 6508 6508 6508
Fe no ia qb

Robust standard errors, clustered by household, in
parentheses. The sample includes all married
individuals between 18 and 60. Additional control:
year fixed effects. * p<0.10, ** p<0.05, *** p<0.01.

a This refers to household fixed effects.
b This refers to fixed effects for household’s specific

combination of residential location and husband’s
job.

Table 6: Effects of changes in husbands’ commuting distance on partners’
time allocation

Variables 1=employed h worka h houseworkb h leisureb h childcareb

(m) (h) (l)
[1] [2] [3] [4] [5]

married women on husband distance
log dist husb -0.017** -0.435** 0.013 -0.014 0.079

(0.007) (0.200) (0.025) (0.024) (0.068)

married men on own distance
log dist husb - 0.221** -0.023* -0.063*** -0.047**

- (0.110) (0.013) (0.020) (0.022)

N - 31735 31735 31735 31735
Fe (q) yes yes yes yes yes

Robust standard errors, clustered by household, in parentheses. Additional control: wife’s age;
husband’s age; year fixed effects. The sample contains only married women between 18 and
60. * p<0.10, ** p<0.05, *** p<0.01.

a This refers to weekly usual working hours (including overtime). The daily working hours, as
reported in the time use section, include commuting time and it is therefore inconsistent to
use them.

b This refers to hours usually spent in a typical work day.
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Table 7: Heterogeneity by partners’ level of education and number of
children in the family

Variables Dependent variable: 1=wife is employed
[1] [2] [3]c [4]c [5]c

log dist part -0.017** -0.011 -0.018* 0.005 0.013
(0.007) (0.009) (0.010) (0.013) (0.017)

l dist part*(1=wife uni)a 0.016 0.009
(0.014) (0.020)

l dist part*(1=husb uni)a -0.029** -0.036*
(0.014) (0.020)

l dist part*n childrenb -0.016** -0.015**
(0.008) (0.007)

N 31735 31735 16132 16132 16132
Fe (q) yes yes yes yes yes
a Dummy=1 if wife (or husband) has postsecondary education. Education refers to the first

period we observe the wife (w) or the husband (h), usually 1997.
b This refers to the number of children in the initial period.
c Only for individuals between 30 and 45 year old. Results do not change if we run the same

regression for the entire sample.

Robust standard errors, clustered by household, in parentheses. Additional control: wife’s
age; husband’s age; year fixed effects. The sample contains only married women between 18
and 60. * p<0.10, ** p<0.05, *** p<0.01.

Table 8: First method to control for measurement error in reported com-
muting distances

Variables Dependent variable: 1=employed
[1] [2] [3] [4] [5] [6]

log dist husb -0.010** -0.017**
(0.004) (0.007)

log dist husba -0.010** -0.019**
(adj. 10 km spikes) (0.004) (0.008)
log dist husbb -0.008* -0.032***
(adj. any spikes) (0.004) (0.012)

N 31735 31735 31735 31735 31259 31259
Fe (q) no yes no yes no yes

Robust standard errors, clustered by household, in parentheses. Additional control: year fixed
effects; wife’s age and husband’s age. The sample contains only married women between 18 and
60. * p<0.10, ** p<0.05, *** p<0.01.

a All spikes in commuting distance (for a give residence location and job combination) that last only
1 year and are of less than 10 km are flattened away.

b All spikes in commuting distance (for a give residence location and job combination) that last only
1 year are flattened away.
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Table 9: Second method to control for measurement error in reported
commuting distances

Variables Dependent variable: 1=employed log distance husband
[1] [2] [3] [4] [5] [6]

OLS IVa OLS IVa FS FS
log dist husb -0.010** -0.022 -0.017** -0.072

(0.004) (0.014) (0.007) (0.162)
dist husb proxyb 0.183*** 0.011***

(0.008) (0.002)
age 0.003* 0.003* -0.039 -0.034 0.011*** 0.097

(0.002) (0.002) (0.026) (0.033) (0.004) (0.070)
age partner 0.005*** 0.005*** -0.008 -0.012 -0.015*** -0.079*

(0.001) (0.001) (0.014) (0.019) (0.004) (0.043)

N 31735 31735 31735 31735 31735 31735
Fe (q) no no yes yes no yes

Robust standard errors, clustered by household, in parentheses. Additional control: year fixed
effects, wife’s age and husband’s age. The sample contains only married women between 18 and
60. * p<0.10, ** p<0.05, *** p<0.01.

a Partner’s distance from work (in km) is instrumented with a proxy for commuting time (see
text, Section 6.2).

b See text, Section 6.2.
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