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THE PREDICTIVE POWER OF GOOGLE SEARCHES
IN FORECASTING UNEMPLOYMENT

by Francesco D’ Amuri* and Juri Marcucci*

Abstract

We suggest the use of an index of Internet job-search intensity (the Google Index, Gl) as

the best leading indicator to predict the US monthly unemployment rate. We perform a deep
out-of-sample forecasting comparison analyzing many models that adopt our preferred leading
indicator (Gl), the more standard initial claims or combinations of both. We find that models
augmented with the Gl outperform the traditional ones in predicting the unemployment rate
for different out-of-sample intervals that start before, during and after the Great Recession.
Google-based models also outperform standard ones in most state-level forecasts and in
comparison with the Survey of Professional Forecasters. These results survive a falsification
test and are also confirmed when employing different keywords. Based on our results for the
unemployment rate, we believe that there will be an increasing number of applications using
Google query datain other fields of economics.

JEL Classification: C22, C53, E27, E37, J60, J64.
Keywor ds. Google econometrics, forecast comparison, keyword search, US unemployment,

time series models.
Contents
O g 11 [F o o SR 5
pZ B L - SRS 8
3. FOreCasting MOTEIS. ......c.coiiiiieitereee ettt b b 14
4. Out-of-sample forecasting COMPArISON ..........ccceiieieieeiieie e e e nas 15
g AV = T =S U 15
4.2 Formal tests of fOreCast aCCUIACY .........cvviieiieieiiee et 17
5. RODUSINESS CNECKS.......ciiiieiicie et neeneesneeneas 20
5.1 Different in-sample/out-0f-SamPIe.........ccceiieiiiieiiee e 20
SIS Tz (] (o I 0= o S SR 21
5.3 NONINEAr MOUEIS.......ccueeiieie et nnas 22
5.4 ARErNELIVE KEYWOITS .........ooiiiiriiriieieieie et 24
5.5 FalSTICAHONTESE ...t 25
6. Comparison with the Survey of Professional FOreCasters.........ccoovvvnvrrnrinneenessenseeees 26
7. CONCIUSIONS ...ttt ettt e e e e e et e e aeesae e teeasesse e seeneesreesreeneesneenseenres 28
= 100 29
TabIES AN FIQUIES ...ttt ettt e e e s te e e e sre e seeneeneenns 32

* Bank of Italy, Economic Research and International Relations.






1 Introduction!

In this paper we suggest the use of the Google index (GI), based on internet job searches
performed through Google, as the best leading indicator to predict the US monthly un-
employment rate.

Quantitative data on internet use are becoming quickly available and will constitute
an invaluable source for economic analysis in the near future. Following the growing pop-
ularity of the internet as a job-search tool and the increasing need for reliable and updated
unemployment forecasts, especially during recessions, in this article we suggest the use of
an indicator based on Google job-search-related query data (i.e., the Google Index, GI)
as the best leading indicator to predict the US monthly unemployment rate.? We test the
predictive power of this indicator by means of a deep out-of-sample comparison among
more than five hundred forecasting models which differ along three dimensions: (i) The
exogenous variables adopted as leading indicators; (ii) the econometric specification; and
(iii) the length of the estimation sample. In particular, we estimate standard time series
(ARMA) models and we augment them with the Initial Claims (IC, a widely accepted
leading indicator for the US unemployment rate), the GI, or combinations of both. In
carrying out our comparison, we include both linear and non-linear models, since the

former typically capture short-run developments, while the latter can better approximate

'We wish to thank F. Busetti, D. Depalo, O. Jorda, F. Lotti, R. Mosconi, C. Perna, A. Rosolia, P. Ses-
tito, H. Varian and K. Zimmermann for their useful suggestions. We also thank seminar participants at
the 320d International Symposium on Forecasting, the ond International Conference in Memory of Carlo
Giannini, the XVIII SNDE Symposium, the 45th Scientific Meeting of the Italian Statistical Society,
the Fourth Italian Congress of Econometrics and Empirical Economics, Fondazione ENI Enrico Mattei
and LUISS ‘Guido Carli’ University for their useful comments. The views expressed are those of the au-
thors and do not necessarily reflect those of the Bank of Italy. Emails: francesco.damuri@bancaditalia.it
(Francesco D’Amuri), juri.marcucci@bancaditalia.it (Juri Marcucci, corresponding author). Correspon-
dence address: Bank of Italy, Economic Research Department, Via Nazionale 91, 00184, Rome, Italy.

2The time series of the US unemployment rate is certainly one of the most studied in the literature.
Proietti (2003) defines this series as the ‘testbed’ or the ‘case study’ for many (if not most) non-linear
time series models. In fact, many papers have documented its asymmetric behavior. Neftci (1984),
DeLong and Summers (1986) and Rothman (1998) document the type of asymmetry called steepness for
which unemployment rates rise faster than they decrease. Sichel (1993) finds evidence for another type
of asymmetry called deepness in which contractions are deeper than expansions. McQueen and Thorley
(1993) find sharpness for which peaks tend to be sharp while troughs are usually more rounded. In a
recent paper, Barnichon and Nekarda (2012) develop a model based on labor market flows to forecast
unemployment; according to their results, this approach can greatly improve the forecast accuracy of
standard time series forecasts.



the dynamics of the unemployment rate during economic contractions. We also compare
models estimated over samples of different length, because the GI is only available since
the first week of January 2004, while the IC are available since 1967. Indeed, an exer-
cise comparing the forecasting performance of models estimated on the short sample only
(starting in 2004) would be of little practical relevance if models estimated on the longer
sample (starting in 1967) were better at predicting the unemployment rate.

We find that models augmented with the GI significantly outperform the more tradi-
tional ones in predicting the US unemployment rate: when forecasting at one step ahead
the mean squared error (MSE) of our best model using GI as a leading indicator (0.023)
is 28% lower than the best model not including it and estimated on the same sample.
The best Google model estimated on the short sample outperforms alternative models
estimated on the long sample; even in this comparison, the best Google model shows a
MSE that is 18% lower than the best non-Google model. These results are rather striking
since Google models estimated on the short sample use only 4 years of data, while the ones
using the long sample are estimated on a time series that is 10 times bigger (more than
40 years). Relative forecast accuracy increases at longer forecast horizons: at three steps
ahead, when using the GI the MSE decreases by 40% compared to the best alternative
model estimated on the same sample, and by 22% when considering models estimated on
the long sample.

Furthermore, we select the best models in terms of the lowest MSE and assess their
out-of-sample forecast ability by testing for equal forecast accuracy and superior predictive
ability using respectively Diebold and Mariano’s (1995) test and the Model Confidence
Set (MCS) test by Hansen et al. (2011). Our results show that not only the best model in
terms of lowest MSE always includes GI as a leading indicator, but also that models with
GI estimated over the short sample (i.e. from 2004 onwards) beat models estimated over
the long sample (i.e. from 1967 onwards) using the IC as a leading indicator. Moreover,
around one third of the best models selected in the final MCS adopt the GI as the leading
indicator.

Our results also hold after a number of robustness checks. In fact, the main results

hold when conducting the horse race in different out-of-sample intervals that start before,



during and after the recent recession. When we forecast in the middle of the recession
the performance of the GI as a leading indicator for unemployment is even more striking:
around two thirds of the Google-based models enter the final MCS. We also repeat the
forecast horse race for each of the 50 US states plus District of Columbia (DC) rather
than at the federal level, finding that, when forecasting at one- and two-step-ahead, the
best five models include the GI among the explanatory variables in 70.2% and in 62%
of the cases, respectively. We also test the forecasting properties of two alternative, and
less popular, job-search-related keywords, “collect unemployment” and “job center” finding
that the latter improves the performance of standard time series models estimated on the
same in-sample when forecasting at one, two and three steps ahead. We also use as a
leading indicator the first principal component of the three Gls adopted in the paper,
finding that the forecasting performance of our forecasting models improves even further.

Moreover, we provide a falsification test, checking the forecasting performance of an
alternative Google-based indicator that shows the highest correlation with the unemploy-
ment rate in-sample, but captures the interest for a keyword that is completely unrelated
to job-search activities. Models augmented with this fake GI indicator never rank among
the best models in terms of forecasting ability, providing indirect evidence for the relevance
of web-search data when the underlying keywords have a direct link with unemployment
and job search.

Finally, we construct a group of quarterly forecasts of the unemployment rate using
the best models from our horse-race over the monthly series and compare them with the
quarterly predictions released by the Survey of Professional Forecasters (SPF) conducted
by the Federal Reserve Bank of Philadelphia. Conditioning on the same information set,
models using the GI outperform the professionals’ forecasts, showing a lower MSE by
67%.

The innovative data source employed in this article has already been used in epidemi-
ology and in different fields of economics (Edelman, 2012). The first article using Google
data (Ginsberg et al., 2009) estimates the weekly ‘influenza’ activity in the US using
an index of health seeking behavior equal to the incidence of influenza-related internet

queries. Da et al. (2011) show the relevance of Google data as a direct and timely mea-



sure of investors’ attention for a sample of Russel 3000 stocks. Billari et al. (2012) use
web-search data related to fertility as a leading indicator of the US birth rate. Baker and
Fradkin (2011) develop a job-search activity index to analyze the reaction of job-search
intensity to changes in unemployment benefit duration in the US.

To the best of our knowledge, this is the first paper using this kind of internet indicator
to forecast the monthly unemployment rate in the US. Askitas and Zimmermann (2009)
were the first ones using Google data to forecast unemployment with an application to
Germany. However, there have also been some works for other countries, in particular
for Italy (D’Amuri, 2009) and Israel (Suhoy, 2009), while Choi and Varian (2012) use
web-search data to forecast consumer behavior and initial unemployment claims for the
US. Central Banks are also starting to publish reports on the suitability of Google data to
complement more standard economic indicators (see for example Artola and Galan, 2012,
McLaren and Shanbhorge, 2011 and Troy et al., 2012 respectively for Spain, the UK and
Australia). Based on our results for the unemployment rate, we believe that there will be
further applications using Google query data in other fields of economics.

The paper is organized as follows: In Section [2| we describe the data used to predict
the US unemployment rate, with a particular emphasis on the GI. In Section [3| we discuss
the models employed to predict the US unemployment rate, while in Section[4 we compare
the out-of-sample performance of such models. In Section [5| we show that the superior
predictive performance of Google-based models is confirmed (i) when using different out-
of-sample intervals that start before, during and after the recent recession; (ii) when
forecasting at the state rather than at the federal level; (iii) in comparison with non-
linear models; and (iv) by a falsification test. In Section @ we compare our predictions

with those of the Survey of Professional Forecasters, while Section [7] concludes.

2 Data

The data used in this paper come from different sources. The seasonally adjusted monthly
unemployment rate is the one released by the Bureau of Labor Statistics (BLS) and comes

from the Current Employment Statistics and the Local Area Unemployment Statistics for



the national and the state level, respectively. Unemployment rates for month ¢ refer to
individuals who do not have a job, but are available for work, in the week including the
12th day of month ¢ and who have looked for a job in the prior 4 weeks ending with
the reference week. For the federal level the available sample is 1948.1-2011.6, while
for the state level the data on unemployment are available from 1976.1 to 2011.6. We
complement these data with a well-known leading indicator for the unemployment rate
(see for example Montgomery et al. 1998): the weekly seasonally-adjusted IC released by
the U.S. Department of Labor,? available since 1967.1 for the US and since 1986.12 for
the single states.

The exogenous variable specific to this study is the weekly GI which summarizes the
job searches performed through the Google website. The GI represents how many web
searches have been done for a particular keyword in week ¢ in a given geographical area
r (i.e., Vi,) relative to the total number of web searches performed through Google in

the same week and area (7},). The search index for week ¢ is thus given by GI;, =

Vi,r
Tt,'r ’

Absolute values of the index are not publicly available, since Google normalizes
the index GI;, to 100 in the week in which it reaches the maximum level. Data are
gathered using IP addresses only if the number of searches exceeds a certain threshold.
Repeated queries from a single IP address within a short time are eliminated. The data
are available almost in real time starting with the week ending on January 10, 2004.
Our main indicator summarizes the incidence of queries including the keyword “obs” on
total queries performed through Google in the relevant week (this index is labeled G1
henceforth).*

We choose to use the keyword “obs” as the main indicator of job-search activities
mainly for two reasons. First, we found that the keyword “obs” was the most popular

among different job-search-related keywords. Absolute search volumes are not available,

3Since seasonally adjusted data are issued only at the national level, we have performed our own
seasonal adjustment for the state-level data using Tramo-Seats.

4We have adjusted both the weekly and the monthly indicators for seasonality using Tramo-Seats.
The type of seasonality of the Google data is completely different from the usual one we find in economic
variables. Typically, there are yearly troughs at the end of each year because the total number of queries
is inflated by Christmas-related searches. The data, available free of charge, were downloaded on July
17, 2011.



but it is possible to identify the most popular keywords looking at relative incidences.
In Figure [I, we plot the monthly averages for the values of the GI for the keywords
“facebook”, “youtube”, and “jobs”; we also plot the values for two alternative job-search-
related keywords “collect unemployment” and “job center” (henceforth labeled G2 and
G3), whose forecast performance is tested in Section . We notice that “facebook”
touches the highest incidence among the keywords, while the GI for “jobs” is constantly
around the value of 10. This means that, when searches for “facebook” were at their
peak, there was still one keyword search for “obs” for every ten searches for “facebook”,
which is, incidentally, the most popular keyword of all. The results are similar when
conducting the comparison with the keyword “youtube”, another popular search, that
reaches a maximum level above 40 during the considered interval. The other alternative
job-search-related keywords we consider (“collect unemployment” and “job center”) fair
less well in terms of popularity, with very low relative incidences.

Apart from its popularity, the second reason why we chose the keyword “jobs”is that we
believe that it is widely used across the broadest range of job seekers, and as a consequence
is less sensitive to the presence of demand or supply shocks specific to subgroups of workers
that could bias the values of the GI and its ability to predict the overall unemployment
rate. Finally, it has to be noted that the numerator of the index contains all the keyword
searches including the word “obs”, such as “public jobs” or “California jobs”, for example.
As a consequence, the index is based on a broader set of queries including the word “jobs”,
some of which might actually be unrelated to job search. Such a measurement error is
unlikely to be correlated with the monthly unemployment rate over time and should, if
anything, reduce the predictive power of our leading indicator. Nevertheless, in order to
improve the precision of our GI, we subtract from the numerator the keyword searches
for “Steve Jobs”, a popular search including the word “jobs”.

The variable has other limitations: Individuals looking for a job through the internet
(jobs available through the internet) may well be not randomly selected among job seekers
(jobs). Moreover, the indicator captures overall job-search activities, that is the sum of
searches performed by unemployed and employed people. This limitation is made more

severe by the fact that, while unemployed job search is believed to follow the anti-cyclical
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variation of job separation rates, on-the-job search is normally assumed to be cyclical.
We acknowledge that this could introduce some bias in our GI; nevertheless such a bias
should, if anything, reduce the precision of our forecasts.

In the empirical analysis we align the GI and IC data with the relevant weeks for the
unemployment survey. When constructing the GI or the IC for month ¢, we take into
account the week including the 12th of the month and the three preceding weeks, exactly
the same interval used to calculate the unemployment rate for month ¢ reported in the
official statistics. When there are more than four weeks between the reference week of
month ¢ and the following one in month ¢ + 1, we do not use either the GI or the IC for
the week that is not used by the official statistics in order to calculate the unemployment
rate (see Figure [2 for a visual description of the alignment procedure).

Table [1] reports the descriptive statistics for the monthly US unemployment rate and
both leading indicators (IC and the GI, both weekly and monthly) for the short sample
(2004.1-2011.6). The monthly unemployment rate was equal on average to 6.5% during
this interval, ranging between a minimum of 4.4% and a maximum of 10.1%. The series
has a right-skewed distribution and a high kurtosis which make it non-normal as suggested
by the Jarque-Bera test that almost always rejects the null hypothesis of normality. 1C
and GI share similar features, being non-normal and right-skewed, both at the weekly
and the monthly level.

In Figure [3|and [ we plot separately the monthly unemployment rate and our exoge-
nous variables adopted as leading indicators over the relevant sample periods. In Figure
Bl we plot the unemployment rate and the IC over the long sample (1967.1-2011.6), ac-
cording to the availability of IC. Figure [4] depicts instead the unemployment rate along
with the IC as well as the GI for “jobs” over the short sample. These latter indices are
rescaled with respect to the maximum weekly value of each series over the sample. In
both cases the two series show similar patterns, with both IC and the GI seeming to be
leading indicators for the unemployment rate. This behavior is confirmed by the corre-
lations: focusing on the short sample, we notice that both the GI and the IC are highly
correlated with the level of the unemployment rate. For the IC at various lags up to the

second, the correlation is between 0.83 and 0.88, while for the GI the correlation is always
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greater than 0.90.°

In particular, the correlations of the GI for “jobs” with the unemployment rate are
higher than those of the IC the leading indicator widely accepted by the literature. This
is true both for the contemporaneous correlation and when considering one or two lags,
suggesting that the Google-based indicator can be rather helpful when predicting unem-
ployment.

In the literature many works impose the presence of a unit root or induce stationarity
with a particular transformation - see for example Rothman (1998) who induces station-
arity with a log-linear de-trended transformation (u““? = log(u;) — a — bt) and checks
his out-of-sample results with the HP-filtered unemployment in log(uXF)). Montgomery
et al. (1998) model the level of the monthly unemployment rate arguing that unit-root
non-stationarity is hard to justify for the US unemployment rate because it is a rate that
varies within a limited range. Similarly, Koop and Potter (1999) argue that since the
unemployment rate is bounded between 0 and 1, it cannot exhibit global unit root be-
havior.® As argued by Koop and Potter (1999) the bounded nature of the unemployment
rate should guarantee a bounded behavior and therefore makes pre-testing for the unit
root unnecessary. And of course, the same would apply to our GIs, given the fact that
their weekly series are bounded between 0 and 100.

We have nevertheless checked for non-stationarity of the monthly US unemployment
rate by computing a univariate unit root test for the integration of the series which is
robust to structural breaks, outliers and non-linearities. In fact, as pointed out by Choi
and Moh (2007), standard unit-root tests are known to be biased towards the non-rejection
of the null of a unit-root when they are applied to time series with strong non-linear
dynamics (such as the unemployment rate). We have thus performed the Range Unit
Root test (RUR) suggested by Aparicio et al. (2006) which is a fully non-parametric
unit-root test constructed using the running ranges of the series. This test is invariant to

monotonic transformations of the series of interest and is robust to important parameter

SFor the sake of brevity we have decided not to report the results on correlations and other results

which are however available in the online Appendix.

6To make the series unbounded, Koop and Potter (1999) use the logistic transformation (ul®9" =

log(1#4-)) suggested also by Wallis (1987).

1—'LL1
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shifts due to outliers or structural breaks.”

When we apply the RUR and the Forward-Backward RUR?® test on the level of the US
monthly unemployment rate we find that for the long sample, i.e. 1967.1-2011.6, we fail
to reject the null of unit root. In fact, the RUR test is 1.644 (with left-tail critical value
of 1.30 and right-tail critical value of 3.34 at 5%) and the FB-RUR is 2.479 (with left-tail
critical value of 1.87 and right-tail critical value of 3.34 at 5%). Nevertheless, with the
short sample, i.e. 2004.1-2011.6, we reject the null of a unit root. The RUR test is equal
to 3.795 (with left-tail critical value of 1.17 and right-tail critical value of 3.18 at 5%),
while the FB-RUR test is equal to 4.696 (with left-tail critical value of 1.80 and right-tail
critical value of 4.35 at 5%).

Given the fact that we are more interested in the short sample where the GI is available,
we adopted the more agnostic approach of Koop and Potter (1999) or Montgomery et al.
(1998). Therefore we have decided not to explicitly restrict our models to the stationary
regime and we will present all our forecasting results using the levels of the monthly US

unemployment rate as in Montgomery et al. (1998) and Proietti (2003).

"Given a series of interest y;, Aparicio et al. (2006) considered the recursive ranges RY =vyii —y14,

where y1 ; = min{y1,y2, ..., yr} and y; ; = max{y1,ys, ..., yr}. The Range Unit-Root test, JéT) is given
as:

T
JP = % ; 1(aRY > 0) (1)

where 1 (ARZ(»y) > 0) is the indicator function, taking value 1 when the change in the range is positive
and zero otherwise. Thus the test determines the number of level crossings of the data, obtained by
taking the difference of the extremes in an ever-growing sample of the series. Under the null of a unit
root, JéT) converges to a non-degenerate unimodal random variable which peaks at the value 2. On the
contrary, when the series is stationary, JéT) converges to 0 in probability. Therefore, we can use the left

tail of the distribution of JéT) to discriminate between a stationary and a non-stationary series without
a trend and the right tail if the variable is stationary with a linear trend. Critical values for the test are
calculated from 20,000 replications of the null model of a random walk with normal increments.

8 Aparicio et al. (2006) also suggest the Forward-Backward RUR (FB-RUR) test which is based on
the reversed realizations of the sample of observations, y; = yr—++1, and is given as:

M= LS [ (aRY 5 0) 41 (a5 > 0)] @)
=2

which improves upon the RUR test when additive outliers are present.
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3 Forecasting models

In our forecasting exercise we compare a total of more than 500 linear ARMA models for
the US unemployment rate wu;.

To start with, we estimate 384 models that can be grouped into three broad categories:

a) models not including the GI as an exogenous variable and estimated on the long

sample (in-sample 1967.1-2007.2; out-of-sample 2007.3-2011.6)

b) models not including the GI as an exogenous variable but estimated on the short
sample, for which Google data are available (in-sample 2004.1-2007.2; out-of-sample
2007.3-2011.6)

¢) models including the GI as an exogenous variable and estimated over the short

sample (in-sample 2004.1-2007.2; out-of-sample 2007.3-2011.6).

Within these three broad groups we estimate exactly the same set of models, both in terms
of lag specification and of exogenous variables included, with the GI indicator added as
an additional independent variable in the last, otherwise identical, set of models.

The rationale for repeating our forecasting exercise along three dimensions is straight-
forward. The inclusion of the GI among the exogenous variables limits the length of the
estimation interval, given that the indicator is available since January 2004 only. An
exercise comparing the forecasting performance of models estimated on samples starting
in 2004.1 could be able to assess the predictive power of the GI, but it would be of little
practical relevance if models estimated on the longer sample were better at predicting
unemployment rate dynamics.

Within the three groups we estimate pure time series AR(p) and ARMA (p, ¢) models,
with at most 2 lags for p and ¢, for a total of four models (AR(1), AR(2), ARMA(1,1)
and ARMA(2,2)).

In addition, we augment these basic specifications with exogenous leading indicators,
i.e. ARMAX(p,q):

P(L)uy = p+ x84+ 0(L)e, (3)

14



where 7} is a vector with a first column of ones and one or more columns of leading indica-
tors. These indicators should help in improving the predictions of the US unemployment
rate.

In particular, following Montgomery et al. (1998) we use as a leading indicator (both
on the short and the long sample) the monthly IC, i.e. IC;, their weekly levels (1Cy1 4,
ICy24t, ICys4, and 1C,4,) and their first and second lags. All the models are estimated
adding seasonal multiplicative factors to account for residual seasonality.® In Table [2], we
summarize all the groups of models within the short and the long sample.'?

In our pseudo-out-of-sample exercise we consider the situation that real forecasters
face when they produce their predictions and the future values of the exogenous variables
(x;) need to be forecast. At any given date, we have run our forecasting horse-race using
only the information that was really available at that time. Therefore, we have adopted
simple AR(1) models to predict x;, so that we could use such predictions as inputs in our
forecasting models. For robustness, we have considered several different models.!* The
results are quite similar and are therefore unreported for the sake of brevity. They are

available from the authors upon request.

4 Out-of-Sample Forecasting Comparison

4.1 Main results

After having introduced the set of models included in our analysis, this Section assesses
their forecasting performance in the out-of-sample interval 2007.3-2011.6.

In Table[3| we rank the best 15 models for the US monthly unemployment rate in terms
of lowest Mean Squared Errors (MSE) at one, two and three steps ahead. At any forecast

horizon, the best model always includes the GI for “jobs” (i.e., G1) among the exogenous

9In particular, we used a seasonal multiplicative autoregressive factor SAR(12) for AR models and
both an AR and MA seasonal SM A(12) for ARMA models.

10Tn all our forecasting exercises we use a rolling window. However we have also performed our fore-
casting horse-race using a recursive scheme. The results are similar to those with a rolling scheme and
are not reported for the sake of brevity, but they are available upon request.

'We have adopted an AR(2), ARMA(1,1) and ARMA(2,2).
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variables. At one-step-ahead, the best model is an ARMAX(2,2) augmented with the IC
for unemployment benefits and with the value of G1, both with one lag and taken at
their value for the fourth week (i.e., the one including the 12th of each month, in which
the BLS survey is conducted). The best model with no Google data estimated on the
same in-sample (2004.1-2007.2) is an ARX(1) with one lag of the IC for the fourth week
and the seasonal factor; this model ranks 141st in the forecast comparison, with a Mean
Squared Error that is equal to 0.032, a value 23% higher than the best model using Google
(0.026). Models estimated on the longer in-sample (1967.1-2007.2), for which Google data
are not available, show a better forecasting performance; in this case, the best model (an
ARMAX(2,2) with two lags for the IC and a seasonal factor) ranks 7th in the forecast
comparison, but its MSE is still 8% higher than the best Google-model estimated over the
short sample. As expected, MSEs of the predictions rise for all models when forecasting
at longer horizons. Nevertheless, the gap in favor of Google-based models widens. At two
steps ahead, the best Google-based model (an ARX(1) with the first lag of the monthly
IC and G1 plus the seasonal factor) has a MSE of 0.06; the best non-Google model
estimated on the same in-sample has a 28% higher MSE, ranking 149th in the forecast
comparison, while this gap reduces to 10% for the best non-Google model estimated on
the long sample. These results are rather striking since Google models estimated on the
short sample use only 4 years of data, while those using the long sample are estimated on
a time series which is 10 times bigger (40 years).

The advantage for Google-based models further increases when forecasting at three
steps ahead; in this case the advantage in terms of lower MSE is 19.8% and 55.0% com-
pared to the best non-Google models estimated on the long and the short sample respec-
tively. Figure|5|depicts the forecast errors of the best models overall, the best non-Google
models over the long sample and the short sample in addition to the forecast errors from
the three non-linear models'? used. The three panels depict the last recession with a
shaded area. As we can see from the top panel which relates to 1-step-ahead forecast
errors from model number 493 (best model overall), model 128 (best non-Google model

over the long sample), model 148 (best non-Google model over the short sample) and the

12Gee section for details on these models.

16



three non-linear models, at the start of the recession all models seem to perform quite
similarly. As soon as the recession starts to hit with Lehman Brothers’ bankruptcy all
the non-linear models and the non-Google model estimated over the long sample start
to under-predict the unemployment rate, while the non-Google model estimated over the
short sample tends to over-predict the unemployment rate. Instead the model using the
GI manages to produce the best predictions with the lowest forecast errors. After the end
of the recession, all models seem to fair similarly well, except for non-linear models which
alternate periods of under-prediction with moments of over-predictions. Nevertheless, the
best model using the GI still has a forecast error which is the closest to the zero line. A
similar picture arises from the middle and the bottom panel where we depict the forecast
errors for the same models at two and three steps ahead, respectively. For forecast hori-
zons longer than one month, when the recession starts to intensify, non-linear models and
the non-Google model estimated over the long sample tend to under-predict even further,
while the non-Google model estimated over the short sample severely over-predicts.
These results point unambiguously to the predictive power of leading indicators based
on Google data, with the advantage over standard time series models increasing with the
length of the forecast horizon. In subsection we discuss the results of formal tests of
equal forecast accuracy and superior predictive ability to disentangle the best models in

terms of forecasting performance.

4.2 Formal tests of forecast accuracy

The literature on US unemployment forecasting has thus far only considered the ratios of
the mean squared errors between a competitor model and a benchmark model to evaluate
each model’s forecast ability. Nevertheless, after the seminal papers by Diebold and Mar-
iano (1995) and West (1996), the community of forecasters has increasingly understood
the importance of correctly testing for out-of-sample equal forecast accuracy. West (2006)
provides a recent survey of the tests of equal forecast accuracy, while Busetti and Mar-
cucci (2013) provide extensive Monte Carlo evidence on the best tests of equal forecast
accuracy or forecast encompassing to be used by the practitioners in any specific fore-

casting framework. To provide a more formal assessment of the forecasting properties of
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each model in our horse-race, we use the best model in terms of lowest MSE as the bench-
mark model and perform two tests. The first is a two-sided DM test for the null of equal
forecast accuracy between the benchmark and the competitor.!’®> We use the two-sided
version of the DM test because some models are nested and others are non-nested making
the direction of the alternative hypothesis unknown. Using the two-sided version of the
test we can thus compare both nested and non-nested models, as is our case where the
exogenous variable often differs from one model to another and only a subset of models
are really nested. Furthermore, we use the DM because it can be compared to standard
critical values of the Gaussian distribution.

From Table [3| we can see that the best model in terms of the lowest MSE always beats
the non-linear competitors estimated over the long sample in predicting the unemployment
rate and almost always outperforms when compared to models not using the GI and
estimated over the short sample. The DM test cannot reject the null of equal forecast
accuracy only when the best model using the GI is compared to models estimated over
the long sample (and thus using an in-sample that is 10 times bigger). However, we have
to highlight the fact that being the simplest test of equal forecast accuracy, the DM is
also the least powerful test that could have been employed. Therefore, even in this case
we have been rather conservative. Had we adopted a more powerful test than the DM, we
could have had even better results with much more frequent rejections of the null of equal
forecast accuracy between our benchmark model which uses the GI and the competitors.

However, the DM test is only based on a pairwise comparison of forecasting models
where one model is selected as the benchmark. Since we are comparing a large number of
model-based forecasts we should account for all the possible pairwise comparisons using
a test based on multiple comparisons. In order to be agnostic also on the choice of the
benchmark we decided to compare the whole set of models jointly with the MCS test
suggested by Hansen et al. (2011), a test based on multiple comparisons that does not

imply the choice of a benchmark model. The MCS is in fact defined as the set that

13The DM test is based on the loss differential between the benchmark (model 0) and the k-th com-
petitor, i.e. d; = ef, — e} ,, where eg; is model k’s forecast error and eq is the benchmark model’s
forecast error. To test the null of equal forecast accuracy Hy : E(d;) = 0, we employ the DM statistic
DM = P1/2J/6DM, where d is the average loss differential, P is the out-of-sample size, and 6 py; is the
square-root of the long-run variance of d;. Under the null, the DM test is distributed as a Gaussian.
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contains the best models in terms of superior forecast accuracy without any assumptions
about the true (benchmark) model. The MCS allows the researcher to identify, from
a universe of model-based forecasts, a subset of models, equivalent in terms of superior
ability, which outperform all the other competing models at a given confidence level a.
The other thing we should note is that the MCS is a test of conditional predictive ability.
As such, it allows a unified treatment of nested and non-nested models taking into account
estimation technique, parameter uncertainty, ratio of estimation and evaluation sample,
and data heterogeneity.'*

The MCS results are reported in the last column of each panel of Table |3| for every
forecast horizon. A 1 indicates that the model in the row is included in the final MCS,
while a 0 means that the model is otherwise not included. We set the confidence level
for the MCS to a = 0.05, the block length to 10 and the number of bootstrap samples to
300. Such number might appear small but it is sufficient to identify the MCS. We did not
choose a bigger number because using the range statistic we are comparing all possible
pairwise combinations between model i and j and given the large number of models in our
forecasting exercise a higher number of bootstrap samples would make the computation
of the test more cumbersome. Looking at Table 3| at 1-, 2-, and 3-month-ahead forecast
horizons, we can notice that the final MCS always includes all the best 15 models using
G1 as the leading indicator at all forecast horizons. We can also notice that the group
of best 15 models is largely dominated by Google-based models at all forecast horizons.
Table {4f shows the number of models selected in the final MCS by category (Google, No
Google, Short and Long Sample). From the left panel of Table we can notice that around

1Let us denote the initial set of k-step-ahead forecasts M° : {fi ;1 r € M® Vi = 1,..., M}, where
t=0,1,...,7 — 1, T is the out-of-sample size and M is the number of models. The starting hypothesis
is that all forecasts in the set M° have equal forecasting performance, measured by a loss function
L; = L(u, fi+), where u; is the unemployment rate and f; ; is the corresponding forecast at time ¢ from
model 4. Let ds;4 = Liy — L+ Vi,j =1,..., M define the relative performance of forecast i and j. The
null hypothesis for the MCS test takes the form Hg aq0 : E(dsj) =0Vi,j = 1,..., M. We use the ‘range’

statistic defined as Tr = max; jeam |ti;| Where t;; = d;j/4/var(d;;) represents the standardized relative

performance of forecast ¢ with respect to forecast j, and CZij =71 Zthl d;;+ is the sample average loss
difference between forecast ¢ and j. To obtain the distribution under H a stationary bootstrap scheme
is used. If Hy is rejected, an elimination rule removes the forecast with the largest ¢;;. This process is
repeated until non-rejection of the null occurs, thus allowing the construction of (1 — «)-confidence set
for the best forecasts in MV,
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a quarter of the models using the GI is included in the final MCS for this in-sample at
1-step-ahead. Google-based models make up almost half of the final MCS at 2-step-ahead
and one-third at 3-step-ahead. Again, we believe that these results are indeed astonishing
given that Google-based models use only a limited amount of information compared to

non-Google models estimated over the long sample.

5 Robustness checks

In this Section we provide the following robustness checks for the main results presented
so far: (i) We vary the out-of-sample intervals for the forecast evaluation showing that
main results hold when starting the forecast evaluation interval before, during and after
the Great Recession; (ii) we repeat the forecast horse race for each of the 50 US states
plus DC rather than at the federal level; (iii) we test the performance of alternative
non-linear models not employing Google data; (iv) we test the forecasting properties
of two alternative, and less popular, job-search-related keywords; and (v) we provide a
falsification test. All these tests confirm, directly or indirectly, the very good performance

of Google-augmented models when forecasting the monthly US unemployment rate.

5.1 Different in-sample/out-of-sample

As a first robustness check we compare the forecasting properties of our preferred models
which adopt the GI as the leading indicator across different combinations of in-sample
and out-of-sample periods. The rationale behind this is to check the robustness of our
results to different business cycle conditions. This is of particular interest given that our
out-of-sample includes the onset of the Great Recession; in which the unemployment rate
sharply increased by about four percentage points; and the subsequent period of slow
growth and high, but rather stable, unemployment. Choosing appropriate out-of-samples
for our forecast comparison, we can test whether the superior performance of Google-
augmented models is due to a good performance during a peculiar time period, or if its
predictive ability is confirmed throughout the business cycle.

In particular, we conduct the forecast comparison of subsection on two alterna-
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tive out-of-samples: One starting with the NBER recession following the bankruptcy of
Lehman (2008.10-2011.6) and another one starting with the end of that recession (2009.7-
2011.6). Results of the forecast horse race, reported in Table , confirm the superior
predictive performance of Google-based models: In both sub-samples, models including
the indicator of internet job-search activity always show lower MSE at one, two and three
steps ahead. Compared to the basic results presented in subsection [4.1], the gap in favor
of Google-based models actually increases when considering these two different out-of-
sample intervals: The best 10 models in terms of lowest MSE always include the GI,
irrespective of the out-of-sample and of the forecast horizon.

Even with respect to the final MCS, Google-based models tend to outperform the
others. Looking at Table 5] we can notice that the final MCS always includes the best
15 models adopting G1 as the leading indicator across all forecast horizons. Looking at
the number of models selected in the final MCS, from the middle panel of Table [4| we can
notice that around two thirds of the models using G1 are included in the final MCS for
the in-sample terminating right after Lehman bankruptcy at all forecast horizons. This
highlights the power of Google data to help forecast the unemployment rate when the
business climate is particularly pessimistic and when having good forecasts matter the
most. For the last in-sample terminating at the end of the last recession we can notice
that around a quarter of the models using G1 are included in the final MCS across all
forecast horizons. Again, even with such a short out-of-sample almost 25% of the best

models entering in the final MCS use the GI for “jobs”.

5.2 State level forecasts

As an additional robustness check for the predictive properties of the GI, we estimated
the same 520 linear models for each of the 50 states plus DC, assessing the percentage
of states for which the best model in terms of lower MSE is the one using the GI. The
descriptive statistics for the monthly unemployment rate, the IC and the GI for each state
are in line with those discussed for the US and are not reported for the sake of brevity
but are available on request.

In Table[6] we report for each state the best forecast obtained without Google (both on
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the long and the short sample) and with the GI based on the keyword “jobs”. As in the
previous cases, the forecast comparison takes place at 1, 2 and 3 steps ahead and over the
out-of-sample 2007.2-2011.6, the baseline in our forecast comparison. The percentage of
best 5 models adopting the GI as a leading indicator is equal to 70.2% when forecasting
at one step ahead, and 62.0% at two steps ahead. Only when forecasting at three steps
ahead does the percentage of states for which the best model includes the GI fall below
50% (to 39.2%, to be precise).

5.3 Nonlinear models

Most of the previous literature on unemployment forecasting in the US suggests using
non-linear models to better approximate the long-term dynamic structure of its time
series (see Montgomery et al., 1998 and Rothman, 1998). In particular, Montgomery et
al. (1998) argue that Threshold Autoregressive (TAR) models can better approximate
the unemployment rate dynamics especially during economic contractions, while linear
ARMA models generally give a better representation of its short-term dynamics. To
test the predictive ability of our best models which use the GI, we also included in the
forecast comparison some non-linear models which are typically used in the literature. We
have estimated three non-linear time series models. The first is a self-exciting threshold

autoregression (SETAR) model which takes the following form:

U = [Po1 + P11us—1 + Parts—o) I (us—1 < c)
+ [¢o2 + Pr2Ue—1 + Poott—o] I (us—1 > ) + & (4)

where I(.) is the indicator function and ¢ is the value of the threshold.

The SETAR models endogenously identify two different regimes given by the threshold
variable u;_;. In particular, following Rothman (1998) we adopted a SETAR model with
two lags for each regime.

The second non-linear model used to forecast the unemployment rate is a logistic

smooth transition autoregressive (LSTAR) model which is a generalization of the SETAR.
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The LSTAR model takes the form

u = [P + Pr1ui—1 + pnue—2| [1 — G(v, ¢, u—1)]
+ (o2 + Pr2ui—1 + Paour_o] G(v, ¢, us—1) + &4 (5)

where G(v, ¢, ur1) = [1 4 exp(—y [T, (us — c))] " is the logistic transition function,
~v > 0 is the slope parameter and c is the location parameter. In this model the change
from one regime to the other is much smoother than in the SETAR model.

The third non-linear model employed to predict the US unemployment rate is an

additive autoregressive model (AAR) of the following form

m

U = [+ Z Si(Ue—(i—1)a) + €1 (6)

i=1
where s; are smooth functions represented by penalized cubic regression splines. The AAR
model is a generalized additive model that combines additive models and generalized linear
models. These models maximize the quality of prediction of a target variable from various
distributions, by estimating a non-parametric function of the predictor variables which are
connected to the dependent variable via a link function (see Hastie and Tibshirani, 1990).
We have included this additional model to enlarge our out-of-sample comparison to non-
parametric models which were found to be superior in predicting the US unemployment
rate by Golan and Perloff (2004).

Panel E of Table 3| reports the MSE, DM test and MCS test for 1- to 3-month-ahead
forecasts from these three non-linear models estimated only up to the second lag for the
long sample (in-sample 1967.1-2007.2, out-of-sample 2007.3-2011.6). At l-month ahead
the best non-linear model is the SETAR(2) which ranks 402", the second best is the
LSTAR(2)(424") and the third best is the AAR(2) (441st). Results do not improve at
longer forecast horizons, and in particular these non-linear models are never included in
the MCS except at one-step-ahead for the out-of-sample starting at the end of the most
recent NBER recession (see right panel of Table . In addition, the DM test always

rejects the null of equal forecast accuracy. We can thus conclude that our simple linear
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model using our preferred leading indicator (GI) outperforms standard non-linear models

estimated over the long sample across all forecast horizons.

5.4 Alternative keywords

As a further robustness check we analyze the properties of our forecasting models using
not only our preferred GI for “jobs”, but also other keywords that are closely related to
job search. In particular we look at the GIs for “collect unemployment” and “job center”
(respectively labeled G2 and G3). As already discussed in Section [2 the volume of searches
underlying these two keywords is much smaller compared to that for “jobs” (see Figure
, but nevertheless it is interesting to check whether even in this case, models augmented
with Google data are still good at predicting the unemployment rate. In Figure [6] we
plot the dynamics of the monthly GIs along with the monthly US unemployment rate;
visual inspection reveals a similar pattern for these two alternative leading indicators and
the time series we are forecasting. The two keywords are very highly correlated with
the contemporaneous unemployment rate (0.97 and 0.96, respectively). The descriptive
statistics for each of the two indexes, both at the monthly and the weekly level, are
reported in Table [T}

In Table [7] we show the results of pairwise forecast comparisons for each keyword,
identical to the ones conducted for the main keyword “jobs”. When using these alter-
native and less-representative keywords the forecast performance deteriorates compared
with our preferred keyword. Google-augmented models estimated on the short sample are
now never able to improve the forecasting performance of non-Google models estimated
on the long sample. Nevertheless, when conducting the comparison among models esti-
mated on the same short-interval, many best models are augmented with Google data.
In particular, the best model at one-step-ahead includes the GI for “collect unemploy-
ment”; models augmented with the GI for the keyword “job center” always outperform
non-Google models, at all forecast horizons. However, using the GI for these two keywords
does not add that much to the forecasting performance of these models. For example, in
the final MCS only a few Google-models (around 10%) are selected (see Table [4]).

As a final step, we extract the first principal component (labeled G5) of the three
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Google indices analyzed so far, and we test the forecasting performance of this last lead-
ing indicator. This by construction summarizes all the information in the three leading
indicators maximizing their variance. We get very interesting results: When combining
all the information of the three indices in one leading indicator we get the best forecasting
performances overall. At one-step-ahead the best model now becomes an ARX(1) with
one lag of the IC and the G5 for the fourth week. Its MSE is lower than the best models
based on the GI for “jobs”, and thus also of the best non-Google models. Compared to
the best Google models exploiting the GI for “jobs”, gains in terms of lower MSE range
between 7.2% (at three-step-ahead) and 18.3% (at two-step-ahead). Even with these
models which adopt the Google factor all the best 15 models always enter the final MCS.
Furthermore, as we can see from Table [4], the percentage of Google-based models which
enter the final MCS is 80%, 45% and 35% at one-, two- and three-step-ahead, respectively.
We find similar percentages with the other two in-samples that terminate in the middle

and at the end of the recent recession.

5.5 Falsification test

In this section we provide a falsification test for the main results of this paper. In par-
ticular, we test the forecasting power of an alternative Google-based indicator, that is
chosen to be the one with the highest correlation with the time series of the monthly
US unemployment rate in the in-sample, but is not necessarily related to job search. We
can identify this keyword thanks to the fact that Google has developed a new applica-

15 able to identify, within a specified time interval, the web

tion, called ‘Google Correlate
searches for keywords that (i) show the highest correlation with a given keyword search,
and (ii) show the highest correlation with a given time series. In particular, we isolated
the time series of the US monthly unemployment rate and we used this application to
find the keyword search that, among all searches conducted through the search engine,
was mostly correlated with it in our in-sample (2004.1-2007.2). We found that this series

was the GI for the keyword ‘dos’; showing a correlation with the US unemployment rate

15 Available at Iwww.google.com trends/correlate l See Mohebbi et al., 2011 for details on this applica-
tion.
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of 0.98 in the relevant in-sample, but otherwise with no logical connection to job-search:
‘dos’ is an acronym for the US Department Of State or for Disk Operating System. We
use this alternative web-search indicator (labeled as G4 in Table |8) to conduct a horse-
race forecast comparison that is identical to the main one, whose results were presented
in Section [4.I] Looking at Table [§ we can see that models augmented with this fake
GI indicator never rank among the best 15 models of the forecast comparison across all
forecast horizons (1-, 2-; and 3-step-ahead), providing indirect evidence for the relevance

of the web-search data when the underlying keywords have a direct link with job search.

6 Comparison with the Survey of Professional Fore-

casters

As an final robustness check, we compare the forecasts of our best model with the results of
the Survey of Professional Forecasters (SPF), a quarterly survey of about 30 professionals,
conducted by the Federal Reserve Bank of Philadelphia.'® The survey publishes estimates
of the quarterly evolution of a set of macroeconomic variables approximately in the middle
of the quarter.!” We construct three time series of predictions based on SPF data: One
obtained with the best forecast!® in each quarter (SPF%*!), one with the mean of the
forecasts (SPFEF™"), and one with the median (SPF™")  Conditioning on the same
information set, we compare these forecasts with the ones obtained by six different models,
chosen among those with the best forecasting performance. We define these best models
as (i) our best model overall (the one using the GI); (ii) the best model among those
not using the GI (NGIL) over the long sample; and (iii) the best model among those
not using the GI over the short sample (NGIg). To these three groups of best models
we add three additional groups of non-linear models based on (i) the SETAR(2), (ii) the
LSTAR(2) and (iii) the AAR(2) model.
Lst—month

From each model z we compute three series of quarterly forecasts: 1) z are

http:/ /www.phil.frb.org/research-and-data/real-time-center /survey-of-professional-forecasters,/ .
1"The SPF is issued around the 15" of February, May, August and November of each year.
8The best individual forecast is calculated ex-post once the real values for u; are known.
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the 1-month-ahead forecasts computed in the last month of each quarter before the one
we want to forecast.'® The prediction for the whole quarter is equal to the forecast for the

first month of the quarter. 2) g2rd-month

are the 2-month-ahead forecasts computed in
the last month of the quarter before, with the estimate for the whole quarter being equal
to the estimate for the second, central, month. Both these forecasts are very conservative
with respect to those of SPF, since the SPF is issued on the 15" of the second month of
each reference quarter, thus around 45 days after our estimates are produced. Finally, 3)
299 are the quarterly forecasts computed as the average of the realized unemployment
rate for the first month and the 1- and 2-month-ahead forecasts generated at the end of the
first month of the reference quarter. These latter forecasts are less conservative because
they use all the information available in the first month of the quarter; nevertheless, they
still exploit the same information set available to the Professional Forecasters at the time
of the Survey.

Does our model with Google outperform the professionals? It does, by a considerable
margin, if we consider that it only uses a very short sample. In Table [9] we report the
MSE for the eighteen best models and the three aggregations of SPF forecasts over the
period 2007Q2-2011Q2 along with the DM test where the benchmark is either the best
model, that is the model with the lowest MSE (in boldface), G*st=menth op G2nd—month
It is evident that the model including the GI, and exploiting the same information set
(G eomp) outperforms all the three SPF forecasts, having a MSE that is about two thirds
lower than the best SPF forecast (SPF,edian). The DM test shows that the benchmark
model (Geomp) is significantly better than all the other competitors except for the best
non-Google time series models.

Figure [7| depicts the forecast errors from the best six models (those with the lowest
MSE in Table @ in addition to the mean and median SPF forecasts. It is rather clear that
the model including the GI has the best performance in most periods, and in particular

when the current recession worsened after the Lehman collapse in 2008Q4. The model

including the GI tends to give forecast errors that are close to zero, while both the mean

9For example, if we want to forecast the quarterly unemployment rate for 2008Q2, at 2008.3 we
compute the 1-month-ahead forecast from one of our three best models.
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and the median of the SPF tend to under-predict the real unemployment rate. This means
that our simple linear ARMA models with the GI as a leading indicator outperforms the
predictions of the professional forecasters also during contractions, when the social impact
of a high unemployment rate is even greater and the loss attached to high and positive

forecast errors is maximal.

7 Conclusions

In this paper we suggest the use of the Google index (GI), based on internet job searches
performed through Google, as the best leading indicator to predict the US monthly un-
employment rate.

Popular time series specifications augmented with this indicator definitely improve
their out-of-sample forecasting performance at one-, two- and three-month horizons. Our
results from the out-of-sample horse-race with more than five hundred linear and non-
linear specifications show that the best models in terms of lowest MSE are always those
using the GI as the leading indicator. These models also fair better in comparison to other
similar models estimated on the same or longer time spans and using the initial claims
(IC) as a leading indicator. Our results hold when the forecast comparison takes place
over an out-of-sample that starts before, during and after the Great Recession, and hold
also at the state rather than at the federal level. Conditioning on the same information
set, the best Google-augmented predictions also outperform the forecasts released in the
Survey of Professional Forecasters conducted by the Philadelphia Fed.

Notwithstanding its limited time availability (Google data are available since January
2004) we believe that the GI should routinely be included in time series models to predict
unemployment dynamics. We fully expect that the use of internet-based data will become

widespread in economic research in the near future.
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Table 1: Descriptive statistics:

sample 2004.1-2011.6

Mean Median Max Min Std. Dev. Skew. Kurt. Jarque-Bera Obs.
Uy 6.542 5.448 10.147  4.391 2.091 0.613 1.597 13.021+** 90
1Cy 1581.0  1396.5 2580.0 1152.0 372.8 1.074 3.138 17.374%** 90
ICw1:  394.6 352.5  659.0 282.0 94.1 1.101 3.262 18.435*** 90
ICwso: 3949 349.5  650.0 289.0 94.3 1.070 3.192 17.304*** 90
ICws3:  395.5 354.5  655.0 298.0 90.7 1.072 3.233 17.430*** 90
ICwa: 3959 352.0 642.0 283.0 96.9 0.999 2.918 15.007+** 90
G1, 68.8 65.2 83.8 56.2 9.2 0.237 1.462 9.711%** 90
Glwie 67.7 64.3 84.1 55.0 9.4 0.360 1.542 9.924 %+ 90
Glway 68.3 66.0 89.4 55.7 8.9 0.398 1.852 7.314%* 90
Glws 69.6 66.9 91.3 55.6 10.0 0.337 1.745 7.609** 90
Glway 69.2 65.8 88.5 54.5 9.6 0.308 1.604 8.735%* 90
G2 32.3 17.1 81.5 1.9 25.6 0.619 1.633 12.746*** 90
G2w1,t 31.5 16.4 79.1 1.4 25.4 0.718 1.803 13.109%*** 90
G2wa ¢ 314 18.5 76.8 -74 25.5 0.541 1.700 10.610*** 89
G2ws ¢ 33.5 17.4 91.2 -4.5 27.5 0.597 1.721 11.490%** 90
G2w a4y 33.0 19.0 81.9 -0.9 26.1 0.581 1.632 12.083*** 90
G3, 57.9 51.2 84.3 40.0 14.5 0.660 1.818 11.780*** 90
G3w,t 57.8 52.6 88.0 33.5 14.7  0.561 1.955 8.819** 90
G3wa.t 56.9 50.6 91.5 35.9 154 0594 1.987 9.135%* 90
G3ws 58.4 53.7 89.7 25.0 15.7  0.493 1.884 8.321** 90
G3waz 58.4 52.1 87.3 41.3 14.7  0.672 1.855 11.695*** 90
G4, 51.7 48.5 85.0 26.5 181 0.272 1.654 7.905%* 90
Gawr, 51.7 50.3 86.0 25.1 18.0 0.233 1.688 7.269%* 90
Giwa e 51.7 49.1 82.9 24.9 182  0.273 1.695 7.502%* 90
Glws 51.6 48.2 86.7 25.3 186 0.274 1.676 7.699%* 90
Glwa 51.9 49.5 82.4 27.6 18.3 0.262 1.594 8.443** 90

Notes: uy is the US monthly unemployment rate in levels
G1, G2, G3, G4, and G5 are the monthly averages of the weekly Google indexes for keywords ‘jobs’,
‘collect unemployment’, ‘job center’, ‘dos’ (the false index), and the first principal component of the first
three Google indexes used as leading indicators. The subscripts W indicate the j!* week. ***, ** and
* indicate rejection of the null of normality at 1, 5 and 10%, respectively.
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Table 6: Forecasting the unemployment rate by state: h-step-ahead state level forecasts
with AR(1) auxiliary model. Out of sample 2007.2-2011.6.

Panel A - 1-step ahead Panel B - 2-step ahead Panel C - 3-step ahead

State No Google Google: G1 No Google Google: G1 No Google Google: G1
mod # MSE mod # MSE mod # MSE mod # MSE mod # MSE mod # MSE
1 122 2.88E-03 459 2.92E-03 120 2.75E-02 469 2.63E-02 123 1.01E-01 469 1.06E-01
2 254 1.44E-03 508 1.28E-03 254 1.17E-02 503 8.11E-03 106  2.37E-02 503 1.99E-02
3 123 5.84E-03 489 5.67E-03 123 1.85E-02 489  1.89E-02 112 4.91E-02 481 5.07E-02
4 112 1.01E-03 464 9.21E-04 112 8.94E-03 481 8.48E-03 120 2.08E-02 459  2.98E-02
5 128 2.00E-03 503 1.37E-03 236 1.16E-02 486 1.12E-02 110 2.95E-02 470  3.37E-02
6 242  4.47E-03 483 3.83E-03 107  3.34E-02 503 2.92E-02 108 9.43E-02 507 9.35E-02
7 112 3.92E-04 455  4.73E-04 112 4.36E-03 503 4.70E-03 112 1.80E-02 513 1.84E-02
8 248 7.43E-03 332 7.45E-03 248 3.30E-02 332 3.22E-02 248 1.04E-01 332 8.77E-02
9 194 2.52E-03 373 2.45E-03 174  1.24E-02 343 1.11E-02 234  3.28E-02 473 3.06E-02
10 235 1.72E-03 512 1.58E-03 233  1.90E-02 512 1.62E-02 247  6.19E-02 507 4.37E-02
11 176  6.33E-03 343 5.72E-03 176  3.32E-02 458 2.70E-02 242 1.01E-01 502 7.13E-02
12 242  1.94E-03 338 1.71E-03 242 1.06E-02 498 8.59E-03 242  2.50E-02 498 2.44E-02
13 133 2.19E-03 499 2.21E-03 114 4.19E-03 467 4.57E-03 8 8.42E-03 480 1.09E-02
14 240 1.84E-03 503 1.12E-03 228 2.02E-02 503 1.01E-02 101 6.02E-02 503 3.58E-02
15 171  1.46E-02 349 1.35E-02 170 8.69E-02 380 7.75E-02 170 2.89E-01 380 2.38E-01
16 117 3.51E-03 266 3.93E-03 127 9.57E-03 277  1.02E-02 127  2.08E-02 277 1.85E-02
17 116 9.19E-04 503 8.83E-04 122 9.65E-03 512 9.04E-03 122 3.62E-02 512 3.72E-02
18 100 3.62E-03 503 3.57E-03 7  2.7T4E-02 498 2.68E-02 112 9.83E-02 503 9.55E-02
19 39 1.52E-02 516 1.27E-02 110 6.52E-02 360 6.12E-02 110 1.68E-01 448 1.61E-01
20 243  2.58E-03 508 1.71E-03 99 1.41E-02 503 1.26E-02 99 3.85E-02 503 6.28E-02
21 244 1.21E-03 503 9.27E-04 241 1.05E-02 503 7.73E-03 241  3.62E-02 503 2.96E-02
22 251 5.69E-04 491 5.32E-04 7 7.04E-03 478 6.50E-03 7 1.87E-02 500 1.91E-02
23 229 4.28E-03 503 2.89E-03 229 3.32E-02 503 2.11E-02 229 1.29E-01 508 8.57E-02
24 248 2.70E-03 497 1.50E-03 112 2.22E-02 513 1.17E-02 120 6.92E-02 513 4.43E-02
25 39 1.42E-02 518 1.50E-02 39 T7.57TE-02 497 4.96E-02 39 2.04E-01 387 1.06E-01
26 250 1.20E-03 501 1.11E-03 250 1.29E-02 502 1.30E-02 102 4.94E-02 457  5.11E-02
27 132 1.37E-03 352 1.29E-03 175 4.43E-03 352 4.50E-03 175 9.98E-03 330 1.03E-02
28 127 4.20E-04 497  4.84E-04 127 3.52E-03 508 4.11E-03 128 1.32E-02 508 1.54E-02
29 220 1.75E-02 496 1.67E-02 255  6.49E-02 496 5.82E-02 231 1.11E-01 516 1.08E-01
30 251 1.07E-03 513 9.29E-04 102 1.31E-02 519 1.16E-02 102 3.56E-02 508 3.72E-02
31 119 8.53E-04 459  8.75E-04 119 7.56E-03 503 8.05E-03 119 2.90E-02 503 3.50E-02
32 4  1.02E-02 377 9.03E-03 248  3.49E-02 488 3.30E-02 67 9.11E-02 458  9.13E-02
33 229 2.57E-03 459 2.01E-03 123 1.58E-02 327 1.22E-02 120 4.15E-02 327 3.68E-02
34 4 9.18E-03 464 7.38E-03 65 5.43E-02 464 4.48E-02 125 1.76E-01 464 1.67E-01
35 248 1.57E-03 456 1.60E-03 248 1.10E-02 456 1.19E-02 103 2.41E-02 470 2.92E-02
36 251 2.31E-03 513 1.75E-03 127  2.40E-02 513 1.70E-02 99  7.04E-02 503 6.46E-02
37 48 9.76E-03 325 1.02E-02 128 3.82E-02 457  3.93E-02 128 9.38E-02 458 1.06E-01
38 101  3.60E-03 503 3.09E-03 102  3.24E-02 503 2.93E-02 122 1.15E-01 470 1.32E-01
39 127  4.80E-03 349 4.12E-03 127  1.91E-02 503 1.76E-02 7  4.61E-02 502 4.00E-02
40 192 1.52E-03 354 1.56E-03 55 7.33E-03 486 6.50E-03 55 1.96E-02 508 2.26E-02
41 233 7.49E-03 486 4.76E-03 231 5.55E-02 503 3.22E-02 231 1.58E-01 503 1.04E-01
42 109 6.54E-04 480 6.53E-04 103 8.13E-03 491 8.47E-03 103 3.32E-02 491  3.71E-02
43 230 4.21E-03 503 3.56E-03 230 2.94E-02 503 2.05E-02 119 1.03E-01 503 6.76E-02
44 57 2.35E-03 338 2.31E-03 57 1.05E-02 338 1.09E-02 52 2.67E-02 469  3.17E-02
45 235 2.44E-03 473  2.51E-03 127  1.93E-02 344 1.83E-02 127 4.88E-02 470  5.65E-02
46 119 1.01E-03 503 9.24E-04 119 1.33E-02 503 1.35E-02 119 5.39E-02 503 7.12E-02
47 234 1.15E-03 503 8.74E-04 120 1.06E-02 503 7.79E-03 120 3.38E-02 503 3.45E-02
48 100 2.58E-03 503 1.80E-03 100 2.17E-02 503 1.70E-02 100 5.84E-02 470  7.45E-02
49 231 3.58E-03 460 2.75E-03 101 2.13E-02 503  2.38E-02 101 5.80E-02 502 7.46E-02
50 250 2.41E-03 503 1.90E-03 127 2.73E-02 503 2.34E-02 126 1.00E-01 503 1.21E-01
51 236 5.43E-04 459  5.74E-04 123 5.75E-03 459  6.80E-03 123 2.38E-02 513 3.27E-02

Percentage of best models with GI

among first 5 70.2% 62.0% 39.2%
among first 10 65.7% 56.3% 35.7%
among first 15 60.9% 52.7% 33.1%

Notes: G1 is the GI for ‘jobs’, the only one available at the state level. In-sample ending with 2007.1; out of sample:
2007.2-2011.6. State reports the State code (we consider also District Columbia) mod # is model number, MSE reports
the lowest mean squared error. In each row, the MSE in bold indicates the best model.
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Figure 3: US Unemployment rate and Initial Claims: Long sample 1967.1-2011.6

— US unemployment rate (LHS) —— US Monthly average of Initial Claims (RHS)
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Notes: Shaded areas identify official NBER recessions.

Figure 4: US Unemployment rate, Initial claims and Google Index: Short sample 2004.1-
2011.6

12
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— Unemployment rate (RHS) —— Initial Claims (LHS) —— Google Index for "jobs" (LHS)

Notes: Shaded areas identify NBER recessions. The Initial claims are monthly averages rebased on
their maximum over the sample 2004.1-2011.6. The Google Index is the monthly average of Google
‘jobs’ searches rebased on their weekly maximum value over the sample 2004.1-2011.6.
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Figure 5: Forecast error comparison of the best models with and without the GI over the
short and long sample and the non-linear models

T T T T T T T
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FE1_493 FE1_128 —O—FE1_148
o FE1_SETAR2 & FE1_LSTAR2 v FE1_AAR2
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2007M07 2008MO01 2008M07 2009MO1 2009M07 2010MO1 2010M07 2011MO1

FE2_302 FE2_122 —0—FE2_258
o FE2 SETAR2 & FE2 LSTAR2 v FE2 AAR2
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2007M07 2008MO01 2008M07 2009MO1 2009M07 2010MO1 2010M07 2011MO1

—FE3_302 FE3_122 —O—FE3_258
o FE3_SETAR2 2 FE3 LSTAR2 v FE3_AAR2

Notes: In this figure we compare the 1-, 2- and 3-step-ahead forecast errors generated by our
best models in the top, middle and bottom panel, respectively. For each panel we present the
forecast errors for the best models overall using the GI (i.e. models n. 493, 302 and 302 for
1-, 2- and 3-month-ahead forecasts, respectively), our best non-Google models over the long
sample (i.e. models n. 128, 122 and 122 for 1-, 2- and 3-month-ahead forecasts, respectively)
and our best non-Google models over the short sample (i.e. models n. 148, 258 and 258
for 1-, 2- and 3-month-ahead forecasts, respectively). The out-of-sample period is 2007.3-
2011.6. SETAR, LSTAR and AAR are the corresponding non-linear models estimated over
the long sample up to the second lag. 47
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Figure 7: Forecast errors from quarterly forecasts of the US unemployment rate: compar-
ison of the best models with the Survey of Professional Forecasters

T T T T T T T T
2007Q3  2008Qf1 2008Q3  2009Qf 2009Q3  2010Qf 2010Q3  2011Qf

SPF_Mean SPF_Median —O0— G_Comb o IC_Comb
4 |C_Comb_s —— SETAR_Comb * LSTAR_Comb + AAR_Comb

Notes: In this table we compare the SPF one-quarter-ahead unemployment forecasts with
similar forecasts generated from our best models for u;, i.e. models n. 261, 261 and 398 for 1-,
2- and 3-month-ahead forecasts, respectively. The out-of-sample period is 2007.Q2-2011.Q2.
SPFbest is the best individual forecaster in the survey, SPF™¢" is the mean of the forecasts,
while SPF™edian is the median. Models !%t="°"" are 1-month-ahead forecasts computed
in the last month of the quarter before. Models 22"4=™°"h are 2-month-ahead forecasts
computed in the last month of the quarter before. Both these forecasts are very conservative
because the SPF is issued on the 15" of the second month of each reference quarter. Models
€Mt compute the quarterly forecast as the average of the realized unemployment rate for
the first month and the 1- and 2-month-ahead forecasts generated at the end of the first
month of the reference quarter. The model with Google (G) is the best model overall, the
model with the Initial Claims (IC) is the best model without Google, while the models
with subscript ICy is the best model without Google in the short sample. SETAR, LSTAR
and AAR are the corresponding non-linear models estimated over the full sample up to the
second lag.
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