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MONETARY POLICY IN A MODEL WITH MISSPECIFIED, HETEROGENEOUS 
AND EVER-CHANGING EXPECTATIONS 

by Alberto Locarno * 
 

Abstract 

The applied literature on adaptive learning has mostly focused on small, linear models, 
with homogenous expectations. In non-linear models heterogeneous expectations prevail and 
the process through which agents select (and change) a forecasting model becomes a 
necessary ingredient of the analysis; moreover, the temporary equilibrium of the learning 
process approaches an asymptotic limit that may be affected by the communication strategies 
of the monetary policymaker. The objective of this paper is to assess whether in such a 
model economy the optimal monetary policy exhibits properties that are similar to those 
found in the literature for small, linear models. The main results are the following: (1) 
expectations heterogeneity is an intrinsic feature of the economy: no PLM succeeds in ruling 
out all the other forecasting models; (2) contrary to previous findings, the monetary 
policymaker has no incentive to adopt highly inflation-averse policies: too strong a reaction 
to price shocks increases both inflation and output volatility; (3) partial transparency seems 
to enhance somewhat welfare (but fully transparent policies do not); (4) a higher degree of 
transparency calls for stronger inflation aversion.  
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1 Introduction and motivation

The vast literature on adaptive learning focuses overwhelmingly on small linear models.
Issues like the stability of the equilibrium, the speed of convergence and the dynamics of
the learning process are dealt with only for models limited to a handful of equations. And
the implications for monetary policymaking are analysed in this very restricted setting,
sharply narrowing the range of possible uses. This neglect stems chiefly from the compli-
cations of studying stochastic recursive algorithms in large, non-linear systems, but this
is unfortunate, because several issues that are relevant only in the context of large-scale
models are not paid due attention.
In most of the literature on adaptive learning, it is assumed that the perceived law of
motion (PLM) coincides with the minimum state variable (MSV) solution of the cor-
responding rational expectations equilibrium (REE). This is a convenient simplification
that avoids the complexities of dealing with a potential multitude of alternative PLMs
and allows straightforward analysis of the asymptotic properties of the learning algorithm.
With non-linear models, however, this is no longer possible, since a closed-form MSV so-
lution does not generally exist; still, if the model is medium-sized or large, no unique and
commonly accepted linear approximation will be available either, given the large number
of state variables that could be included in the forecasting equation.1

Absent an MSV solution acting as focal point, agents have to pick out a PLM from a pro-
fusion of alternatives, deciding on the basis of some predetermined criterion and taking
into account costs of information-gathering and data-processing: different agents end up
selecting different forecasting equations and no one sticks to the same PLM indefinitely,
preferring to switch based on observed forecasting performances. Evolutionary game the-
ory, which studies the behaviour of large populations who repeatedly engage in strategic
interactions, provides the tools for modelling how agents choose among predictors.
Because of degrees-of-freedom constraints, each PLM chosen includes only a handful of
explanatory variables and accordingly represents just a projection on a small-dimensional
space of the actual law of motion, and the ensuing solution is a restricted-perceptions
equilibrium. Misspecified expectations also have non-trivial implications for policymaking.

1Assume that the model describing the economy contains l free endogenous variables and n prede-
termined (endogenous and exogenous) variables; for each endogenous jump variable there are M (n) =
n∑
j=0

(
n
j

)
= 2n alternative linear approximations to the RE solution, an overabundance of options

even for small models. If expectations are multi-step ahead, the curse of dimensionality becomes even
more uncontrollable, as the right-hand side variables entering the PLM must themselves be forecast: the
alternative forecasting models become M (n) ∈ O

(
2ψn

)
, with ψ � 1.
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Under least squares learning, beliefs become fully rational only if the learning process is
E-stable, which depends on the properties of the function h (θ) = lim

t→∞
EQ (θ,Xt), where

Q (θ,Xt) describes how the estimates of the vector θ of coefficents of the PLM is updated
every period. When only a subset of the state vector Xt enters the PLM, the asymptotic
limit of EQ (θ,Xt) depends on the covariances between the variables entering the PLM
and those characterising the ALM. The main implication is that even asymptotically
the equilibrium solution depends on the specific form of the PLM, as does the learning
process. Accordingly, if policymakers can affect the shape of the function Q (θ,Xt), by
guiding the choice of agents’ PLMs, they can influence economic outcomes. Central
banks, for instance, can improve the ability of financial markets to price long-term assets
by providing credible information on how monetary policy rates are set, i.e. by choosing
the right degree of transparency.
As is apparent from the foregoing, introducing learning in a high-dimensional non-linear
model entails many complexities and makes it difficult to generalise the findings of the
recent literature on adaptive learning. There are problems of model underparameteri-
sation, heterogeneous beliefs, ever-changing expectations models, and non-ergodicity in
expectations formation. The main implication is that the long-run properties of the learn-
ing algorithm change; in particular, under suitable but not too restrictive conditions, the
asymptotic equilibrium no longer coincides with the REE, but becomes indeterminate,
depending on the specific form of the expectations equations.
Not only analytic issues, but also policy prescriptions depend on the structure of the
model. For monetary policymaking, Orphanides and Williams (2007) have shown that
when agents learn adaptively, the incentives and constraints facing monetary authorities
change substantially: compared with the rational expectations case, imperfect knowledge2

(i) reduces the scope for stabilisation of the real economy; (ii) requires more strongly
inflation-averse policies and (iii) increases the inertia in interest rate setting.
Besides the degree of activism, departing from the RE paradigm clearly changes the way
transparency affects monetary policy effectiveness. Is it still the case that central banks
enhance welfare by providing information to households and firms, or should they rather
exploit private information to generate inflation surprises? In the case of the standard New
Keynesian model, Berardi and Duffy (2006) show that when the central bank operates
under commitment, the effects of transparent policies are unambiguously positive, while
under discretion there are cases when opaqueness may ensure better outcomes. Eusepi

2Since imperfect knowledge is a precondition for bounded rationality and learning, that expression is
used here and henceforth as a synonym of learning and as an antonym of rational expectations, following
Orphanides and Williams (2002).
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(2005) shows that a sufficient degree of transparency helps make the monetary policy rule
robust to expectational errors. These findings are of limited generality, however, since in
both papers uncertainty is restricted to the inflation objective and the functional form of
the policy rule.3 In a large model, where non-linearities abound, the flow of information
from the monetary authority to the private sector is potentially much richer and the
role of communication more important. To a considerable extent the monetary authority
can decide on the amount of information to provide to the public so as to influence the
equilibrium outcomes.
This paper uses a medium-size model to analyse expectations formation under adaptive
learning, heterogeneous beliefs and ever-changing forecasting equations. Empirical rather
than analytical results are presented. Two monetary policy issues are used as case studies,
the first involving the optimal degree of activism - as in Orphanides and Williams - and
the second concerning the benefits associated with transparent policies.
This work makes a number of original contributions.
First, it assumes that in order to anticipate the future path of economic variables, agents
can choose among a set of alternative forecasting equations, picking the one with the best
track record. Second, it allows agents to have heterogeneous expectations: the share of
people selecting a given forecasting model follows a law of motion that is a discrete-time
version of the replicator dynamics, implying a gradual movement from worse to better
models, unlike another important class of dynamic processes, namely best response dy-
namics, which involves instantaneous movement to the best-performing strategies. Third,
it analyses learning in an economy where expectations have a pervasive role, which is
unmatched in the literature: the overwhelming majority of the very few papers studying
bounded rationality in large non-linear models introduce learning only in the exchange
rate equation.
The paper is organised as follows. The next section presents a survey of the literature on
adaptive learning and presents the replicator dynamics developed in evolutionary game
theory to model predictor selection; section 3 outlines the model used in the simulations
and introduces stochastic gradient learning. Section 4 presents some evidence, obtained
by means of simulation, on the impact on monetary policymaking of departing from the
assumption that agents are fully rational. Sensitivity analysis is presented in the following
part. Section 6 concludes.

3In Berardi and Duffy (2006), uncertainty about the monetary policy strategy means that agents do
not know whether the lagged output gap is part of the reaction function of the central bank (i.e. whether
policy is conducted under discretion or under commitment).
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2 The literature

There are very few papers on learning in large non-linear models and they deal mainly
with the asymptotic convergence of the learning algorithm, disregarding all the monetary
policy implications. Garratt and Hall (1997) use the LBS macromodel, adjusted to include
adaptive learning schemes to form expectations on the exchange rate, to study whether
the choice of the PLM affects the uniqueness and the stability of the equilibrium and
whether the volatility of the transition path depends on how agents learn. The issue is
whether adaptive learning is E-stable even when the PLM is overparameterised.4 Absent
analytical results due to the size of the LBS macromodel, they assume that E-stability
is achieved when the parameters of the expectations rule cease changing. Garratt and
Hall, who use the Kalman filter for the updating of the learning parameters, find that the
choice of the PLM modifies the volatility and the speed of convergence of the learning
process but obtain less clear-cut evidence on strong E-stability. The end-point for output
seems to be the same regardless of the specific form of the PLM, but that for inflation
does not. The authors also find that the dynamics and end-value responses of output
and inflation are weakly affected by the choice of the expectations rule, but are sensitive
to the hyperparameters of the model, i.e. the values of the covariance matrices of the
transition and observation equations. The paper is interesting and innovative but has
several shortcomings: (i) the forecasting model is the same for all agents; (ii) the learning
process relies on hyperparameters that are calibrated rather than estimated; (iii) only
exchange rate expectations play a role; (iv) policy issues are entirely neglected; (v) the
empirical analysis is based on very short time horizons (less than 10 years).
Beeby, Hall and Henry (2001) go one step further and propose three methods to select
a “sensible” PLM when an obvious choice is not available. The first option estimates the
effects of a shock to each of the variables on the exchange rate and selects the variables that
have a large impact; the second method prescribes computing the rolling correlation (on
a 4-quarter window) between the exchange rate and each potential regressor, and ranking
the correlations by standard deviations, and choosing the series with the less volatile
correlations; the last procedure selects the variables that move most closely with the first
few principal components. Beeby, Hall and Henry find also that, regardless of the method
used, learning algorithms are quite effective in extracting information from any series, so
that the exact form of the rule is unimportant, but they all differ substantially from the
RE solution, suggesting that even small deviations from the benchmark of full information

4A learning process that converges to the REE even when the PLM is overparameterised is said to be
strongly E-stable.
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and full rationality may have a strong impact on model properties. An obvious weakness
of the paper is that the choice of the best-fitting model is made at the outset once and
for all and no heterogeneity in expectations is allowed.
Dieppe et al. (2011) represents an original attempt to incorporate learning in a large non-
linear model, namely the multi-country model of the European Central Bank: it assumes
that agents adopt as PLM the reduced form of the equation whose future value they
want to anticipate, disregarding all other information. The coefficients of the forecasting
equation are updated by means of the Kalman filter, whose hyperparamaters are cali-
brated. The paper has strengths and weaknesses: it sheds light on the impact of learning
in a model where beliefs are among the main drivers of the equilibrium outcomes but
allows no heterogeneity in expectations formation and relies on convoluted and ad-hoc
assumptions to specify the PLMs.
The existence of differences in expectations, invariably observed in the real world, is the
subject of a vast literature. Evans and Ramey (1992) explicitly introduce the costs of
calculation into the process of forming expectations: in any period, agents can revise
expectations on the basis of a correct model of the economy if they are willing to pay
a price, or can keep their expectations unchanged, incurring no cost. Full convergence
to rational expectations happens only when the calculation algorithm becomes infinitely
fast and resource costs approach zero. Sethi and Franke (1995) show that persistent
heterogeneity can be derived on the basis of evolutionary dynamics in the presence of
optimisation costs: the use of sophisticated methods is favoured when optimisation costs
are low or when the environment has a high degree of exogenous variability. Deterministic
and dynamically stable environments favour the use of simpler and cheaper forecasting
methods. Dynamic predictor selection is considered by Brock and Hommes (1997) in a
model where agents adapt their beliefs over time by choosing from a finite set of different
expectations functions on the basis of costs and of a measure of fit, which is publicly
available. Brock and Hommes find that a large response to goodness of fit can lead
to high-order cycles and chaotic dynamics. The rationale is simple: when agents use the
cheaper and less accurate predictors, the steady-state equilibrium is unstable, whereas the
costly, sophisticated models are stabilising; near the steady-state it pays to use the cheap
predictors, which moves the economy away from the steady-state. For a large enough
response, this tension leads to local instability and complex global dynamics. Branch and
Evans (2006), working on a similar model, find different results. They assume that agents
choose on the basis of the predictive performance among a list of costless, misspecified
econometric models and obtain conditions under which there is an equilibrium with agents
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heterogeneously split between the misspecified models even as the intensity of choice
becomes arbitrarily large. Branch and McGough (2008) introduce the replicator dynamics
into a model with rationally heterogeneous expectations and show that (i) it is possible
to generalise the results of Sethi and Franke to a model with an arbitrarily large number
of predictors and (ii) complicated dynamics can arise also in setups that are more general
than those of Brock and Hommes. Parke and Waters (2006) study the conditions under
which initially heterogeneous beliefs eventually converge to a single forecasting procedure,
based on fundamentals and resembling rational expectations. Finally, Berardi (2009) and
Guse (2006) analyse the existence and properties of sunspot equilibria in models with
heterogeneous expectations, adaptive learning and evolutionary dynamics.
A common feature of the papers focusing on heterogeneity in expectations formation is
that they work with highly simplified models that can be solved analytically and are
therefore unsuitable for studying policy issues.
The impact on monetary policymaking of assuming boudedly rational agents is the subject
of the paper by Orphanides and Williams (2007). The authors examine the performance
and robustness of alternative monetary policy rules by estimating a macroeconomic model
in which private agents and the central bank possess imperfect knowledge about the true
structure of the economy. They find that policies that appear to be optimal under perfect
knowledge can perform very poorly when knowledge is incomplete, partly as a result of
the persistent policy errors due to misperceptions of the natural rates and partly as a
result of the learning process that agents use to form expectations. Efficient policies
that take account of private learning and of non-observability of natural rates have two
features: first, they call for more aggressive responses to inflation; second, they exhibit a
high degree of inertia in the setting of the monetary policy rate. Indeed, difference rules
(i.e. rules having on the right-hand-side the lagged interest rate with a coefficient equal to
1), which circumvent the need to rely on uncertain estimates of the natural rates, appear
to be robust to potential misspecifications of private sector learning and to the magnitude
of variation in natural rates.5

The value of communication in monetary policy under imperfect knowledge is studied in
several papers, including Ferrero and Secchi (2010), Berardi and Duffy (2006) and Eusepi
and Preston (2007). Ferrero and Secchi find mixed results on the impact of transparency
on the effectiveness of monetary policymaking: when the central bank reveals information
about its own expected interest path, conditions for stability under learning become more

5Molnar and Santoro (2010) find similar results in a model where the central bank knows private
agents’ PLMs and maximises social welfare conditional on them.
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stringent and the speed of convergence slows down; on the contrary, the announcement
of expected inflation and output gap enlarges the set of policy rules which are consistent
with stability and a fast process of convergence. Berardi and Duffy link monetary policy
transparency to the specification of the forecast rule adopted by the private sector, unlike
the traditional view that equates transparency with more or better information. They
adopt the standard cashless, three-equation, New Keynesian model and find that under
commitment central bank communication is unequivocally welfare-enhancing, while under
discretion the relative value of transparency is ambiguous and depends on target values.
Eusepi and Preston find that in a dynamic stochastic general equilibrium model with
imperfect knowledge, under no communication the policy rule fails to stabilise macroe-
conomic dynamics, fostering expectations-driven fluctuations. However, by announcing
the details of the policy process, stability is restored: communication permits households
and firms to construct more accurate forecasts of future macroeconomic conditions. They
further find that if the central bank only announces the desired inflation target, economies
with persistent shocks will frequently be prone to self-fulfilling expectations.
While offering significant insights into monetary policymaking, these papers also share two
weaknesses, namely the inability to deal with heterogeneous and ever-changing expecta-
tions and an overly simplified description of the monetary policy transmission channels.

3 The model

The model used here is a reduced-scale version (a so-called maquette), reproducing the
basic features of the Bank of Italy Quarterly Model.6 The sample that has been used
to estimate the model covers a 30-year horizon, from the early 1970s to the late 1990s,
before Italy joined the European Monetary Union.

6A detailed description of the theoretical underpinnings of the Bank of Italy Quarterly Model is in
Terlizzese (1994) and Busetti et al. (2005). The model is Keynesian in the short run, with the level of
economic activity primarily determined by aggregate demand, and neo-classical in the long run. Along a
steady-state growth path, the dynamics of the model stem solely from capital accumulation, productivity
growth, foreign inflation and demographics; in the short run, a number of additional features matter,
namely (i) the stickiness of prices and wages, (ii) the putty-clay nature of capital and (iii) expectational
errors. Agents are not fully rational and form expectations by projecting the variables of interest on
a subset of predetermined variables; however, unlike adaptive learning, the coefficients of the PLM are
not updated whenever new observations are available. In equilibrium - i.e. when no shocks affect the
model, expectations are fulfilled and all adjustment processes are completed - the model describes a
full-employment economy, in which output, employment and the capital stock are consistent with an
aggregate production function, relative prices are constant and inflation equals the exogenous rate of
growth of foreign prices. Money is neutral, though not super-neutral. In the taxonomy proposed by
Fukač and Pagan (2009), the Bank of Italy Quarterly Model belongs to the 2nd Generation, but shares
some of the features of 3rd (i.e. stock-flow consistency and prominence of steady-state properties).
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The behavioural equations are consistent with maximising agents, but the model is not
strictu sensu microfounded,7 since it does not contain all the cross equations restrictions
that hold when agents are fully rational, and its structural equations are not tied down
exclusively by taste and technology parameters.8 Identification is achieved by imposing
that the responses of model variables to exogenous shocks are consistent with stylised facts
and theoretical presumptions. Like the model in Orphanides andWilliams (2007), its main
merit is to fit the sample data reasonably well. The learning framework accommodates
the Lucas critique, in the sense that expectations formation is endogenous and adjusts to
changes in policy or in the structure of the economy,9 and accordingly it is legitimate to
measure the welfare implications of competing interest-rate rules.
The maquette has some 90 endogenous and 70 exogenous variables. Taking into account
expectations formation, the model is described by the following set of vector equations:

ỹt = f1

(
Êt−1ỹt, Êt−1ỹt+1, ..., Êt−1ỹt+h, ŷt, xt; Ψ1

)
+ u1,t

ŷt = f2 (xt; Ψ2) + u2,t

wt = f3 (wt−1, wt−2, ..., wt−q; Ψ3) + u3,t

(1)

where ỹt and ŷt are, respectively, the vectors of free and predetermined endogenous vari-
ables; wt indicates the set of exogenous variables, including the intercept; uj,t (j = 1, 2, 3)

are innovations; xt is the vector that assembles wt and all the lags of ỹt, ŷt and wt; the
matrices Ψj (j = 1, 2, 3) are collections of parameters; Ê is the (nonrational) expectations
operator; h represents the maximum lead with which free variables enter the system; q is
the order of the possibly non-linear autoregression for the vector wt.
Beliefs, which have a direct impact on ỹt but affect ŷt only indirectly (through lags of ỹt),
enter the model in several ways: ex-ante real interest rates affect the demand for both
consumption and capital goods; next-period expected inflation drives current-period wage
claims; beliefs about future price developments affect the policy interest rates10 and the

7Many of the econometric models used for forecasting purposes by central banks are not microfounded.
In the euro area, most central banks except the Finnish use semi-structural models like the Bank of Italy’s;
in the United States, the FRB/US, FRB/MCM and FRB/World, which are are not truly structural, are
still nevertheless the prime large-scale macro models currently in use at the Fed. See Fagan and Morgan
(2005) for the euro area and Pescatori and Zaman (2011) for the United States.

8Incidentally, one could convincingly object that a model that assumes imperfect knowledge should
not feature structural equations that are consistent with full rationality.

9Orphanides and Williams (2004) use the expression “noisy rational expectations” as a synonym of
adaptive learning.

10The short-term (policy) interest rate depends on the current unemployment gap and on next-period
inflation, the latter variable expressed in terms of deviations from target inflation. Some inertia in the
policy instruments is allowed by including the lagged interest rate among the arguments of the policy
rule.
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term structure, which is modelled according to the expectations hypothesis;11 anticipated
changes in the nominal exchange rate bear upon competitiveness and the terms of trade.
Moreover, beliefs play a direct role in shaping policy decisions, since natural rates are
non-observable and the central bank has to estimate them, before deciding on the proper
monetary stance.
The monetary policy transmission mechanism, which is described in detail, works in three
phases: first, a change in the policy interest rate spills over to other segments of the capital
market, affecting financial asset returns (namely yields on long-term bonds and exchange
rates); next, the movements in financial prices interact with the spending behaviour of
households and firms; and finally, the change in output and unemployment gaps, driven
by the response of consumption and investment, induces wages and prices to adjust to
restore the equilibrium. The adjustment process induces modifications in the composition
of private and public sector balance sheets, which in turn exert second-round effects on
interest rates, thus setting the stage for the response of aggregate demand and supply:
the interaction between the real and the financial side of the economy continues until a
new equilibrium is reached.
Interest rates affect output through five transmission channels: (i) the cost-of-capital chan-
nel, which works through changes in the optimal capital-output ratio; (ii) the substitution-
effect-in-consumption channel, involving the response to financing costs of the relative
price of present as opposed to future consumption; (iii) the income and cash-flow channel,
based on how capital income flows affect disposable income, whose effects depend on the
financial structure of the economy and on borrowers’ and lenders’ relative propensity to
spend; (iv) the wealth channel, that takes into account how fluctuations in borrowing
conditions affect the discounted value of future expected payoffs of physical and financial
assets; and (v) the exchange rate channel, which measures how fluctuations in exchange
rates – triggered by the uncovered interest-rate parity condition – affect competitiveness,
the price of imported goods, aggregate demand and inflation.

3.1 The learning mechanism

Bounded rationality may be modelled by using recursive least squares (RLS) learning.
A convenient alternative to RLS is the stochastic gradient (SG) algorithm, whose main
advantage is that it does not rely on information on the second moments of the variables
in the forecasting equation. SG learning, which under standard conditions is consistent

11Long-term interest rates are assumed to be a weighted average of current and future short-term rates,
with the term spread constant.

13



but not efficient, has been found to work well in complex environments, suggesting that it
has robustness properties that RLS lacks. The main drawbacks are: (i) it is not invariant
with respect to changes in the units of measurement of the variables in the PLM and (ii)
E-stability does not always imply convergence of SG learning.
Recently, Evans et al. (2010) have proposed a generalisation of the SG algorithm, called
Generalised Stochastic Gradient (GSG) learning, which solves the invariance problem.
They also show that the GSG algorithm has other important justifications: first, it ap-
proximates a Bayesian estimator in models where parameters drift; second, it is a maxi-
mally robust optimal prediction rule when there is parameter uncertainty; third, though
conditions for the stability of generalised stochastic gradient learning differ in general from
those governing stability under least squares learning, E-stability in most cases remains
a necessary condition for asymptotic convergence of GSG learning.
In all the experiments described in this paper, expectations are modelled by means of a
GSG algorithm, as described in (2).

Êj
t−1ỹi,t = ϕiTj,t−1D

j
ixt j ∈ {0, , .., ki}

ϕij,t = ϕij,t−1 + γtΓD
j
ixt
(
yt − ϕiTj,t−1D

j
ixt
)

xij,t = xij,t−1g
(
ỹi,t − Êj

t−1ỹi,t, ỹi,t − Êt−1ỹi,t,
)

g1 < 0, g2 > 0

Êt−1ỹi,t =
ki∑
j=1

xij,t−1Ê
j
t−1ỹi,t

(2)

ỹi,t indicates the ith free variable, γt is the gain sequence and ϕij,t represents the vector of
coefficients of the PLM estimated as of time t − 1. The first equation represents the jth

PLM for variable ỹi,t: as agents have imperfect knowledge, they use only a subset of the
state vector xt, i.e. Dj

ixt, to make predictions;12 moreover, being uncertain about the data
generating process, they use ki forecasting equations to predict ỹi,t, switching from one to
another depending on some measure of fit. The share of individuals choosing model j ∈
{1, 2, ..., ki} is equal to xij,t, which is a function of its forecasting accuracy

(
ỹi,t − Êj

t−1ỹi,t
)

relative to the average performance of all forecasting models
(
ỹi,t − Êt−1ỹi,t

)
. The last

equation in (2) states that the expected value of ỹi,t is the weighted average of the forecasts
of the ki PLMs.
Though the structural relationships among variables are in general non-linear, the PLMs
are assumed to be linear. The gist of the GSG algorithm is captured by the (fixed) matrix
Γ, which does not coincide with the inverse of the second-moment matrix of the regressors
(as in recursive least squares) and is not equal to the identity matrix (as in the gradient

12Dj
i is a selector matrix, i.e. a matrix whose rows have all zeros and a single 1.

14



learning algorithm).
Stability is governed by the differential equation

dϕ

dτ
= ΓMx (T (ϕ)− ϕ) (3)

where T (ϕ) is the (expected value of the) ALM, Mx = limt→∞EDixtx
T
t D

T
i and τ is

notional time. When both Γ and Mx are positive definite, the fixed point of (3) is the
REE ϕ and (local) stability is achieved when the eigenvalues of the linearisation of the
above matrix differential equation13 have negative real parts. With RLS learning, the term
ΓMx cancels out and (local) stability depends only on the eigenvalues of the Jacobian of
T (ϕ)−ϕ, i.e. DT−I. In general, the stability conditions for the RLS and GSG algorithms
do not coincide and neither implies the other; they become equivalent when the matrix
DT − I is H-stable or, alternatively, when Γ is such that ΓMx = I.14

In all the simulations described here, the scaling matrix Γ is set equal to the inverse of
the sample covariance matrix of the regressors estimated on historical data.

3.2 Heterogeneous expectations and predictor selection

If agents can pick one out of a large number of forecasting equations, none of which is
clearly superior, some problems arise: first, expectations can be heterogenous, since there
is no guarantee that everyone will choose the same PLM (or the same sample period);
second, agents may elect to change their forecasting equation if they perceive its accuracy
as poor; third, several PLMs can coexist asymptotically, though enough observations are
available to tell which performs best.
Evolutionary game theory provides the tool for constructing an explicit model of the
process by which agents select the strategy to play in a repeated game.15 In the typical
evolutionary game-theoretic model, there is a large population of agents whose payoff is
a function not only of their own strategy but also of other players’ behaviour: if an agent
can maximise and knows other players’ actions, then he can choose the best response; if he
does not, he can learn from the observed history of play, which conveys information about
how the opponents are likely to play and suggests which strategies are most successful.

13The linearisation of the RHS of equation (3) is (ΓMx ⊗ I)
(
DT

′ − I
)
, where DT is the Jacobian of

the vectorised mapping T (ϕ).
14A matrix C, whose eigenvalues have negative real parts, is said to be H-stable if the eigenvalues of

HC have negative real parts whenever the matrix H is positive definite. See Evans et al. (2010), in
particular Proposition 3 and 4.

15Mailath (1998) and Samuelson (2002) are short but very good surveys of evolutionary game theory;
Weibull (1995) is a comprehensive and detailed reference.
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Agents gradually learn to play an equilibrium if they play the same game (or similar
games) repeatedly: once all players have learned how their opponents are playing, and
if all are maximising, then they converge to a Nash equilibrium. But how do they reach
such an equilibrium? The simplest evolutionary model one could use is the replicator
dynamics, which specifies that agents tend to select strategies that do better than the
population average and discard those that do worse.
Evolutionary models exhibit learning as a primary ingredient, but are not structural
models of learning or bounded rationality: individuals are not explicitly modelled and
are treated as naive learners, who do not understand that their behaviour can affect the
future play of their opponents and do not take into account that their competitors behave
just like them. Agents do not look for patterns in historical data but behave as if the
world is stationary, presuming that other players’ experience is relevant for them, which
justifies imitation.
Here I use the discrete-time version of the replicator dynamics. The economy is popu-
lated by a large but finite number of individuals, who play strategy i ∈ {1, 2, .., K} in a
symmetric two-player game with mixed-strategy simplex ∆ ⊂ RK−1. Let pit > 0 be the
number of individuals who currently select pure strategy i (i.e. who choose model i as

a predictor for variable yt) and let pt =
K∑
i=1

pit > 0 be the total population; the share of

agents adopting strategy i is accordingly defined as xit ≡
pit
pt

and the vector of predictor

proportions (also referred as population state) is xt =
[
x1
t x2

t ... xKt

]T
∈ ∆, showing

that a population state is formally identical with a mixed strategy. The payoff to any pure
strategy i at a random match when the population is in state xt∈∆ is u (eit,xt), where
ei is a vector with 1 in the ith position and 0 elsewhere, representing a pure strategy (i.e.

a vertex of the simplex ∆); the associated average payoff is
K∑
i=1

xitu (eit,xt). The pis evolve

according to the following laws of motion:

pit =
(
g + u

(
eit−1,xt−1

))
pit−1,∀i

where g represents the (steady-state) growth rate of the population (the so-called back-
ground net birthrate), which implies that

pt =
K∑
i=1

xit−1

(
g + u

(
eit−1,xt−1

))
pt−1 =

(
g +

K∑
i=1

xit−1u
(
eit−1,xt−1

))
pt−1

The discrete-time replicator dynamics is accordingly:

xit =
g+u(eit−1,xt−1)

g+
K∑
i=1

xit−1u(eit−1,xt−1)
xit−1
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For the vector xt to be a proper population state, it must belong to the unit simplex in
RK−1 and each of its elements must satify the constraint that 0 6 xit 6 1: both conditions
are clearly satisfied in the standard case when u (·,x) and g are positive.16

In the empirical section an exponential transformation of the mean-square error is used
as the payoff function, namely u (eit,xt) = exp [−λ (MSEi

t + Ci)],17 where Ci is the cost

of using model i and MSEi
t = (1− ωt)MSEi

t−1 + ωt
(
yt − Êi

t−1yt
)2

, with ωt ∈
{

1
t
, ω
}

and Êi
t−1 being the (conditional) expectations operator based on model i. For simulation

purposes, the parameters of the replicator dynamics have been given the following values:
g = .02; λ = 1000; Ci = 0, ∀i.

3.3 The role of expectations

Expectations play a pervasive role in the model: they enter the price- and wage-setting
equations, affect monetary policy decisions and drive prices in asset markets. Both the
central bank and private agents are assumed to be boundedly rational: the monetary
authority learns about inflation and the natural rates of interest and unemployment;
households and firms learn about the policy rate, inflation and the exchange rate. It is
assumed that the central bank does not consciously attempt to influence the speed of
learning by adjusting the degree of activism in policymaking.18

Unlike the central bank, which uses a single forecasting model for each variable of interest,
the private sector employs several predictors jointly. There is no way to avoid unwarranted
assumptions in specifying the multiple and mutually coexisting forecasting models that
boundedly rational agents use. The problem is how to constrain the information set in an
intelligent way, choosing among the innumerable possible ways of doing so. The solution
adopted here is to consider only specifications that are sensible economically and that
generate predictions that track realisations reasonably well: goodness of fit is assessed
using the criteria proposed in Beeby, Hall and Henry (2001).
The central bank is assumed to set the policy instrument19 it according to the following

16Branch and McGough (2008) use a rule for updating predictor proportions that is state-contingent.
They distringuish the strategies j ∈ B (xt−1) that perform worse than average from the strategies i ∈
G (xt−1) that perform better. To impose that

∑
i x

i
t = 1, they compute

∑
j∈B(xt−1)

|∆xjt | and distribute
that amount to the strategies i ∈ G (xt−1) in proportion to their payoffs.

17A convex mapping like the exponential function does not reorder the ranking of the payoffs, but
alters players’ reaction to small and large forecast errors.

18Ellison and Valla (2001) show that strategic interactions create a connection between the activism of
the central bank and the volatility of inflation expectations: the latter reacts to the former because an
activist policy produces more information, helping the learning process.

19The Bank of Italy Quarterly Model includes several interest rates. To keep the size of the maquette
small, all money market rates were reduced to one - the monetary policy instrument - defined as the
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reaction function:

it = ρit−1 + (1− ρ)
[
r∗ + π + απ

(
ÊCB
t−1πt+1 − π

)
− αu (ut − u∗)

]
(4)

where ÊCB indicates central bank expectations and r∗ and u∗ are, respectively, the non-
observable natural real interest rate and unemployment rate, which the policymaker seeks
to estimate by computing the sample average of the corresponding observables. The
central bank’s PLMs for π, r∗ and u∗ are:

ÊCB
t−1πt = πt−1 + α1,t−1∆it−1 + α2,t−1∆πt−1

ÊCB
t−1r

∗
t = r∗t−1 + γt

(
it−1 − πt−1 − r∗t−1

)
ÊCB
t−1u

∗
t = u∗t−1 + γt

(
ut−1 − u∗t−1

) (5)

where γt is the gain sequence.20 The PLM for inflation is admittedly simple, but it
captures the idea that inflation is sticky and depends on the monetary policy stance. The
specification was chosen because it minimises the standard error of the regression in a
two-variable equation and exhibits a high and stable correlation with survey measures of
inflation expectations.21 The specification is in first differences, so that it is consistent
with a time-varying inflation objective, reflecting the historical experience of monetary
policymaking in Italy in the 1970s and 1980s.
According to the PLM chosen, the central bank’s expectations for next-period inflation
are equal to:

ÊCB
t−1πt+1=A1,t−1πt−1 + A2,t−1πt−2 + A3,t−1∆it + A4,t−1∆it−1 (6)

weighted average of the yields of 3, 6, and 12-month Treasury bills.
20In the case of decreasing gain γt = 1

t , while for perpetual learning γt = γ.
21Besides the short-term interest rate and lagged inflation, the following variables were considered as

eligible regressors: (1) the output gap; (2) the growth rate of GDP; (3) the unemployment rate; (4) the
oil price; (5) the nominal effective exchange rate. Absent a unique procedure for selecting the regressors,
an evaluation was made on the basis of four criteria: (1) the standard error of the regression; (2) the
correlation between ÊCBt−1πt and survey measures of inflation expectations; (3) the rolling correlation (with
a 4-year window) with actual inflation; (4) the co-movement with the 1st and 2nd principal components.
The last two criteria are suggested by Beeby et al. (2001) on the grounds that one picks the variables whose
correlation with inflation is high and stable and the other helps select regressors that do not overlap in the
amount of predictive information. In principle, the maximisation of the correlation between ÊCBt−1πt and
survey-based inflation expectations is what one should be concerned with in choosing the specification of
the PLM; in practice, survey data are not a fully satisfactory proxy of households’ and firms’ anticipations
of future price dynamics. Principal component analysis suggests that two factors explain most of the
sample variance and hence two-regressor models are considered. Among the specifications featuring only
two regressors, that with lagged inflation and the policy interest rate (i) minimises the standard error of
the regression; (ii) exhibits the second-highest correlation with survey-based expected inflation; (iii) has
the highest and most stable correlation with actual inflation and (iv) presents regressors moving closely
with the first principal component.
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where A1,t−1 =
1−α3

2,t−1

1−α2,t−1
, A2,t−1 = 1−A1,t−1, A3,t−1 = α1,t−1 and A4,t−1 = (1 + α2,t−1)α1,t−1.

Individuals neither observe the central bank’s inflation expectations nor compute model-
based estimates. Rather, they pick a forecast out of a limited number of alternatives,
sold for a fee Ck by professional forecasters, who use their own model to estimate the
future value of economic variables. Absent any empirical evidence for estimating the
cost parameters Ck, it is assumed that Ck = 0, ∀k, so that the only factor affecting the
choice of a given forecasting model is accuracy. The relative performance of each model,
measured by its mean square error, is common knowledge and in each period agents buy
the forecast with the best track record.
Concerning inflation predictions, it is assumed that agents choose among the following 5
predictors:

Êπ1
t−1πt = ϑ1

2,t−1∆yt−1 + ϑ1
3,t−1πt−1 + ϑ1

4,t−1πt−2 + ϑ1
5,t−1∆it−1

Êπ2
t−1πt = ϑ2

0,t−1 + ϑ2
1,t−1ut−1

Êπ3
t−1πt = ϑ3

0,t−1 + ϑ3
2,t−1∆yt−1 + ϑ3

6,t−1∆et−1

Êπ4
t−1πt = ϑ4

0,t−1 + ϑ4
7,t−1∆ulct−1 + ϑ4

8,t−1∆pMt−1

Êπ5
t−1πt = ϑ5

0,t−1 + ϑ5
3,t−1πt−1

where Êπk
t−1 is the expectations operator referring to the kth inflation predictor; yt is output;

ut the unemployment rate; et is the exchange rate; ulct unit labour costs; pMt the import
deflator.22 The first equation captures the idea that inflation is sticky and responds to
changes in the monetary policy stance and in output growth; the second is a simplified
Phillips curve; the third and fourth equations model consumer price dynamics as the sum
of domestic costs, proxied either by output growth or by changes in unit labour costs, and
foreign inflation, measured by the exchange rate or, alternatively, the import deflator; the
last equation models inflation as an AR(1) process.

Private sector inflation expectations are equal to Êπ
t−1πt =

5∑
j=1

xjt−1Ê
πj
t−1πt, i.e.

Êπ
t−1πt = Θ0,t−1 + Θ1,t−1ut−1 + Θ2,t−1∆yt−1 + Θ3,t−1πt−1 + Θ4,t−1πt−2

+ Θ5,t−1∆it−1 + Θ6,t−1∆et−1 + Θ7,t−1∆ulct−1 + Θ8,t−1∆pMt−1

where Θ0,t−1 =
5∑
j=2

xjt−1ϑ
j
0,t−1, Θ1,t−1 = x2

t−1ϑ
2
1,t−1, Θ2,t−1 = x1

t−1ϑ
1
2,t−1+x3

t−1ϑ
3
2,t−1, Θ3,t−1 =

x1
t−1ϑ

1
3,t−1 + x5

t−1ϑ
5
3,t−1, Θ4,t−1 = x1

t−1ϑ
1
4,t−1, Θ5,t−1 = x1

t−1ϑ
1
5,t−1, Θ6,t−1 = x3

t−1ϑ
3
6,t−1,

Θ7,t−1 = x4
t−1ϑ

4
7,t−1 and Θ5,t−1 = x4

t−1ϑ
4
5,t−1.

22All variables but ut are log transformations.
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Individuals rely upon professional forecasters for (short-term) interest rate expectations
as well; they are aware which rate is the central bank’s instrument, but they do not know
either the precise form of the interest-rate rule or how natural rates are estimated. It is
assumed that agents can choose among the following 7 predictors:

Êi1
t−1it = θ1

0,t−1 + θ1
1,t−1ut−1 + θ1

3,t−1πt−1

Êi2
t−1it = θ2

0,t−1 + θ2
1,t−1ut−1 + θ2

3,t−1πt−1 + θ2
4,t−1it−1

Êi3
t−1it = θ3

0,t−1 + θ3
1,t−1ut−1 + θ3

3,t−1Ê
i3
t−1πt+1 + θ3

4,t−1it−1

Êi4
t−1it = θ4

0,t−1 + θ4
2,t−1Ê

i4
t−1∆yt + θ4

3,t−1Ê
i4
t−1πt+1 + θ4

4,t−1it−1

Êi5
t−1it = θ5

0,t−1

Êi6
t−1it = θ6

0,t−1 + θ6
2,t−1Ê

i6
t−1∆yt + θ6

3,t−1Ê
i6
t−1πt+1 + θ6

4,t−1it−1 + θ6
5,t−1Ê

i6
t−1∆et

Êi7
t−1it = θ7

0,t−1 + θ7
4,t−1it−1

(7)

where Êij
t−1 is the expectations operator referring to the jth interest-rate predictor. Mod-

els 1 to 4 reflect the main finding of the model comparison project conducted by Bryant,
Hooper and Mann (1993), namely that effective interest-rate rules react to both inflation
and economic slackness, the latter measured in terms of the unemployment rate or, alter-
natively, the GDP growth rate. The four specifications differ also with regard to policy
inertia and the timing of the arguments of the interest-rate rule. Models 5 and 7 capture
the naive belief that the central bank seeks to keep the nominal interest rate constant,
allowing at most temporary deviations from the target level. Equation 6 includes the
exchange rate among the variables affecting the monetary policy stance, which is not
uncommon for small open economies.23

In some of the above forecasting models, predictions of future variables appear among the
regressors, which in principle would require specifying additional (and possibly multiple)
PLMs for each of them. To simplify matters, the following solution has been adopted:
expectations of the right-hand-side variables are obtained under the assumption that
they evolve according to simple AR(1) processes, namely Êt−1zt = ψz0,t−1 + ψz1,t−1zt−1 ,
where zt is, alternatively, πt, ut, ∆yt or ∆et.24

The average expected short-term interest rate at time t is therefore equal to

Êi
t−1it =

7∑
k=1

xkt−1Ê
ik
t−1it

= Ω0,t−1 + Ω1,t−1ut−1 + Ω2,t−1∆yt−1

+ Ω3,t−1πt−1 + Ω4,t−1it−1 + Ω5,t−1et−1

(8)

23Bryant, Hooper and Mann (1993) find that interest-rate rules that react to the exchange rate perform
worse on average than those that neglect it. Taylor and Williams (2009) make a similar claim.

24It is implicitly assumed that the professional forecasters predicting the short-term interest rate are
not the same as those forecasting inflation.
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where
Ω0,t−1 =

7∑
k=1

xkt−1θ
k
0,t−1 + ψ∆y

0,t−1

∑
k∈{4,6}

xkt−1θ
k
2,t−1

+
(
1 + ψπ1,t−1

)
ψπ0,t−1

∑
k∈{3,4,6}

xkt−1θ
k
3,t−1 + ψ∆e

0,t−1x
6
t−1θ

6
5,t−1

Ω1,t−1 =
3∑

k=1

xkt−1θ
k
1,t−1

Ω2,t−1 = ψ∆y
1,t−1

∑
k∈{4,6}

xkt−1θ
k
2,t−1

Ω3,t−1 =
(
ψπ1,t−1

)2 ∑
k∈{3,4,6}

xkt−1θ
k
3,t−1

Ω4,t−1 =
∑

k∈{2,3,4,6}
xkt−1θ

k
4,t−1

Ω5,t−1 = ψ∆e
1,t−1x

6
t−1θ

6
5,t−1

Expectations of short-term interest rates form part of the equation of the yield curve. Ac-
cording to the expectations hypothesis, k-year bond yields are equal to the k-year moving
average of current and the future short-term interest rates plus a constant term premium
that agents estimate using the historical mean. To prevent forecast errors from accumu-
lating when computing multi-step ahead interest-rate expectations, the term premium is
corrected for the mean difference between expected and actual past policy rates:

Êt−1termt = termt−1 + γt

[(
iLt−1 − it−1

)
+ 1

6

6∑
j=1

ξt−j − termt−1

]
(9)

where ξt−j ≡ it−1 − Êt−1−jit−1 measures the surprise on the policy interest rate.
By taking the jth lead of equation (8), for 1 6 j 6 5, and replacing all non-predetermined
variables, one obtains the following expression for Êt−1it+j:

Êi
t−1it+j = Ωj

0,t−1 + Ωj
1,t−1ut−1 + Ωj

2,t−1∆yt−1

+ Ωj
3,t−1πt−1 + Ωj

4,t−1it−1 + Ωj
5,t−1∆et−1

(10)

where
Ωj

0,t−1 = Ω0,t−1 + Ω1,t−1
1−(ψu0,t−1)

j+1

1−ψu0,t−1
+ Ω2,t−1

1−(ψ∆y
0,t−1)

j+1

1−ψ∆y
0,t−1

+ Ω3,t−1
1−(ψπ0,t−1)

j+1

1−ψπ0,t−1
+ Ω4,t−1Ωj−1

0,t−1 + Ω5,t−1
1−(ψ∆e

0,t−1)
j+1

1−ψ∆e
0,t−1

Ωj
1,t−1 = Ω1,t−1

(
ψu1,t−1

)j+1
+ Ω4,t−1Ωj−1

1,t−1

Ωj
2,t−1 = Ω2,t−1

(
ψ∆y

1,t−1

)j+1

+ Ω4,t−1Ωj−1
2,t−1

Ωj
3,t−1 = Ω3,t−1

(
ψπ1,t−1

)j+1
+ Ω4,t−1Ωj−1

3,t−1

Ωj
4,t−1 = Ω4,t−1Ωj−1

4,t−1

Ωj
5,t−1 = Ω5,t−1

(
ψ∆e

1,t−1

)j+1
+ Ω4,t−1Ωj−1

5,t−1
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with Ω0
k,t−1 = Ωk,t−1, k = 1, 2, ..., 5. It is clear from the above expression that the long-

term interest rate depends on expectations of several variables, so that policies that focus
on a single objective at the cost of others are unlikely to be welfare-enhancing.
Private sector expectations also affect the value of the domestic currency. As there is no
well-established specification for the exchange rate equation, only two competing models
are considered: the first relates exchange rate dynamics to the ratio of net foreign assets
to nominal GDP; the second captures the belief that the value of the domestic currency
is a random walk.

Êe1
t−1et = et−1 + β1,t−1∆FAt−1

Yt−1
+ β2,t−1∆et−1

Êe2
t−1et = et−1

(11)

Among the set of two-regressor specifications, the model selected (i) minimises the stan-
dard error of the regression; (ii) exhibits the second higest correlation with survey mea-
sures of exchange rate changes; (iii) has explanatory variables that move closely in line
with the first two principal components; (iv) presents the second largest and most sta-
ble correlation with the change in the exchange rate. Along with the UIP, equation
(11) determines et as a function of its own lags, the interest rate differential and foreign
indebtedness.

4 Simulation results

Monetary policy rules are ranked on the basis of their impact on social welfare. Society
dislikes both price and output variability, defined as the unconditional variances of infla-
tion and GDP growth. The target value of both variables is the steady-state equilibrium
value and the two objectives have the same weight in the welfare function, which is equal
to:

W = −
[
E (πt − π)2 + E

(
∆yt −∆y

)2
]

(12)

Using unconditional variances rather than discounted future losses implicitly favours poli-
cies that minimise the overall impact of shocks, penalising those that trade smaller fluc-
tuations today for larger ones tomorrow. Unlike Orphanides and Williams (2007), here
the welfare function factors in output rather than unemployment but the change is in-
consequential, since in all the experiments the ranking of the policy rules is the same
regardless of the argument variable. Interest rate volatility is not included, but it affects
social welfare indirectly, since the term structure exerts a powerful influence on GDP.
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Model simulations are used to illustrate how the interaction between the expectations
formation mechanism and the monetary policy rule affects the equilibrium outcomes.
The optimal policy is selected via a grid search on the parameters {ρ, απ, αu} of the
Taylor-type reaction function: in order to save on computation time, the step-length of
the grid search is initially quite large (.1 for ρ; .5 for απ and αu), but gradually diminishes
once the region containing the welfare-maximising triplet is located. The search is based
on the assumption that ρ ranges between 0 and 1, while απ and αu are both positive but
cannot be larger than 4. Each experiment consists of 500 replications and all simulations
cover an interval of 490 years (from year 2011 to year 2500). In the first 90 periods, the
main stochastic equations25 are shocked to test how effectively the monetary policy rule
stabilises the economy;26 in the subsequent 400 years, all shocks are reset to zero and the
model settles down on the steady-state equilibrium growth path, which makes it possible
to assess the convergence properties of the learning algorithm. The GSG algorithm is
initialised using OLS estimates on historical data.

4.1 Optimal monetary policy under rational expectations

Under rational expectations the optimal monetary policy has a small degree of interest
rate smoothing, a strong response to inflation and a non-negligible concern for changes
in the unemployment rate (see Fig.1): the welfare-maximising coefficients are ρ = 0.4,
απ = 2 and αu = 1.5.
Comparing the performance of alternative rules provides some notable insights. First, the
degree of inertia does not matter greatly: the welfare function is quite flat for positive
values of ρ up to 0.7. For higher values, both output and inflation variability increase,
suggesting that too smooth a path of the policy interest rate fails to stabilise the economy;
for ρ > 0.9 the system no longer converges, showing that difference rules are not a viable
alternative. Second, the equilibrium outcomes are not overly sensitive to the value of
αu, possibly because of the role of fiscal policy in stabilising the economy. Close to the
local optimum, the welfare function exhibits a hump-shaped response to αu; away from it,
no well-defined relationship is apparent. Third, the policymaker’s response to deviations
from the inflation target ought to be quite strong: the optimum is achieved when απ = 2 ,
while for απ ≤ 1 the model is not stable, suggesting that the Taylor principle holds. This

25The equations are: (i) household consumption, (ii) exports, (iii) the private sector value added
deflator and (iv) the consumption deflator. The white-noise shocks may be interpreted as referring to
domestic and foreign household preferences and domestic and foreign mark-ups.

26To ensure a fair comparison across policy rules, the same sequences of random draws are used for
each triplet {ρ, απ, αu}.
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finding is not trivial, since unlike small closed-economy models with no government, the
maquette of the Bank of Italy Quarterly Model model provides for channels other than
monetary policy that help to tame inflationary pressures.27 Social welfare turns out to
be very sensitive to changes in απ, contrary to what happens with αu or ρ: other things
equal, it falls by nearly one sixth when απ = 3 and by one third when απ = 4. Fourth,
mild changes in the weighting of the objectives of the loss function are inconsequential:
the optimal policy stays the same when the weight of output stabilisation is halved and
remains close to optimal when it is doubled.

4.2 Optimal monetary policy under learning

The foregoing results are based on four partly interrelated hypotheses: (i) the economic
environment is stationary, since equations do not change over time; (ii) agents know
the structure of the economy; (iii) expectations are rational and (iv) the central bank is
credibly committed to an unchanging policy rule. Each assumption has a strong impact
on the properties of the system and on the policymaker’s incentives and constraints.
Uncertainty about the structure of the economy forces policymakers to rely on estimates
of the unobserved natural rates; imperfect knowledge on how the economy works alters the
way monetary policy and private sector expectations interact; learning makes an otherwise
stationary environment non-stationary; and the imperfect credibility of the central bank
reduces the authority’s ability to steer market expectations.
In order to assess the impact of these assumptions on the central bank’s strategy, I run
three sets of simulations. In the benchmark case, labelled “no transparency”, I assume
that agents do not know the current value of the policy interest rate when they take their
decisions but observe it with a one-period delay (i.e. the private sector forms expectations
before the monetary policy rate for the current period is set). In the second experiment,
I assume that the central bank pre-announces the current-period monetary policy stance,
so that ÊP

t−1it = it; this case is dubbed “partial transparency”, because the authority
communicates neither its own estimates of the natural rates (ÊCB

t−1r
∗
t and ÊCB

t−1u
∗
t ) nor the

coefficients of the reaction function (ρ, απ and αu). The final set of simulations posits
a “fully transparent” central bank that provides private agents with all the information
it processes in making policy decisions.28 Comparing the first experiment with the ra-

27An increase in inflation worsens price competitiveness and reduces the real value of non-indexed finan-
cial wealth; the resulting decline in exports and private-sector spending translates into less employment
and decelerating costs. Besides, there is usually fiscal drag weakening aggregate demand. Since these
channels are at work in the model, the Taylor principle may not be a necessary condition for determinacy.

28The expression “full transparency” is not perfectly appropriate here, as the central bank does not
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tional expectations equilibrium, one can assess the welfare losses and the changes of the
optimal monetary policy rule due to imperfect knowledge; comparing the other two exper-
iments with the benchmark “no transparency” hypothesis, one can gauge the gains from
an effective communication strategy.
The size and complexity of the model make it hard to disentangle the channels through
which monetary policy decisions affect the economy and to assess how the parameters of
the interest-rate rule bear on output and inflation volatility. In order to determine which
factors affect welfare most strongly, social welfare and its drivers have been regressed
on the standard deviations of the main macroeconomic variables. Table 1 reports the
t-statistics of these regressions: a negative correlation between welfare and the standard
deviation of a variable implies that the lower the volatility of that variable, the greater
the increase in social welfare. The entries in the table suggest that the anchoring of
inflation expectations and the stabilisation of wages and prices are the primary sources of
welfare movements: when transparency is not complete, lower variability of surprise and
expected inflation results in higher welfare; when transparency is full, wage fluctuations
are the main factor in economic instability. The econometric evidence suggests that
by controlling nominal variables the monetary policymaker succeeds in keeping the real
variables in check as well. The exchange rate and the term spread do not appear to be
significant drivers of welfare.

4.2.1 The benchmark case

Table 2a presents summary statistics describing how alternative policy rules work. Mone-
tary policies are appraised according to two indices: the level of welfare and the rejection
rate (i.e. the percentage of non-converging replications). Results on the optimal rule are
presented in the first row; the other policies are arranged so that only one parameter at
a time changes, making it easier to see how sensitive the rule’s performance is to changes
in each element of the triplet (ρ, απ, αu). For every combination of parameters, the table
shows the first and second moment from steady-state of (i) output, (ii) inflation, (iii)
inflation surprises, (iv) private-sector nominal wage growth, (v) the (mean) intercept of
the inflation PLMs, (vi) the difference between central bank and private-sector inflation
expectations, (vii) the optimal capital-output ratio, (viii) the short and (ix) the long-term
interest rate. In the last two columns, the table shows the entropy of inflation and of the
policy rate, measuring the uncertainty agents face in choosing the forecasting model.

communicate everything to the public, e.g. its PLM for inflation and the variables entering the interest-
rate rule.
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The entropy H of a discrete random variable X, whose values are {x1, x2, ..., xK}, is

defined as H (X) = −
K∑
k=1

p (xk) logb p (xk), where p (xk) is the probability of drawing

xk and b is the base of the logarithm. H (X) reaches its maximum when, for each xk,
p (xk) = 1/K and its minimum when p (xk) = 1 for one xk and zero otherwise. Common
values for b are 2, e or 10; alternatively, one can choose b = K so that H (X) ∈ [0, 1].
In this paper, xk represents the kth forecasting model and p (xk) is the share of agents
buying its predictions; H(X) = 1 means that the data do not help to discriminate among
models, while H(X) = 0 indicates that one predictor dominates and precludes the others.
Comparing the equilibrium outcomes under rational expectations and learning, it seems
that neither the uncertainty about the natural rate nor the expectations formation mech-
anism entail substantial welfare losses: the optimal policy under learning achieves nearly
the same welfare level as the optimal policy under rational expectations, and even subop-
timal ones perform quite well in most cases. What does change is the shape of the optimal
policy rule: under adaptive learning, the optimal policy requires a weaker response to de-
viations of inflation from target (απ = 0.4 rather than απ = 2.0) and a stronger concern
for output stabilisation (αu = 3.5 rather than αu = 1.5). This outcome depends mostly
on the exchange rate: under adaptive learning, exchange rate expectations are stickier
and the value of the currency - and hence inflation - is less volatile, which induces the
monetary policymaker to pay more attention to output stabilisation. The degree of in-
ertia is roughly the same (ρ = 0.3 rather than ρ = 0.4), but it does not seem to play
a substantial role: social welfare is to a large extent unaffected by the coefficient of the
lagged interest rate and does not change significantly for values of ρ in the range [0.3, 0.5];
as ρ increases, output fluctuates less and inflation more.
Concerning the performance of alternative monetary policy rules under learning, table
2a offers several insights. In particular, it shows that inflation volatility is much more
responsive than output volatility to changes in ρ, απ and αu: the range of variation of
the standard deviation of inflation is about seven times that of output. Not surprisingly,
the best-performing rules are those that anchor prices better, even if this comes at the
cost of wider fluctuations in the level of economic activity. If the inertia of the policy rule
decreases from 0.8 to 0.3, inflation volatility decreases by one-fourth, while that of output
increases by less than one-fiftieth; if απ falls from 2.5 to 0.5, the second moment of both
of the central bank’s objectives diminishes; if αu rises from 1.0 to 2.5, inflation counter-
intuitively becomes much less erratic and output fluctuates more. More effective rules
have a low or even zero rejection rate; moreover, the share of non-converging replications
seems to be proportional to the degree of inertia and inversely related to responsiveness
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to the unemployment gap.
The best-performing policies are therefore those that (l) have low inertia; (2) do not
overreact to changes in inflation; and (3) lean strongly against aggregate demand shocks.
These rules succeed in keeping price fluctuations under control mostly through expecta-
tions management. Applying the law of total variance, the second moment of inflation (i.e.
V ar (πt)) can be decomposed into the sum of the expected value of its conditional variance
(E (V ar (πt|It−1))) and the variance of its conditional expectation (V ar (E (πt|It−1))): the
first term can be proxied by the variance of time-t inflation surprises averaged across time,
the second by the variance of expected inflation, where expected inflation in each period is
computed averaging across replications. The recipe for effectiveness is therefore to make
inflation predictable (which reduces the first term) and to prevent expectations from de-
coupling from targets (which minimises the second).29 If these two requirements are not
met, wages - which depend on inflation expectations - become excessively erratic and
nominal instability is transmitted to households’ and firms’ spending decisions. Table 2a
confirms that a high level of welfare is in general associated with predictable inflation
and stable expectations: predictability is inversely related to the volatility of inflation
surprises.
Expectations are one of the key elements in understanding how the economy responds to
monetary policy actions. If beliefs are not homogeneous, a natural question is whether
model heterogeneity disappears as data accumulates: the answer is a resounding no, re-
gardless of the central bank’s communication strategy.
With regard to short-term interest-rate expectations, the two PLMs that include output
growth and next-period inflation (the 4th and 6th models) outperform the others, despite
the fact that the central bank policy rule uses the unemployment rate as a proxy for slack-
ness in economic activity. The population state gradually converges towards a situation
where more than 80% of the agents use one of these two models. Similar results are found
for expected inflation. The best-fitting PLM has unit labour costs and the import deflator
as regressors, while the second-best has the unemployment rate as the sole explanatory
variable; taken together, they account for nearly 85% of agents’ picks. The ranking of
the forecasting models is more or less the same across replications and end-of-sample
proportions cluster together quite neatly. For the exchange rate the picture is different:
neither of the two forecasting models clearly stands out and the relative accuracy of the
competing PLMs seems to be driven by a combination of shocks to the economy. Unlike

29The alignment between target and expected inflation is also measured by the first and second moments
of the intercept of the forecasting models used for predicting inflation. Both statistics are shown in table
1.
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the other variables, exchange rate expectations are highly dispersed across replications.
One finding is common to all three cases and to all transparency regimes: highly inaccurate
forecasting models tend to be discarded, but no PLM succeeds in ruling out all the
others, possibly because there is not enough information in the data. Heterogeneity in
expectations formation seems to be an intrinsic feature of the model: even for the policy
interest rate - which depends on a small set of variables and is more accurately tracked
by agents’ expectations - two PLMs coexist. Does this finding depend on the value of
the sensitivity parameter λ of the payoff function? Not really. Fig. 2 shows that even
for very high values of the responsiveness of the payoff function to forecast errors, the
heterogeneity in expectations formation does not disappear. On the contrary, excessively
high values of λ tend to reduce the share of agents choosing the two best forecasting
models, especially for inflation: heterogeneity in expectations stops decreasing, and the
selection of forecasting models becomes more and more erratic. Indeed, when λ exceeds a
certain threshold (i.e. when λ > 2500) social welfare deteriorates: the volatilities of output
growth and inflation increase, as agents tend to switch too frequently from one forecasting
model to another, making predictions inaccurate and disanchoring expectations.
These results clash with those of Orphanides and Williams (2007), who find that when
private agents have imperfect knowledge, the central bank benefits from more strongly
inflation-averse policies, which help prevent expectations from decoupling from target
inflation. This contrasting evidence is explained by differing monetary policy transmis-
sion mechanisms. The Orphanides-Williams model is a plain-vanilla three-equation New-
Keynesian model: the policy instrument affects aggregate demand directly and inflation
indirectly (through the output gap); as long as interest rate changes offset inflationary
pressures, they stabilise the economy and have negligible spillovers on social welfare.30

The model used in this paper has a much richer transmission mechanism, where expecta-
tions not only drive monetary policy choices but also affect wage setting, competitiveness
and asset prices: a strong interest-rate response to price shocks makes actual inflation
more erratic and less predictable. What happens is that by overreacting to inflationary
pressures, the policymaker induces greater fluctuations in consumption and investment,
putting additional pressures on prices. The net effect is to amplify rather than attenuate
the initial shock.
An additional channel affecting the transmission of monetary impulses works through
asset prices. A tightening of the policy stance results in an appreciation of the currency,
which keeps price dynamics in check, both directly (through a lower import deflator) and

30Provided of course that interest rate volatility does not have a large weight in the loss function.
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indirectly (through the impact of a deterioration in price competitiveness on economic
activity). But the simulation results suggest that this channel plays only a minor role in
shaping the response of the economy to monetary impulses. Policy stimuli bear upon the
yields of long-term bonds and the slope of the term structure of interest rates also. There
is no easily discernible relationship among the coefficients of the policy rule, the volatility
of the term structure and social welfare. Considering the volatility of inflation-adjusted
yields, it clearly has a positive effects on the standard deviation of output growth, but
the impact on welfare is distorted by the response of inflation, whose fluctuations seem
to be dampened by more volatile real interest rates.31

Two other findings are worth mentioning. First, the Taylor principle does not apply:
though the welfare-maximising value of απ is 0.4, the model is stable and learnable, and
the rejection rate is zero.32 Second, the optimal rule has the lowest entropy associated
with the predictor proportions of PLMs for the short-term interest rate, suggesting that
one ingredient in a successful policy is enabling agents to discriminate between good and
bad forecasting models.

4.2.2 The case of partial transparency

Transparency of monetary policy refers to the absence of information asymmetries between
policymakers and the private sector. Perfect transparency, in the setup used here, implies
that the central bank discloses to the general public both its estimates of the natural
rates and the precise form of the policy rule; incomplete transparency is defined as a
situation where the policymaker communicates in advance only the monetary stance (i.e.
the value of it). In this case, expectations about future policy rates, which are needed to
price long-term securities, are formed with a PLM that differs from the true interest-rate
rule, namely:

Êi
t−1it+j = Ωj

0,t−1 + Ωj
1,t−1ut−1 + Ωj

2,t−1∆yt−1

+ Ωj
3,t−1πt−1 + Ωj−1

4,t−1it + Ωj
5,t−1∆et−1

Table 2b shows the results of the simulations under partial transparency. There seems
31The link between learning and interest rates is not a novel feature of this paper. Dewachter and

Lyrio (2006) present a macroeconomic model in which agents learn about the central bank’s inflation
target and the real interest rate to explain the joint dynamics of output, inflation and the term structure
of interest rates. Learning generates endogenous stochastic endpoints that act as level factors for the
yield curve. They find that their model has a better fit than those based on rational expectations and
generates sufficiently volatile endpoints to match the variation in long-maturity yields and in surveys of
inflation expectations.

32Svensson (2000) explains why the Taylor principle does not hold in open economies.
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to be only a modest gain from being transparent: the optimal policy achieves a level
of welfare that is just slightly better than the best outcome under opaqueness. Some
benefits are discernible in lower rejection rates and in the way the central bank manages
to steer agents’ behaviour: when agents know in advance what the central bank is going
to do, they behave in a way that is consistent with the monetary stance, fostering the
achievement of the objectives with smaller changes in the policy instrument. Less volatile
short-term interest rates promote a somewhat flatter term structure and are conducive
to a more precise appraisal of the unobserved natural rates, though the evidence is not
unambiguous.

4.2.3 The case of full transparency

The equilibrium outcomes change substantially when the central bank is fully transpar-
ent and discloses all the information that it uses in choosing its monetary stance. Full
trasparency holds when no information asymmetry between the central bank and the gen-
eral public exists. Since the central bank informs market participants of the coefficients
of the policy rule, the inflation objective, and its own estimates of the natural rates,
expectations about future policy rates are set according to the following equation:{

Êi
t−1it+j = ρÊi

t−1it−1+j + (1− ρ) i∗t+j

i∗t+j = ÊCB
t−1r

∗
t + π + απ

(
Êi
t−1πt+1+j − π

)
− αu

(
Êi
t−1ut+j − ÊCB

t−1u
∗
t

)
for j > 0. The only remaining information asymmetry is the one about the PLMs for
inflation and the unemployment rate, which are not the same for the central bank and
the private sector. As shown in Table 2c, the best performing rule features a much higher
degree of inertia, a stronger inflation aversion and a lower concern for output fluctuations.
The sensitivity to changes in the value of ρ is high: for ρ = .3, welfare is nearly 20 p.p.
lower than at the optimum. A low degree of inertia tends to destabilise the exchange
rate and raises substantially the cost of financing, which justifies the deterioration of the
policy performance.33 Welfare is also sensitive to the value of αu, since too weak a re-
sponse to unemployment gaps injects variability in inflation. It is worth stressing that
though the optimal strategy exhibits a larger απ and a smaller αu than in the partial and
no-transparency cases, output fluctuates less and inflation more; moreover, for most com-
binations of {ρ, απ, αu}, the policy interest rate tends to be less volatile, but the long-term
yield exhibits much larger fluctuations. A possible explanation is that when the natural

33As shown in Table 2c, the bias of the long-term interest rate - i.e. the difference between the mean
value across time and replications and the steady-state value - is always larger than 200 basis points.
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rates and the policy parameters are not estimated, but provided by the central bank,
there is no automatic error-correction mechanism working through recursive learning, so
that expected future policy rates become extremely erratic and the term structure biased
and volatile.34

One noteworthy feature is that in all cases, even when the overall performance of the policy
rule is poor, the standard deviation of output is smaller than under partial transparency or
opaqueness.35 Higher inflation volatility is traded for lower output volatility, as witnessed
also by the standard deviation of the capital-output ratio, which is substantially smaller
than in the other two cases. Notwithstanding the relatively large variability of inflation,
the mean intercept of the inflation PLMs turns out to be mush less biased and unstable.
While the optimal rule does not improve significantly upon the partial and no-transparency
case, suboptimal strategies seems on average to perform better, suggesting that trans-
parency may be conducive to robustness. All in all, it seems that central bank talk has
a beneficial but very modest impact on agents’ expectations and behaviour. The expla-
nation of this finding echoes the warning of Amato, Morris and Shin (2002), who note
that central bank communication has a dual function: on the on hand, it provides signals
about the policymaker’s private information; on the other hand, it serves as a coordination
device for the beliefs of private agents and may at times induce agents to do away with
their own private information. The first effect is welfare-enhancing; the second may be
welfare-reducing. Which effect prevails cannot be said in general: in the case considered,
it seems that the benefits of adopting a completely transparent policy are largely offset
by its shortcomings.

4.3 Perpetual learning

The canonical justification for adopting gain sequences that remain bounded above zero is
that the economy is subject to structural shifts and, accordingly, past observations should
be given less weight than recent data in the learning algorithm. There is actually a second
rationale for using constant-gain estimators that fits the model in this paper perfectly:

34This guess is confirmed by the value - not reported in the table - of the 1st and 2nd moments of the

variable measuring interest-rate missperceptions, i.e. 1
6

6∑
j=1

(
it−1 − Êt−1−jit−1

)
, which are much larger

than in the previous cases.
35It is not certain however that this outcome is to be attributed to monetary policy. An alternative

possibility is that this result is due to fiscal policy: at the optimum point, the standard deviation of the
tax rate on disposable income (which is the fiscal policy instrument used to keep the debt-to-GDP ratio
close to its target of 0.6) is more volatile and much higher than in the steady-state equilibrium; in the
partial and no-transparency cases, the opposite happens.

31



the possibility of nonconvergence to the REE. If convergence to the perfect information
equilibrium is for whatsoever reason unlikely, then the actual stochastic process followed
by the economy may best be modelled - given the PLMs employed by agents - as under-
going structural change over time. The main implication of constant-gain learning is that
agents’ estimates are always subject to sampling variation and never converge to fixed
values; for this reason, some authors name this adaptive scheme "perpetual learning".
Table 3a to 3c report the simulation results under the three alternative communication
strategies in the case of perpetual learning. Under no trasparency, there is hardly any
difference between the decreasing and constant gain cases.
The best policy is essentially the same, just a bit more inertial (ρ = .31 rather than
ρ = .3) and slightly less reactive to fluctuations in real activity (αu = 3.2 rather than
αu = 3.5 ). Welfare is apparently not affected by the memory of the learning algorithm:
it is either the same or slightly lower, suggesting that observations far away in the past
are indeed barely informative. The ranking of suboptimal policies is not altered either:
the worst outcomes are achieved when either απ is too high or αu is too low.
Similar results are obtained when the central bank discloses the information it uses in
making policy decisions. Under partial transparency, the welfare-maximising policy fea-
tures a slightly milder response to the unemployment gap (αu = 3 vs. αu = 3.2). Under
full transparency the opposite happens: the optimum is achieved with a somwhat higher
value of αu and a somewhat lower value of απ. In general, the simulations confirm that
when the monetary policymaker reacts too aggressively to price shocks or too meekly to
demand fluctuations, the economy becomes unstable and social welfare plunges.

5 Sensitivity analysis

The results just described are based on several ad-hoc assumptions. On some of them
- the number of replications in each experiment or the initial conditions of the learning
process - a thorough sensitivity analysis can be conducted; on others - the choice of the
PLMs - no fully-satisfactory testing procedure is available: with hundreds of variables,
there are too many PLMs that can be chosen, most of them indistinguishable in terms of
parsimony or fitting.
To test the generality of the findings described in the previous section, four sensitivity
analysis exercises are conducted: in the first, the model is simulated with 10,000 repli-
cations and the results compared with those obtained in the baseline experiment, to test
whether the latter are distorted by the small number of replications; in the second, the
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initial conditions of the learning algorithm are changed, by increasing/decreasing the
(fixed) covariance matrix of the regressors, that drives the size of the Kalman gain and
accordingly the extent of the revisions in expectations once new data becomes available;
in the third, the sensitivity of the optimal monetary policy rule to changes in the welfare
function is assessed; in the final experiment, initial conditions for predictor proportions xit
are set randomly, by drawing from a uniform distribution with support in [0, 1], instead
of imposing that they are equal to the reciprocal of the number of forecasting models and
constant across replications.

5.1 Experiment #1: the number of replications

For each experiment, the number of replications has been chosen so as to guarantee
reliable results while keeping the time needed for a full search of the optimal policy at an
acceptable level. The model, augmented with the learning recursions, contains nearly 300
equations: when all 500 replications converge, it takes roughly two minutes to complete
them; when some of them diverge, it can require two hours of computer time. Since the
search for the optimum policy calls for the evaluation of more than 300 combinations of
the Taylor-rule coefficients, 500 replications has been viewed as an acceptable compromise.
To assess whether the results shown in Tables 2a to 2c are affected by small sample bias,
the equilibrium outcomes of the three communication regimes at the optimum have been
compared with the results obtained by running 10,000 replications. Table 4 presents a
summary of the findings. Only three variables are compared: social welfare, output growth
and inflation; for the latter two, both the first (bias) and the second moment (volatility)
from the steady-state equilibrium are considered. Each entry is the ratio between the
value computed in 10,000 replications and that obtained in 500 ones; for all ratios, the
mean, the median, the maximum and the minimum across replications are shown.
According to the evidence presented in Table 4, the size of the small sample bias is
negligible: regardless of the transparency regime, the difference in welfare does not reach
2 percentage points and the discrepancy is even smaller for the volatility of output growth
and inflation. The estimates of the biases are less alike and sometimes even change
sign, but this is no evidence of the existence of a significant small-sample bias: both
the numerator and the denominator of the ratios are close to zero, so that even small
differences can lead to high jumps in the ratio. The precision of the estimates based on
few replications is confirmed by looking at the ratios between the maxima and minima,
which are surprisingly low.
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5.2 Experiment #2: the size of Γ

A second type of sensitivity analysis has been conducted on initial conditions of the
learning algorithm. A critical parameter is Γ, the moment matrix of the regressors entering
the (generalised) stochastic gradient learning recursive equations: unlike the coefficients
of the PLM, the matrix Γ is not updated, but held fixed at some assigned level. To
assess the influence of the value of Γ on the ranking of the policy rules, other simulations
have been run, using kΓ as the moment matrix of the regressors. Six cases have been
considered, corresponding to k =

{
9
10
, 11

10
, 3

4
, 5

4
, 1

2
, 3

2

}
. Table 5 shows the results for the

three monetary regimes and the 6 values of k; the entries in the table indicate the rank
of each policy rule in terms of social welfare. In the final two rows, the Spearman ρ and
the Kendall τ rank correlation coefficients are presented.
The results are reassuring. In the full transparency case, there is no uncertainty about
which is the welfare-maximising policy rule: all values of kΓ point to the same rule.
Something similar happens in the partial transparency case, where the optimal policy is
identified for all values of k except 3

2
, while the ranking in the no-transparency regime

seems to be somewhat more dependent on choice of Γ. The sample values of the rank
correlation coefficients - surprisingly high in nearly all cases - confirm that the actual
value of Γ is quite irrelevant not only in detecting the optimal policy, but also in ordering
suboptimal ones.

5.3 Experiment #3: specification of the welfare function

The welfare function (12) used in the paper does not penalise interest rate instability
and attributes the same importance to the volatility of inflation and that of output
growth. The first feature is justified on the grounds that in a sufficiently large model
excess volatility of the monetary policy instrument trasmits to other asset prices, affect-
ing private-sector spending decisions, so that it is implicitly incorporated in the volatility
of output and inflation; the second feature reflects the desire to treat evenly fluctuations
in nominal and real variables, as in Orphanides and Williams (2007).
As it is unclear which are the appropriate weights of the different arguments of the welfare
functions, it is advisable to test how sensitive is the choice of the best-performing monetary
policy rule to the specification of social preferences. A more general specification of the
welfare function is

W = −
[
ζE (πt − π)2 + (1− ζ)E

(
∆yt −∆y

)2
+ ωE

(
it − i

)2
]

(13)
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The parameter ζ measures the degree of inflation aversion, while non-zero values of ω
signal that society dislikes interest rate volatility as well. For ζ = .5 and ω = 0, (13)
coincides with (12); ζ = .5 and ω = 0.125 are instead the values used in Orphanides and
Williams (2007).
Tables 6a to 6c show how different combinations of the parameters (ζ, ω) affect the rank-
ing of monetary policy rules. Each row of the table corresponds to a policy rule, while the
columns refer to alternative values of the weights of the interest rate and inflation objec-
tives relative to that of output growth. In the last two rows of the table, the Spearman’s
and Kendall’s rank correlation coefficients are shown.
Three findings are worth stressing: (1) save the case when the degree of inflation aversion
of the monetary policymaker is very low, changes in the weight of the inflation objective
have no impact on the choice of the best-performing rule: the rank correlation coefficients
is in all but one case not just high, but equal to 1; (2) adding interest rate volatility to
the welfare function does not influence the ordering of the policy rules, unless its weight
is unreasonably high. Using the same specification as in Orphanides and Williams (2007),
does not alter the results shown in table 2a to 2c; (3) in the full transparency case, the
ranking of the policy rules turns out to be much more sensitive to the inclusion of interest
rate volatility in the welfare function, though the main features of the best-performing
policy changes only marginally. In general, more inertial and less activist policies seem to
becomes more effective. The main rationale of this outcome is that under full transparency
the short-term interest rate is much more volatile than inflation and output growth, so
that even for low values of ω the shape of the welfare function changes in a non-negligible
way.

5.4 Experiment #4: stochastic initial conditions for model pro-
portions xit

In all the experiments described so far, initial conditions for predictor proportions xit are
set equal to the reciprocal of the number of models used to forecast a given variable and
are kept constant across PLMs and replications, under the presumption that this creates a
level playing field for all competing forecasting models. To assess whether this assumption
does indeed leave the model selection process unaffected, additional simulations are run,
this time drawing initial conditions from a uniform distribution with support in (a finite
subset of) R+; the constraints on model proportions are enforced by rescaling each draw so
as to ensure a unit sum. Table 7 shows predictor proportions at the end of the simulation
horizon under fixed and random initial conditions, together with two other statistics: the
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standardised difference between average predictor proportions and the correlation between
initial conditions and limit values of model shares.
For all the variables - short-term interest rata, inflation and exchange rate - the table
clearly shows that initial conditions do not matter much: the ranking of the models is
the same regardless of the way initial conditions are set and the standardised difference
between predictor proportions is always well below one and quite close to zero. The
correlation between initial and final values of the predictor proportions is in general non-
negligible, suggesting that initial conditions are not irrelevant, though not important
enough to change the long-run behaviour of the system.

6 Conclusions

This paper has analysed the properties of a large non-linear model populated by boundedly
rational and incompletely informed agents. When the economy is sufficiently complex,
individuals do not know the "true" law of motion of the variables they need to predict
and are confronted with a host of equally plausible forecasting models. If agents can
pick one out of a large number of predictors, none of which clearly superior, there is no
guarantee that everyone selects the same one; in addition, they may choose to change
to a different forecasting model if the predictive accuracy of the one that they are using
deteriorates. Expectations therefore end up being misspecified, heterogeneous and ever-
changing, even asymptotically, when enough observations are available to detect which
forecasting model exhibits the best predictive performance. As the equilibrium to which
the economy asymptotically converges differs from the REE and depends on the specific
form of the expectations equations, central bank communication may be beneficial if it
helps private agents to coordinate their beliefs. The paper is an attempt to assess whether
in such a model economy the implications for monetary policymaking are similar to those
found in the literature for small, linear systems and whether higher degrees of trans-
parency are welfare-enhancing. The main findings are the following. First, expectations
heterogeneity is an intrinsic feature of the economy: regardless of the monetary policy in
place, no PLM succeeds in ruling out all the other forecasting models, though the most
inaccurate ones are eventually dismissed. Second, the monetary policymaker has much
weaker incentives (than, e.g., in the paper by Orphanides and Wiliams) to adopt more
inflation-averse policies, since too strong a reaction to price shocks increases both infla-
tion and output volatility and tends to make the model unstable and non-learnable. At
first sight, this outcome seems quite counterintuitive: a central bank that is committed to
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tame inflationary pressures is presumably more credible and more effective in anchoring
long-run inflation expectations and bond yields. This connection however is not present
in the model and credibility depends on outcomes, not intentions: agents learn from
the data and what matters is whether monetary policy makes the economy more stable.
Third, more transparent policies are in some cases mildly welfare-enhancing, but they
never warrant sizeable improvements; the degree of transparency alters the form of the
optimal policy rule also, as it increases inflation aversion. Disclosing more information is
however not always beneficial.
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Note: The values reported on the x-axis are scaled by 1000, implying that the value λ=1000 used in the simulations corresponds to
the value of 1 on the x-axis. The blue and green lines represent the sum of the predictor proportions of the two most successful
forecasting models for the short-term interest rate and for inflation; the red line shows the share of agents adopting the best
predictive model for the exchange rate.  

Fig.2 - Predictor proportions and payoff function
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volatility of: Welfare σ Δy σ π Welfare σ Δy σ π Welfare σ Δy σ π

π e -34,19 -4,52 71,86 -37,97 -5,55 68,02 -5,53 -8,05 7,38

π-π e -35,57 -4,53 193,68 -42,04 -5,54 180,24 -35,59 -5,15 42,75

Δw -21,87 -5,12 37,32 -21,89 -6,23 33,43 -41,33 -4,23 19,24

Θ 0 -17,28 -5,40 26,67 -21,65 -6,24 31,79 0,09 1,24 -0,44

k* -1,03 -0,97 1,12 -0,12 -0,27 0,15 -4,19 -1,28 3,32

Δπ e 1,72 3,30 -1,88 1,50 2,52 -1,64 -6,39 -9,53 8,38

i -0,03 0,63 -0,15 0,07 0,57 -0,17 -0,67 -1,89 1,04

i L 0,20 0,76 -0,39 0,23 0,60 -0,32 0,19 -1,21 0,18

i L -π 3,67 8,45 -4,38 3,37 5,21 -3,75 0,27 -1,15 0,11

i-π 1,29 1,93 -1,53 1,45 1,96 -1,59 -0,33 -1,75 0,72

i L -i 0,10 0,84 -0,30 0,33 0,90 -0,45 0,47 -0,81 -0,11

e -0,85 -1,00 0,95 -0,11 -0,31 0,14 0,53 -0,94 -0,14

Table 1 - Impact on welfare of the volatility of the main macroeconomic variables

The table reports the t -statistic of the simple regression of welfare and the standard deviation of the arguments of the welfare function on
the volatility of a subset of the main macroeconomic variables included in the model. The first column lists the set of regressors; the
subsequent ones, coming in groups of three (one group for each transparency regime), show the t -statistic of the regression of,
respectively, welfare, the volatility of output growth (σΔy) and the volatility of inflation (σ π ) on the variable indicated in the first column. The
notation is used as follows: π e is expected inflation; π-π e is surprise inflation; Δw is wage growth; Θ 0 is the mean intercept of the
forecasting equations for inflation; k* is the optimal capital-output ratio; Δπ e is the difference between central bank and private-sector
inflation expectations; i and i L are the short (policy) and long-term interest rate; i-π and i L -π are the corresponding real rates; i -i L is the
term spread; e  is the exchange rate.

No Transparency Partial Transparency Full Transparency
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,115 1,137 1,076 1,15 1,90 0,15 3,22 1,905 0,543 0,061 0,024

  bias 0,005 0,057 -0,003 0,06 1,89 -0,13 3,22 0,589 0,012 0,786 0,641

  vol. 1,043 1,546 1,29 2,15 3,11 0,14 3,23 1,834 0,518 0,08 0,021

  bias 0,004 0,064 -0,01 0,07 2,96 -0,11 3,23 0,509 -0,053 0,71 0,744

  vol. 1,052 1,340 1,18 1,68 2,53 0,14 3,22 1,763 0,492 0,07 0,022

  bias 0,003 0,058 -0,01 0,06 2,45 -0,11 3,22 0,652 0,026 0,75 0,720

  vol. 1,057 1,297 1,16 1,58 2,40 0,14 3,22 1,730 0,478 0,07 0,020

  bias 0,003 0,056 -0,01 0,06 2,34 -0,12 3,22 0,673 0,045 0,76 0,714

  vol. 1,060 1,273 1,15 1,52 2,32 0,14 3,22 1,712 0,470 0,07 0,021

  bias 0,003 0,056 -0,01 0,06 2,27 -0,12 3,22 0,688 0,058 0,76 0,709

  vol. 1,063 1,260 1,14 1,48 2,27 0,14 3,22 1,704 0,466 0,07 0,022

  bias 0,003 0,055 -0,01 0,06 2,23 -0,12 3,21 0,699 0,069 0,76 0,706

  vol. 1,046 1,394 1,21 1,80 2,75 0,14 3,24 1,623 0,481 0,08 0,021

  bias 0,004 0,073 -0,01 0,08 2,65 -0,11 3,23 0,400 -0,080 0,74 0,713

  vol. 1,047 1,405 1,22 1,83 2,78 0,14 3,23 1,795 0,505 0,08 0,023

  bias 0,003 0,060 -0,01 0,06 2,68 -0,11 3,22 0,608 -0,004 0,73 0,729

  vol. 1,049 1,424 1,23 1,88 2,80 0,13 3,22 1,988 0,551 0,08 0,027

  bias 0,003 0,050 -0,01 0,05 2,70 -0,11 3,21 0,796 0,062 0,73 0,743

  vol. 1,052 1,460 1,25 1,97 2,82 0,13 3,21 2,215 0,617 0,08 0,034

  bias 0,002 0,044 -0,01 0,05 2,71 -0,10 3,21 0,971 0,116 0,73 0,752

  vol. 1,055 1,453 1,24 1,97 2,82 0,13 3,20 2,379 0,662 0,08 0,039

  bias 0,002 0,037 -0,01 0,04 2,71 -0,10 3,20 1,114 0,166 0,72 0,754

  vol. 1,040 1,607 1,32 2,24 3,18 0,14 3,23 1,436 0,367 0,08 0,020

  bias -0,002 0,082 -0,03 0,09 3,02 -0,11 3,23 0,554 0,009 0,70 0,749

  vol. 1,041 1,546 1,29 2,11 3,06 0,14 3,23 1,712 0,472 0,08 0,021

  bias 0,002 0,072 -0,02 0,08 2,92 -0,11 3,23 0,561 -0,011 0,71 0,739

  vol. 1,047 1,405 1,22 1,83 2,78 0,14 3,23 1,795 0,505 0,08 0,023

  bias 0,003 0,060 -0,01 0,06 2,68 -0,11 3,22 0,608 -0,004 0,73 0,729

  vol. 1,057 1,320 1,17 1,66 2,49 0,14 3,22 1,887 0,536 0,07 0,024

  bias 0,004 0,056 -0,01 0,06 2,42 -0,11 3,22 0,657 0,006 0,76 0,723

α u

Table 2a - Monetary policy effectiveness under no transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .

ρ=0.3 0,0α π =0.4 α u =3.5 -0,026

(decreasing gain learning) 

ρ α π

α π =1.0ρ=0.7

α u =1.0

α u =1.5

α u =2.0

α u =2.5

α π =1.5

α π =2.0

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

α π =1.0

ρ=0.8

ρ=0.6

ρ=0.5

0,814

0,787

0,750

α u =2.0

0,912

0,922

0,852

0,890

α u =2.0

0,804

0,863 0,0

4,0

16,0

0,764

0,684

0,711

0,804

4,4

0,4

0,4

55,6

1,6

1,6

3,2

4,0

0,711

0,4

0,8

22,0
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,106 1,118 1,064 1,129 1,910 0,148 3,219 1,781 0,543 0,057 0,025

  bias 0,005 0,057 -0,005 0,057 1,900 -0,126 3,217 0,616 0,045 0,797 0,649

  vol. 1,041 1,490 1,260 2,041 2,950 0,137 3,225 1,737 0,525 0,075 0,023

  bias 0,003 0,060 -0,015 0,064 2,820 -0,108 3,222 0,489 0,023 0,726 0,757

  vol. 1,051 1,288 1,154 1,580 2,410 0,137 3,217 1,656 0,507 0,067 0,021

  bias 0,003 0,057 -0,011 0,059 2,350 -0,115 3,214 0,621 0,076 0,766 0,729

  vol. 1,056 1,257 1,137 1,498 2,310 0,138 3,215 1,638 0,502 0,064 0,022

  bias 0,003 0,058 -0,012 0,061 2,250 -0,117 3,213 0,647 0,092 0,773 0,720

  vol. 1,059 1,235 1,125 1,442 2,240 0,139 3,213 1,624 0,499 0,062 0,024

  bias 0,003 0,057 -0,012 0,059 2,200 -0,119 3,211 0,661 0,105 0,777 0,714

  vol. 1,062 1,224 1,119 1,408 2,200 0,139 3,211 1,618 0,500 0,061 0,026

  bias 0,003 0,056 -0,013 0,058 2,160 -0,120 3,209 0,672 0,119 0,778 0,711

  vol. 1,047 1,350 1,185 1,714 2,610 0,140 3,233 1,539 0,496 0,071 0,023

  bias 0,004 0,074 -0,013 0,079 2,520 -0,114 3,230 0,387 -0,042 0,752 0,721

  vol. 1,046 1,351 1,186 1,729 2,630 0,137 3,220 1,690 0,516 0,073 0,022

  bias 0,003 0,058 -0,012 0,061 2,540 -0,112 3,217 0,581 0,056 0,748 0,741

  vol. 1,047 1,376 1,201 1,791 2,660 0,134 3,208 1,881 0,572 0,075 0,021

  bias 0,002 0,045 -0,013 0,047 2,560 -0,109 3,206 0,751 0,147 0,744 0,758

  vol. 1,049 1,397 1,213 1,846 2,680 0,132 3,198 2,071 0,641 0,077 0,023

  bias 0,001 0,034 -0,015 0,035 2,580 -0,106 3,195 0,897 0,235 0,740 0,766

  vol. 1,051 1,403 1,217 1,874 2,690 0,130 3,188 2,233 0,709 0,078 0,032

  bias 0,001 0,025 -0,015 0,025 2,590 -0,104 3,185 1,017 0,318 0,735 0,759

  vol. 1,032 1,587 1,313 2,198 3,120 0,140 3,221 1,410 0,411 0,082 0,020

  bias -0,002 0,080 -0,033 0,089 2,960 -0,112 3,218 0,545 0,095 0,708 0,764

  vol. 1,035 1,494 1,261 2,013 2,960 0,138 3,222 1,633 0,493 0,075 0,022

  bias 0,001 0,066 -0,021 0,069 2,820 -0,110 3,218 0,546 0,063 0,726 0,752

  vol. 1,046 1,351 1,186 1,729 2,630 0,137 3,220 1,690 0,516 0,073 0,022

  bias 0,003 0,058 -0,012 0,061 2,540 -0,112 3,217 0,581 0,056 0,748 0,741

  vol. 1,056 1,266 1,143 1,555 2,380 0,137 3,219 1,762 0,540 0,067 0,021

  bias 0,004 0,056 -0,007 0,058 2,320 -0,114 3,217 0,609 0,051 0,770 0,733

2,8

(decreasing gain learning)

0,0

0,4

17,2ρ=0.8
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ρ=0.4
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0,728

0,829

0,784

α u =2.0

0,923

0,933

0,829

0,824

0,730

0,878

ρ=0.5 0,902

α π =1.0ρ=0.7

α u =2.0

0,784

α π =1.5 0,802

α π =2.0

0,895

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

Table 2b - Monetary policy effectiveness with transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .

ρ=0.26 0,0α π =0.7 α u =3.2
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α u =1.5
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,053 1,202 1,096 1,443 0,350 0,124 2,967 1,557 4,169 0,036 0,022

  bias -0,014 -0,163 -0,010 -0,128 0,130 -0,088 2,965 0,595 3,897 0,214 0,780

  vol. 1,044 1,260 1,134 1,582 0,360 0,126 2,998 1,316 3,098 0,038 0,027

  bias -0,016 -0,145 -0,001 -0,143 0,130 -0,087 2,997 0,532 2,816 0,220 0,811

  vol. 1,031 1,252 1,122 1,507 0,350 0,128 2,965 1,654 4,474 0,034 0,023

  bias -0,012 -0,155 -0,022 -0,105 0,120 -0,089 2,962 0,719 4,227 0,211 0,768

  vol. 1,022 1,303 1,149 1,591 0,340 0,131 2,969 1,835 4,924 0,033 0,022

  bias -0,008 -0,137 -0,037 -0,059 0,120 -0,090 2,966 0,802 4,667 0,207 0,753

  vol. 1,013 1,363 1,182 1,695 0,340 0,134 2,977 2,006 5,264 0,033 0,021

  bias -0,004 -0,113 -0,052 -0,008 0,120 -0,090 2,974 0,880 4,990 0,204 0,742

  vol. 1,006 1,426 1,218 1,806 0,340 0,137 2,987 2,162 5,522 0,032 0,021

  bias 0,001 -0,087 -0,067 0,044 0,120 -0,091 2,983 0,953 5,230 0,202 0,733

  vol. 1,033 1,233 1,112 1,481 0,350 0,128 2,970 1,507 3,975 0,036 0,027

  bias -0,015 -0,161 -0,012 -0,134 0,130 -0,089 2,968 0,747 3,731 0,216 0,783

  vol. 1,039 1,223 1,106 1,473 0,350 0,126 2,971 1,473 3,878 0,036 0,025

  bias -0,015 -0,161 -0,010 -0,138 0,130 -0,089 2,969 0,633 3,631 0,215 0,786

  vol. 1,046 1,217 1,106 1,473 0,350 0,123 2,973 1,465 3,795 0,036 0,024

  bias -0,015 -0,160 -0,008 -0,140 0,130 -0,088 2,971 0,530 3,542 0,215 0,788

  vol. 1,053 1,214 1,106 1,481 0,350 0,122 2,975 1,479 3,725 0,036 0,024

  bias -0,016 -0,158 -0,006 -0,141 0,130 -0,087 2,973 0,440 3,464 0,214 0,789

  vol. 1,060 1,214 1,107 1,494 0,350 0,120 2,977 1,511 3,669 0,036 0,024

  bias -0,016 -0,157 -0,005 -0,141 0,130 -0,086 2,975 0,362 3,396 0,213 0,789

  vol. 1,020 1,451 1,243 1,927 0,360 0,137 3,041 1,213 2,282 0,039 0,027

  bias -0,013 -0,106 -0,010 -0,115 0,140 -0,088 3,038 0,527 2,044 0,220 0,844

  vol. 1,028 1,283 1,146 1,600 0,360 0,128 2,998 1,297 3,056 0,037 0,028

  bias -0,016 -0,141 -0,006 -0,141 0,130 -0,089 2,996 0,568 2,830 0,218 0,814

  vol. 1,039 1,223 1,106 1,473 0,350 0,126 2,971 1,473 3,878 0,036 0,025

  bias -0,015 -0,161 -0,006 -0,138 0,130 -0,089 2,969 0,633 3,631 0,215 0,786

  vol. 1,049 1,210 1,098 1,445 0,350 0,127 2,969 1,765 4,802 0,035 0,020

  bias -0,009 -0,152 -0,023 -0,083 0,120 -0,090 2,966 0,802 4,514 0,211 0,765

Table 2c - Monetary policy effectiveness with full transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,112 1,136 1,074 1,16 1,93 0,15 3,22 1,801 0,575 0,064 0,018

  bias 0,004 0,047 -0,018 0,05 1,92 -0,12 3,22 0,884 0,024 0,783 0,621

  vol. 1,038 1,497 1,25 2,05 3,23 0,13 3,22 1,776 0,571 0,07 0,023

  bias 0,002 0,052 -0,03 0,05 3,03 -0,10 3,22 0,589 0,014 0,71 0,722

  vol. 1,052 1,314 1,16 1,63 2,58 0,13 3,21 1,737 0,552 0,07 0,019

  bias 0,002 0,044 -0,02 0,04 2,49 -0,11 3,21 0,715 0,080 0,75 0,700

  vol. 1,058 1,269 1,14 1,52 2,44 0,14 3,21 1,700 0,537 0,07 0,019

  bias 0,002 0,042 -0,02 0,04 2,37 -0,11 3,21 0,731 0,096 0,76 0,693

  vol. 1,062 1,250 1,13 1,47 2,36 0,14 3,21 1,690 0,532 0,07 0,020

  bias 0,002 0,041 -0,02 0,04 2,30 -0,11 3,21 0,744 0,107 0,76 0,688

  vol. 1,066 1,236 1,12 1,43 2,30 0,14 3,21 1,679 0,527 0,07 0,022

  bias 0,002 0,041 -0,02 0,04 2,25 -0,11 3,21 0,752 0,115 0,76 0,685

  vol. 1,044 1,351 1,18 1,71 2,78 0,14 3,22 1,582 0,522 0,07 0,020

  bias 0,002 0,059 -0,03 0,06 2,66 -0,11 3,22 0,501 -0,014 0,74 0,689

  vol. 1,045 1,380 1,20 1,78 2,84 0,13 3,22 1,770 0,567 0,07 0,021

  bias 0,002 0,046 -0,03 0,05 2,71 -0,10 3,21 0,678 0,055 0,74 0,710

  vol. 1,047 1,413 1,21 1,86 2,89 0,13 3,21 1,980 0,627 0,07 0,023

  bias 0,002 0,037 -0,03 0,04 2,76 -0,10 3,21 0,843 0,111 0,73 0,732

  vol. 1,051 1,435 1,23 1,92 2,92 0,13 3,20 2,182 0,687 0,07 0,026

  bias 0,001 0,031 -0,03 0,03 2,78 -0,09 3,20 0,995 0,158 0,73 0,751

  vol. 1,056 1,474 1,25 2,01 2,93 0,13 3,20 2,422 0,762 0,07 0,031

  bias 0,001 0,027 -0,03 0,03 2,78 -0,09 3,20 1,147 0,196 0,72 0,760

  vol. 1,025 1,460 1,24 1,96 3,15 0,14 3,22 1,295 0,393 0,07 0,020

  bias -0,003 0,062 -0,04 0,06 2,96 -0,11 3,21 0,627 0,072 0,72 0,718

  vol. 1,035 1,468 1,24 1,96 3,15 0,13 3,22 1,627 0,517 0,07 0,021

  bias 0,000 0,058 -0,04 0,06 2,96 -0,10 3,22 0,621 0,049 0,72 0,715

  vol. 1,045 1,380 1,20 1,78 2,84 0,13 3,22 1,770 0,567 0,07 0,021

  bias 0,002 0,046 -0,03 0,05 2,71 -0,10 3,21 0,678 0,055 0,74 0,710

  vol. 1,057 1,293 1,15 1,61 2,53 0,13 3,21 1,857 0,592 0,07 0,021

  bias 0,002 0,040 -0,02 0,04 2,44 -0,10 3,21 0,730 0,066 0,75 0,707

5,2

0,4

0,4

0,8

1,2

26,4

4,8

0,889 0,8

4,8

22,4

0,741

67,2

2,0

3,6

4,0

0,824

0,850

0,793

0,775

α u =2.0

0,824

0,790

0,770

ρ=0.5 α u =2.0

0,929

0,941

0,872

0,915

0,747

α π =2.0

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

α π =1.0

ρ=0.8

ρ=0.6

(constant gain learning)

ρ α π

α π =1.0ρ=0.7

α u =1.0

α u =1.5

α u =2.0

α u =2.5

α π =1.5

α u

Table 3a - Monetary policy effectiveness under no transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .

ρ=0.31 0,0α π =0.3 α u =3.2 -0,026
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,106 1,118 1,064 1,137 1,950 0,147 3,213 1,731 0,577 0,058 0,027

  bias 0,003 0,045 -0,017 0,043 1,930 -0,121 3,211 0,661 0,073 0,793 0,642

  vol. 1,033 1,416 1,213 1,896 3,050 0,133 3,215 1,645 0,561 0,067 0,025

  bias 0,002 0,049 -0,028 0,050 2,880 -0,101 3,212 0,559 0,073 0,728 0,743

  vol. 1,052 1,266 1,140 1,536 2,490 0,135 3,208 1,634 0,559 0,065 0,022

  bias 0,002 0,045 -0,024 0,045 2,410 -0,109 3,206 0,675 0,119 0,763 0,718

  vol. 1,057 1,231 1,122 1,449 2,370 0,135 3,207 1,611 0,551 0,063 0,023

  bias 0,002 0,044 -0,023 0,043 2,310 -0,111 3,205 0,694 0,133 0,769 0,709

  vol. 1,061 1,211 1,111 1,394 2,300 0,136 3,205 1,597 0,547 0,063 0,025

  bias 0,002 0,043 -0,022 0,043 2,250 -0,113 3,203 0,705 0,144 0,771 0,704

  vol. 1,064 1,208 1,109 1,375 2,260 0,137 3,204 1,605 0,552 0,063 0,027

  bias 0,002 0,043 -0,023 0,044 2,200 -0,114 3,202 0,718 0,158 0,773 0,703

  vol. 1,045 1,298 1,153 1,611 2,660 0,136 3,223 1,482 0,526 0,067 0,023

  bias 0,003 0,060 -0,028 0,064 2,560 -0,108 3,220 0,464 0,007 0,752 0,706

  vol. 1,045 1,334 1,173 1,693 2,730 0,134 3,211 1,672 0,573 0,068 0,024

  bias 0,002 0,046 -0,026 0,045 2,620 -0,105 3,209 0,642 0,101 0,748 0,731

  vol. 1,046 1,362 1,189 1,762 2,780 0,131 3,200 1,867 0,637 0,069 0,023

  bias 0,001 0,034 -0,025 0,032 2,650 -0,101 3,198 0,795 0,191 0,743 0,753

  vol. 1,048 1,388 1,203 1,830 2,820 0,129 3,191 2,063 0,713 0,071 0,021

  bias 0,000 0,023 -0,024 0,021 2,680 -0,098 3,188 0,929 0,275 0,737 0,762

  vol. 1,051 1,417 1,219 1,902 2,830 0,127 3,182 2,268 0,796 0,073 0,028

  bias -0,001 0,015 -0,024 0,013 2,700 -0,094 3,180 1,050 0,354 0,732 0,754

  vol. 1,023 1,453 1,233 1,949 3,140 0,135 3,210 1,283 0,435 0,072 0,020

  bias -0,002 0,061 -0,039 0,065 2,950 -0,106 3,207 0,610 0,147 0,722 0,748

  vol. 1,034 1,438 1,224 1,907 3,090 0,135 3,213 1,573 0,539 0,069 0,022

  bias 0,000 0,056 -0,035 0,058 2,910 -0,103 3,210 0,602 0,110 0,727 0,739

  vol. 1,045 1,334 1,173 1,693 2,730 0,134 3,211 1,672 0,573 0,068 0,024

  bias 0,002 0,046 -0,026 0,045 2,620 -0,105 3,209 0,642 0,101 0,748 0,731

  vol. 1,057 1,256 1,135 1,532 2,440 0,134 3,210 1,755 0,598 0,066 0,025

  bias 0,002 0,042 -0,021 0,042 2,370 -0,107 3,208 0,678 0,098 0,768 0,724

Table 3b - Monetary policy effectiveness with full transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .

ρ=0.26 0,0α π =0.7 α u =3.0 -0,025

α π =1.0ρ=0.7

α u =1.0

α u =1.5

α u =2.0

α u =2.5

α π =2.0

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

0,772

ρ=0.5 0,931

α π =1.5 0,817

0,795

α u =2.0

0,949

0,945

0,842

α u =2.0

0,771

0,794

0,900

0,879

0,842

0,901

0,0

0,4

0,0

3,2

16,8

60,8

1,6

0,779

(constant gain learning)

0,4

0,8

23,6ρ=0.8

ρ=0.6

α π =1.0

4,0

2,4

2,8

3,2
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W RR Δy π π-π e Δw Θ 0 Δπ e k* i i L H(π e ) H(i e )

  vol. 1,061 1,191 1,089 1,411 0,350 0,127 2,968 1,619 4,359 0,036 0,031

  bias -0,013 -0,160 0,026 -0,117 0,130 -0,087 2,966 0,666 4,061 0,214 0,740

  vol. 1,045 1,253 1,129 1,565 0,360 0,126 3,005 1,295 2,999 0,038 0,034

  bias -0,016 -0,140 0,024 -0,141 0,130 -0,082 3,003 0,528 2,712 0,221 0,787

  vol. 1,039 1,239 1,114 1,481 0,350 0,129 2,967 1,608 4,274 0,034 0,030

  bias -0,014 -0,156 0,022 -0,115 0,130 -0,088 2,965 0,681 4,024 0,212 0,733

  vol. 1,031 1,286 1,137 1,555 0,350 0,132 2,966 1,775 4,689 0,033 0,028

  bias -0,011 -0,144 0,013 -0,081 0,120 -0,089 2,964 0,746 4,427 0,208 0,715

  vol. 1,024 1,341 1,166 1,651 0,340 0,136 2,970 1,933 5,001 0,033 0,026

  bias -0,008 -0,127 0,004 -0,043 0,120 -0,089 2,967 0,806 4,723 0,205 0,700

  vol. 1,017 1,400 1,196 1,754 0,340 0,139 2,975 2,080 5,239 0,032 0,026

  bias -0,005 -0,109 -0,006 -0,006 0,120 -0,089 2,971 0,861 4,941 0,202 0,690

  vol. 1,038 1,221 1,105 1,456 0,350 0,130 2,976 1,455 3,798 0,036 0,032

  bias -0,016 -0,157 0,025 -0,136 0,130 -0,087 2,974 0,697 3,549 0,217 0,751

  vol. 1,044 1,213 1,103 1,454 0,350 0,127 2,977 1,440 3,723 0,036 0,032

  bias -0,016 -0,157 0,026 -0,139 0,130 -0,086 2,975 0,612 3,472 0,216 0,757

  vol. 1,050 1,210 1,103 1,459 0,350 0,124 2,979 1,447 3,660 0,036 0,032

  bias -0,016 -0,157 0,027 -0,141 0,130 -0,085 2,977 0,536 3,402 0,216 0,763

  vol. 1,056 1,209 1,104 1,470 0,350 0,122 2,980 1,472 3,608 0,036 0,031

  bias -0,016 -0,156 0,028 -0,142 0,130 -0,084 2,979 0,468 3,341 0,215 0,769

  vol. 1,063 1,211 1,106 1,487 0,350 0,120 2,982 1,514 3,568 0,036 0,031

  bias -0,016 -0,156 0,029 -0,143 0,130 -0,083 2,980 0,410 3,289 0,214 0,774

  vol. 1,017 1,447 1,233 1,919 0,360 0,137 3,047 1,225 2,235 0,039 0,030

  bias -0,014 -0,101 0,008 -0,113 0,140 -0,081 3,044 0,547 1,991 0,220 0,826

  vol. 1,030 1,277 1,142 1,588 0,360 0,128 3,004 1,291 2,964 0,037 0,034

  bias -0,016 -0,136 0,021 -0,137 0,130 -0,085 3,003 0,576 2,731 0,219 0,790

  vol. 1,044 1,213 1,103 1,454 0,350 0,127 2,977 1,440 3,723 0,036 0,032

  bias -0,016 -0,157 0,026 -0,139 0,130 -0,086 2,975 0,612 3,472 0,216 0,757

  vol. 1,058 1,199 1,092 1,419 0,350 0,128 2,967 1,683 4,551 0,035 0,029

  bias -0,012 -0,157 0,024 -0,104 0,130 -0,088 2,965 0,716 4,260 0,212 0,733

ρ=0.6

ρ=0.5

0,947

0,0

0,0

0,0

0,0

0,0

0,0

4,0

0,0

0,0

0,0

0,0

0,977

0,793

0,936

0,991

0,995 0,0

0,0

0,0

0,988

0,989

0,985

α u =2.0

0,889

0,841

0,971

0,934

α u =2.0

0,991

α π =1.5

α π =2.0

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

α π =1.0

ρ=0.8

α π =1.0ρ=0.7

α u =1.0

α u =1.5

α u =2.0

α u =2.5

Table 3c - Monetary policy effectiveness with full transparency

The table reports a summary of the results (500 replications) of the model simulations (for the initial 140 periods). For 
each set of parameters of the central bank's interest-rate rule, mean (bias) and standard deviation (volatility) with
respect to the steady-state values are reported (in p.p.). W stands for welfare (as a ratio to the optimum, reported in
row 1) and RR for the rejection rate; Δy is the growth rate of GDP, π and π-π e are actual and surprise inflation; Δw 
is wage growth; Θ 0 is the mean intercept of the forecasting equations for inflation; Δπ is the difference between
central bank and private-sector inflation expectations; k* is the optimal capital-output ratio; i and i e are the actual and
expected short-term (policy) interest rate; i L is the yield on Treasury bonds; H(π e ) and H(i e ) are the entropy
associated, respectively, with the choice of the forecasting model for π e  and i e .

ρ=0.72 0,0α π =1.1 α u =2.5 -0,026

(constant gain learning)
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max min mean median

Δy 1,036 0,845 1,010 1,006

π 1,172 0,924 1,000 1,003

max min mean median

Δy 1,110 1,016 1,041 1,125
π 1,096 0,360 1,005 1,010

max min mean median

Δy 1,046 0,848 1,011 1,008
π 1,167 0,898 1,000 1,002

max min mean median

Δy 1,113 1,000 1,043 1,143
π 1,073 0,457 1,005 1,020

max min mean median

Δy 1,066 0,889 1,012 1,020
π 1,078 0,894 1,001 1,008

max min mean median

Δy 1,352 1,010 0,993 0,987
π 0,990 1,324 1,002 0,997

bias ratios

Welfare ratio = 0.991

Welfare ratio = 0.990

Welfare ratio = 0.989

volatility ratios

bias ratios

FULL TRANSPARENCY

volatility ratios

volatility ratios

NO TRANSPARENCY

bias ratios

PARTIAL TRANSPARENCY

Table 4 - Sensitivity analysis: number of replications

Each entry in the table is the ratio between the value of the first or
second moment of welfare, output growth and inflation computed on
10,000 and 500 replications. For output growth and inflation not only the
mean, but also the maximum, minumum and the median of each set of
replications are presented.

(decreasing gain learning)
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1 0,9 1,1 3/4 5/4 1/2 3/2 1 0,9 1,1 3/4 5/4 1/2 3/2 1 0,9 1,1 3/4 5/4 1/2 3/2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

ρ=0.8 12 13 12 13 12 12 13 12 12 13 13 13 13 13 9 9 10 9 9 9 9

ρ=0.6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 8 8 8 8 8 8 8

ρ=0.5 4 4 4 4 4 4 4 4 4 5 4 4 4 4 11 11 9 11 11 11 11

ρ=0.4 3 3 3 3 3 3 3 3 3 3 3 3 3 3 12 12 12 12 12 12 12

ρ=0.3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 13 14 13 13 13 13 13

α π =0.5 7 7 7 7 7 7 7 8 7 7 7 7 7 7 6 7 4 7 5 6 6

α π =1.0 8 8 8 8 8 8 8 7 8 8 8 8 8 8 4 5 3 4 3 4 3

α π =1.5 9 9 9 9 9 9 9 9 9 9 9 9 9 9 3 3 5 3 4 3 4

α π =2.0 11 10 10 10 11 11 11 10 10 10 10 10 10 10 5 4 6 5 6 5 5

α π =2.5 10 11 11 11 10 10 10 11 11 11 11 11 11 11 7 6 7 6 7 7 7

α u =1.0 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 13 14 14 14 14 14

α u =1.5 13 12 13 12 13 13 12 13 13 12 12 12 12 12 10 10 11 10 10 10 10

α u =2.5 5 5 5 5 5 5 5 5 5 4 5 5 5 5 2 2 2 2 2 2 2

0,99 0,99 0,99 1,00 1,00 0,99 0,99 0,98 0,99 0,99 0,99 0,99 0,98 0,96 0,99 0,99 1,00 0,99

0,95 0,97 0,95 1,00 1,00 0,97 0,97 0,92 0,95 0,95 0,95 0,95 0,92 0,87 0,97 0,95 1,00 0,97

α u =2.0

Table 5 - Sensitivity analysis: initial conditions

The table reports the ranking in terms of welfare of the competiting policy rules for a set of values of the Γ matrix (the
normalising factor of the generalised stochastic gradient algorithm). The values of Γ considered are (1) the one used in
the baseline simulations; (2) Γ scaled up and down by 10 p.p.; (3) Γ multiplied by 1.25 and 0.75; (4) Γ set equal to 1.5
and 0.5 times the benchmark value. As in the previous tables, only the initial 140 observations are used in computing the
welfare ranking. For each policy rule, the model is simulated 500 times. Each row of the table refers to a policy rule, while
the columns are divided into three subgroups, corresponding to the alternative monetary regimes (i.e. no transparency,
partial transparency and full transparency). In the last two rows of the table, the Spearman's and Kendall's rank
correlation coefficients are shown. 

(decreasing gain learning) 

full transparency

optimal policy

Spearman ρ (%)

Kendall τ (%)

partial transparencyno transparency

kГ where k is:

α π =1.0ρ=0.7

ρ=0.7

α π =1.0 α u =2.0
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0,98 0,90 0,84 0,59 0,59 0,93 1,00 1,00 1,00 1,00 1,00 1,00

0,93 0,76 0,63 0,43 0,43 0,87 1,00 1,00 1,00 1,00 1,00 1,00

ρ=0.3 1α π =0.4

4

6

1313

6

11

5/4 6/4

The table reports the rankings in terms of welfare of the competiting policy rules for alternative specifications of the
welfare function. The parameter ω is the weight attached to the unconditional variance of the interest rate (σ2

while the parameter ζ and (1-ζ) measure, respectively, the relevance of inflation (σ2
π) and output growth (σ2

Δy

volatility. Each row of the table corresponds to a policy rule, while the columns refer to alternative values of the
weights of the interest rate and inflation objectives relative to that of output growth.In the last two rows of the table,
the Spearman's and Kendall's rank correlation coefficients are shown. 

α π α u

7

2

3

14

10

11

9

8

5

9

12

14 14 14 14

9 9 9

4

3

2

8

7

α u =2.0

14

5

9

10

9

α u =2.0

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α π =2.5

α π =1.0

α π =1.0

ρ=0.8

ρ=0.6

ρ=0.5

α π =2.0

α u =3.5 1

11

α π =1.5

6 6 6

4

13 13

4 4

13 1313 13

3

Table 6a - Sensitivity analysis: specification of the welfare function

1 1 4 1 1 16

(no transparency)

9 9

7

0 1/10

12 12 11 1113

Spearman ρ
Kendall τ

12 11

6

α u =1.5

α u =2.0

α u =2.5

10 1011 10

Welfare function: -[ζσ2
π+(1-ζ)σ2

Δy+ωσ
2
i]

ω/1-ζ (for ζ=0.5): ζ/1-ζ (for ω=0):

1/4 1/2 9/10 7/4 23/41/2

α π =1.0ρ=0.7

α u =1.0

1/4
ρ

3/4

5 5 6 6 6 5

7

4 4 3 4

2 2 2

66

4 3 44

3

2 2 1 1 1 1

3 3 2

3

33 3

7 6 5 3 7 7

22 2 2 2

7 77 7

8 8 8 8 8 8 8

11 12 12 9 9

8 8

13 10

88

10 13 13 13

9 9 9 9

12 14 14 14

11 11 11 11

10 10 10

11

5 14

11 101014

14 10 9 5

7 7 9 9

12 12

9

14

12

555 5 5

12 9

12

4

12 12

99 9 11 12
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0,98 0,92 0,82 0,74 0,66 0,93 1,00 1,00 1,00 1,00 1,00 1,00

0,93 0,80 0,60 0,52 0,45 0,87 0,98 0,98 1,00 1,00 1,00 1,00

4 555 5 5

778 8 8 8

10 10

8 7

6 7 7 9

12 1212 13

7 14 14

14 11 111112 14 14 14

10 13 13 13 13 10 1010

11 12 12 9 99 9 9

7 7

8 8 8

8 7 7 778 8 8 8

7 7 5 3 3 8 88

2

3 3 3

1 2 2 222 1 1 1

4 4

3 3 2 2 2 2 33

6

4 4 3 4 4 3 44 4

6

13 131313

66 6

The table reports the rankings in terms of welfare of the competiting policy rules for alternative specifications of the
welfare function. The parameter ω is the weight attached to the unconditional variance of the interest rate (σ2

while the parameter ζ and (1-ζ) measure, respectively, the relevance of inflation (σ2
π) and output growth (σ2

Δy

volatility. Each row of the table corresponds to a policy rule, while the columns refer to alternative values of the
weights of the interest rate and inflation objectives relative to that of output growth.In the last two rows of the table,
the Spearman's and Kendall's rank correlation coefficients are shown. 

α π α u

Welfare function: -[ζσ2
π+(1-ζ)σ2

Δy+ωσ
2
i]

1/4 1/2

Spearman ρ
Kendall τ

13 11

5

α π =1.0ρ=0.7

α u =1.0

11 12 11 11

Table 6b - Sensitivity analysis: specification of the welfare function

1 1 4 6 6

0 1/10
ρ

10

9 9

6 1 1

1212 12 12

3/4 9/10

ρ=0.26 1α π =0.7 α u =3.2 1 11 1

12

ρ=0.4

ρ=0.3

α π =0.5

ρ=0.7

α u =1.5

α u =2.0

α u =2.5

α π =2.0

ρ=0.8

ρ=0.6

α π =1.5

ρ=0.5

α u =2.0

α π =2.5

α π =1.0

α π =1.0

α u =2.0

1414

5

7

10 10

14 12 9 9

5

5

7

13

14 14 14 14

7 7

5 6 5 56

7

11

6

4

3

2

8

9

2

13 13

7

9

10 10 10

11 11 11 11

10

9

4

6

2

3

7

8

ω/1-ζ (for ζ=0.5): ζ/1-ζ (for ω=0):

(partial transparency)

7/4 23/41/2 5/4 6/41/4
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0,83 0,55 0,36 0,24 0,10 0,59 0,90 0,99 1,00 0,99 0,99 0,99

0,74 0,43 0,27 0,21 0,14 0,43 0,78 0,96 0,98 0,96 0,96 0,96

6 8

13 11

14 14 14

3

8

9 6

7 8

5 5

1 1 3

3 4 4 5

10

5 2 32

6

4

5 224 2 2

4 5 5

6

14 14

12 78
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x r x f z ρ x r x f z ρ x r x f z ρ

PLM #1 0,000 0,000 0,000 -0,034 0,000 0,000 0,000 0,029 0,687 0,634 0,206 0,555

PLM #2 0,006 0,006 -0,003 0,755 0,319 0,265 0,479 0,795 0,313 0,366 -0,206 0,555

PLM #3 0,149 0,158 -0,320 0,872 0,050 0,053 -0,021 0,671 – – – –

PLM #4 0,449 0,464 -0,539 0,837 0,517 0,574 -0,502 0,735 – – – –

PLM #5 0,000 0,000 0,000 0,022 0,113 0,108 0,045 0,628 – – – –

PLM #6 0,396 0,372 0,862 0,556 – – – – – – – –

PLM #7 0,000 0,000 0,000 0,024 – – – – – – – –

Short-term Interest Rate

Table 7 - Sensitivity analysis: impact of initial conditions on predictor proportions
The table shows the limiting behaviour of predictor proportions under fixed and random initial conditions. The first
column lists the forecasting models used for forming expectations (7 for the short-term interest rate; 5 for inflation: 2 for
the exchange rate). The next columns show - for each of the 3 variables - 4 statistics: the average (across replications)
share of population selecting model i under random (x r ) and fixed (x f ) initial conditions; the standardised difference (z ) 
between x r and x f ; the correlation (ρ ) between random initial conditions and limit values of predictor proportions. The
denominator of z is the simple average of the standard deviations of the limit values of predictor proportions under
random and fxed initial conditions.   

Exchange RateInflation

54



(*)	 Requests	for	copies	should	be	sent	to:	
Banca	d’Italia	–	Servizio	Studi	di	struttura	economica	e	finanziaria	–	Divisione	Biblioteca	e	Archivio	storico	–	Via	
Nazionale,	91	–	00184	Rome	–	(fax	0039	06	47922059).	They	are	available	on	the	Internet	www.bancaditalia.it.

RECENTLY	PUBLISHED	“TEMI”	(*)

N.	 862	 –	 Does gender matter for public spending? Empirical evidence from Italian 
municipalities,	by	Massimiliano	Rigon	and	Giulia	M.	Tanzi	(April	2012).

N.	 863	 –	 House price cycles in emerging economies,	by	Alessio	Ciarlone	(April	2012).

N.	 864	 –	 Measuring the underground economy with the currency demand approach: a 
reinterpretation of the methodology, with an application to Italy,	by	Guerino	Ardizzi,	
Carmelo	Petraglia,	Massimiliano	Piacenza	and	Gilberto	Turati	(April	2012).

N.	 865	 –	 Corporate geography in multi-plant firms,	by	Rita	Cappariello,	Stefano	Federico	
and	Roberta	Zizza	(April	2012).

N.	 866	 –	 Don’t stand so close to me: the urban impact of immigration,	by	Antonio	Accetturo,	
Francesco	Manaresi,	Sauro	Mocetti	and	Elisabetta	Olivieri	(April	2012).

N.	 867	 –	 Disinflation effects in a medium-scale New Keynesian model: money supply rule 
versus interest rate rule,	by	Guido	Ascari	and	Tiziano	Ropele	(April	2012).

N.	 868	 –	 The economic costs of organized crime: evidence from southern Italy,	 by	Paolo	
Pinotti	(April	2012).

N.	 869	 –	 Network effects of public transport infrastructure: evidence on Italian regions,	by	
Valter	Di	Giacinto,	Giacinto	Micucci	and	Pasqualino	Montanaro	(July	2012).

N.	 870	 –	 To misreport or not to report? The measurement of household financial wealth,	by	
Andrea	Neri	and	Maria	Giovanna	Ranalli	(July	2012).

N.	 871	 –	 Capital destruction, jobless recoveries, and the discipline device role of 
unemployment,	by	Marianna	Riggi	(July	2012).

N.	 872	 –	 Selecting predictors by using Bayesian model averaging in bridge models,	 by	
Lorenzo	Bencivelli,	Massimiliano	Marcellino	and	Gianluca	Moretti	(July	2012).

N.	 873	 –	 Euro area and global oil shocks: an empirical model-based analysis,	by	Lorenzo	
Forni,	Andrea	Gerali,	Alessandro	Notarpietro	and	Massimiliano	Pisani	(July	2012).

N.	 874	 –	 Evidence on the impact of R&D and ICT investment on innovation and productivity 
in Italian firms,	by	Bronwyn	H.	Hall,	Francesca	Lotti	and	Jacques	Mairesse		(July	
2012).

N.	 875	 –	 Family background, self-confidence and economic outcomes,	by	Antonio	Filippin	
and	Marco	Paccagnella	(July	2012).

N.	 876	 –	 Banks’ reactions to Basel-III,	by	Paolo	Angelini	and	Andrea	Gerali	(July	2012).

N.	 877	 –	 Exporters and importers of services: firm-level evidence on Italy,	 by	 Stefano	
Federico	and	Enrico	Tosti	(September	2012).

N.	 878	 –	 Do food commodity prices have asymmetric effects on euro-area inflation?,	 by	
Mario	Porqueddu	and	Fabrizio	Venditti	(September	2012).

N.	 879	 –	 Industry dynamics and competition from low-wage countries: evidence on Italy,	by	
Stefano	Federico	(September	2012).

N.	 880	 –	 The micro dynamics of exporting: evidence from French firms,	by	Ines	Buono	and	
Harald	Fadinger	(September	2012).

N.	 881	 –	 On detecting end-of-sample instabilities,	by	Fabio	Busetti	(September	2012).

N.	 882	 –	 An empirical comparison of alternative credit default swap pricing models,	 by	
Michele	Leonardo	Bianchi	(September	2012).



"TEMI" LATER PUBLISHED ELSEWHERE 
 

2009 
 

F. PANETTA, F. SCHIVARDI and M. SHUM, Do mergers improve information? Evidence from the loan market, 
Journal of Money, Credit, and Banking, v. 41, 4, pp. 673-709, TD No. 521 (October 2004). 

M. BUGAMELLI and F. PATERNÒ, Do workers’ remittances reduce the probability of current account 
reversals?, World Development, v. 37, 12, pp. 1821-1838, TD No. 573 (January 2006). 

P. PAGANO and M. PISANI, Risk-adjusted forecasts of oil prices, The B.E. Journal of Macroeconomics, v. 
9, 1, Article 24, TD No. 585 (March 2006). 

M. PERICOLI and M. SBRACIA,  The CAPM and the risk appetite index: theoretical differences, empirical 
similarities, and implementation problems, International Finance, v. 12, 2, pp. 123-150, TD No. 
586 (March 2006). 

R. BRONZINI and P. PISELLI, Determinants of long-run regional productivity with geographical spillovers: 
the role of R&D, human capital and public infrastructure, Regional Science and Urban 
Economics, v. 39, 2, pp.187-199,  TD No. 597 (September 2006). 

U. ALBERTAZZI and L. GAMBACORTA, Bank profitability and the business cycle, Journal of Financial 
Stability, v. 5, 4, pp. 393-409,  TD No. 601 (September 2006). 

F. BALASSONE, D. FRANCO and S. ZOTTERI, The reliability of EMU fiscal indicators: risks and safeguards, 
in M. Larch and J. Nogueira Martins (eds.), Fiscal Policy Making in the European Union: an 
Assessment of Current Practice and Challenges, London, Routledge, TD No. 633 (June 2007). 

A. CIARLONE, P. PISELLI and G. TREBESCHI, Emerging Markets' Spreads and Global Financial Conditions, Journal 
of International Financial Markets, Institutions & Money, v. 19, 2, pp. 222-239, TD No. 637 (June 2007). 

S. MAGRI, The financing of small innovative firms: the Italian case,  Economics of Innovation and New 
Technology, v. 18, 2, pp. 181-204,  TD No. 640 (September 2007). 

V. DI GIACINTO and G. MICUCCI, The producer service sector in Italy: long-term growth and its local 
determinants, Spatial Economic Analysis, Vol. 4, No. 4, pp. 391-425,  TD No. 643 (September 2007). 

F. LORENZO, L. MONTEFORTE and L. SESSA, The general equilibrium effects of fiscal policy: estimates for the 
euro area, Journal of Public Economics, v. 93, 3-4, pp. 559-585, TD No. 652 (November 2007). 

Y. ALTUNBAS, L. GAMBACORTA and D. MARQUÉS, Securitisation and the bank lending channel, European 
Economic Review, v. 53, 8, pp. 996-1009, TD No. 653 (November 2007). 

R. GOLINELLI and S. MOMIGLIANO, The Cyclical Reaction of Fiscal Policies in the Euro Area. A Critical 
Survey of Empirical Research, Fiscal Studies, v. 30, 1, pp. 39-72, TD No. 654 (January 2008). 

P. DEL GIOVANE, S. FABIANI and R. SABBATINI, What’s behind “Inflation Perceptions”? A survey-based 
analysis of Italian consumers, Giornale degli Economisti e Annali di Economia, v. 68, 1, pp. 25-
52, TD No. 655 (January 2008). 

F. MACCHERONI, M. MARINACCI, A. RUSTICHINI and M. TABOGA, Portfolio selection with monotone mean-
variance preferences, Mathematical Finance, v. 19, 3, pp. 487-521, TD No. 664 (April 2008). 

M. AFFINITO and M. PIAZZA, What are borders made of? An analysis of barriers to European banking 
integration, in P. Alessandrini, M. Fratianni and A. Zazzaro (eds.): The Changing Geography of 
Banking and Finance, Dordrecht Heidelberg London New York, Springer, TD No. 666 (April 2008). 

A. BRANDOLINI, On applying synthetic indices of multidimensional well-being: health and income 
inequalities in France, Germany, Italy, and the United Kingdom, in R. Gotoh and P. Dumouchel 
(eds.), Against Injustice. The New Economics of Amartya Sen, Cambridge, Cambridge University 
Press, TD No. 668 (April 2008). 

G. FERRERO and A. NOBILI, Futures contract rates as monetary policy forecasts, International Journal of 
Central Banking, v. 5, 2, pp. 109-145, TD No. 681 (June 2008). 

P. CASADIO, M. LO CONTE and A. NERI, Balancing work and family in Italy: the new mothers’ employment 
decisions around childbearing, in T. Addabbo and G. Solinas (eds.), Non-Standard Employment and 
Qualità of Work, Physica-Verlag. A Sprinter Company, TD No. 684 (August 2008). 

L. ARCIERO, C. BIANCOTTI, L. D'AURIZIO and C. IMPENNA, Exploring agent-based methods for the analysis 
of payment systems: A crisis model for StarLogo TNG, Journal of Artificial Societies and Social 
Simulation, v. 12, 1, TD No. 686 (August 2008). 

A. CALZA and A. ZAGHINI, Nonlinearities in the dynamics of the euro area demand for M1, 
Macroeconomic Dynamics, v. 13, 1, pp. 1-19, TD No. 690 (September 2008). 

L. FRANCESCO and A. SECCHI, Technological change and the households’ demand for currency, Journal of 
Monetary Economics, v. 56, 2, pp. 222-230, TD No. 697 (December 2008). 



G. ASCARI and T. ROPELE, Trend inflation, taylor principle, and indeterminacy, Journal of Money, Credit 
and Banking, v. 41, 8, pp. 1557-1584, TD No. 708 (May 2007). 

S. COLAROSSI and A. ZAGHINI, Gradualism, transparency and the improved operational framework: a look at 
overnight volatility transmission, International Finance, v. 12, 2, pp. 151-170, TD No. 710 (May 2009). 

M. BUGAMELLI, F. SCHIVARDI and R. ZIZZA, The euro and firm restructuring, in A. Alesina e F. Giavazzi 
(eds): Europe and the Euro, Chicago, University of Chicago Press, TD No. 716 (June 2009). 

B. HALL, F. LOTTI and J. MAIRESSE, Innovation and productivity in SMEs: empirical evidence for Italy, 
Small Business Economics, v. 33, 1, pp. 13-33, TD No. 718 (June 2009). 

 

2010 
 

A. PRATI and M. SBRACIA,  Uncertainty and currency crises: evidence from survey data, Journal of 
Monetary Economics, v, 57, 6, pp. 668-681, TD No. 446 (July 2002). 

L. MONTEFORTE and S. SIVIERO, The Economic Consequences of Euro Area Modelling Shortcuts, Applied 
Economics, v. 42, 19-21, pp. 2399-2415, TD No. 458 (December 2002). 

S. MAGRI, Debt maturity choice of nonpublic Italian firms  , Journal of Money, Credit, and Banking, v.42, 
2-3, pp. 443-463, TD No. 574 (January 2006). 

G. DE BLASIO and G. NUZZO, Historical traditions of civicness and local economic development, Journal of 
Regional Science, v. 50, 4, pp. 833-857,  TD No. 591 (May 2006). 

E. IOSSA and G. PALUMBO, Over-optimism and lender liability in the consumer credit market, Oxford 
Economic Papers,  v. 62, 2, pp. 374-394, TD No. 598 (September 2006). 

S. NERI and A. NOBILI, The transmission of US monetary policy to the euro area, International Finance, v. 
13, 1, pp. 55-78, TD No. 606 (December 2006). 

F. ALTISSIMO, R. CRISTADORO, M. FORNI, M. LIPPI and G. VERONESE, New Eurocoin: Tracking Economic Growth 
in Real Time, Review of Economics and Statistics, v. 92, 4, pp. 1024-1034, TD No. 631 (June 2007). 

U. ALBERTAZZI and L. GAMBACORTA, Bank profitability and taxation, Journal of Banking and Finance, v. 
34, 11, pp. 2801-2810,  TD No. 649 (November 2007). 

M. IACOVIELLO and S. NERI, Housing market spillovers: evidence from an estimated DSGE model, 
American Economic Journal: Macroeconomics, v. 2, 2, pp. 125-164, TD No. 659 (January 2008). 

F. BALASSONE, F. MAURA and S. ZOTTERI, Cyclical asymmetry in fiscal variables in the EU, Empirica, TD 
No. 671, v. 37, 4, pp. 381-402  (June 2008). 

F. D'AMURI, O. GIANMARCO I.P. and P. GIOVANNI, The labor market impact of immigration on the western 
german labor market in the 1990s, European Economic Review, v. 54, 4, pp. 550-570, TD No. 
687 (August 2008). 

A. ACCETTURO, Agglomeration and growth: the effects of commuting costs, Papers in Regional Science, v. 
89, 1, pp. 173-190, TD No. 688 (September 2008). 

S. NOBILI and G. PALAZZO, Explaining and forecasting bond risk premiums, Financial Analysts Journal, v. 
66, 4, pp. 67-82, TD No. 689 (September 2008). 

A. B. ATKINSON and A. BRANDOLINI, On analysing the world distribution of income, World Bank 
Economic Review , v. 24, 1 , pp. 1-37, TD No. 701 (January 2009). 

R. CAPPARIELLO and R. ZIZZA, Dropping the Books and Working Off the Books, Labour, v. 24, 2, pp. 139-
162 ,TD No. 702 (January 2009). 

C. NICOLETTI and C. RONDINELLI, The (mis)specification of discrete duration models with unobserved 
heterogeneity: a Monte Carlo study, Journal of Econometrics, v. 159, 1, pp. 1-13, TD No. 705 
(March 2009). 

L. FORNI, A. GERALI and M. PISANI, Macroeconomic effects of greater competition in the service sector: 
the case of Italy, Macroeconomic Dynamics, v. 14, 5, pp. 677-708, TD No. 706 (March 2009). 

V. DI GIACINTO, G. MICUCCI and P. MONTANARO, Dynamic macroeconomic effects of public capital: 
evidence from regional Italian data, Giornale degli economisti e annali di economia, v. 69, 1, pp. 29-
66, TD No. 733 (November 2009). 

F. COLUMBA, L. GAMBACORTA and P. E. MISTRULLI, Mutual Guarantee institutions and small business 
finance, Journal of Financial Stability, v. 6, 1, pp. 45-54, TD No. 735 (November 2009). 

A. GERALI, S. NERI, L. SESSA and F. M. SIGNORETTI, Credit and banking in a DSGE model of the Euro 
Area, Journal of Money, Credit and Banking, v. 42, 6, pp. 107-141, TD No. 740 (January 2010). 

M. AFFINITO and E. TAGLIAFERRI, Why do (or did?) banks securitize their loans? Evidence from Italy, Journal 



of Financial Stability, v. 6, 4, pp. 189-202, TD No. 741 (January 2010). 

S. FEDERICO, Outsourcing versus integration at home or abroad and firm heterogeneity, Empirica, v. 37, 
1, pp. 47-63, TD No. 742 (February 2010). 

V. DI GIACINTO, On vector autoregressive modeling in space and time, Journal of Geographical Systems, v. 12, 
2, pp. 125-154,  TD No. 746 (February 2010). 

L. FORNI, A. GERALI and M. PISANI, The macroeconomics of fiscal consolidations in euro area countries, 
Journal of Economic Dynamics and Control, v. 34, 9, pp. 1791-1812, TD No. 747 (March 2010). 

S. MOCETTI and C. PORELLO, How does immigration affect native internal mobility? new evidence from 
Italy, Regional Science and Urban Economics, v. 40, 6, pp. 427-439, TD No. 748 (March 2010). 

A. DI CESARE and G. GUAZZAROTTI, An analysis of the determinants of credit default swap spread 
changes before and during the subprime financial turmoil, Journal of Current Issues in Finance, 
Business and Economics, v. 3, 4, pp., TD No. 749 (March 2010). 

P. CIPOLLONE, P. MONTANARO and P. SESTITO, Value-added measures in Italian high schools: problems 
and findings, Giornale degli economisti e annali di economia, v. 69, 2, pp. 81-114, TD No. 754 
(March 2010). 

A. BRANDOLINI, S. MAGRI and T. M SMEEDING, Asset-based measurement of poverty, Journal of Policy 
Analysis and Management, v. 29, 2 , pp. 267-284, TD No. 755 (March 2010). 

G. CAPPELLETTI, A Note on rationalizability and restrictions on beliefs, The B.E. Journal of Theoretical 
Economics, v. 10, 1, pp. 1-11,TD No. 757 (April 2010). 

S. DI ADDARIO and D. VURI, Entrepreneurship and market size. the case of young college graduates in 
Italy, Labour Economics, v. 17, 5, pp. 848-858, TD No. 775 (September 2010). 

A. CALZA and A. ZAGHINI, Sectoral money demand and the great disinflation in the US, Journal of Money, 
Credit, and Banking, v. 42, 8, pp. 1663-1678, TD No. 785 (January 2011). 

 

2011 
 

S. DI ADDARIO, Job search in thick markets, Journal of Urban Economics, v. 69, 3, pp. 303-318, TD No. 
605 (December 2006). 

F. SCHIVARDI and E. VIVIANO, Entry barriers in retail trade, Economic Journal, v. 121, 551, pp. 145-170, TD 
No. 616 (February 2007). 

G. FERRERO, A. NOBILI and P. PASSIGLIA, Assessing excess liquidity in the Euro Area: the role of sectoral 
distribution of money, Applied Economics, v. 43, 23, pp. 3213-3230, TD No. 627 (April 2007). 

P. E. MISTRULLI, Assessing financial contagion in the interbank market: maximun entropy versus observed 
interbank lending patterns, Journal of Banking & Finance, v. 35, 5, pp. 1114-1127, TD No. 641 
(September 2007). 

E. CIAPANNA, Directed matching with endogenous markov probability: clients or competitors?, The 
RAND Journal of Economics, v. 42, 1, pp. 92-120, TD No. 665 (April 2008). 

M. BUGAMELLI and F. PATERNÒ, Output growth volatility and remittances, Economica, v. 78, 311, pp. 
480-500, TD No. 673 (June 2008). 

V. DI GIACINTO e M. PAGNINI, Local and global agglomeration patterns: two econometrics-based  
indicators, Regional Science and Urban Economics, v. 41, 3, pp. 266-280, TD No. 674 (June 2008). 

G. BARONE and F. CINGANO, Service regulation and growth: evidence from OECD countries, Economic 
Journal, v. 121, 555, pp. 931-957,  TD No. 675 (June 2008). 

R. GIORDANO and P. TOMMASINO, What determines debt intolerance? The role of political and monetary 
institutions, European Journal of Political Economy, v. 27, 3, pp. 471-484, TD No. 700 (January 2009). 

P. ANGELINI, A. NOBILI e C. PICILLO, The interbank market after August 2007: What has changed, and 
why?, Journal of Money, Credit and Banking, v. 43, 5, pp. 923-958, TD No. 731 (October 2009). 

L. FORNI, A. GERALI and M. PISANI, The Macroeconomics of Fiscal Consolidation in a Monetary Union: 
the Case of Italy, in Luigi Paganetto (ed.), Recovery after the crisis. Perspectives and policies, 
VDM Verlag Dr. Muller, TD No. 747 (March 2010). 

A. DI CESARE and G. GUAZZAROTTI, An analysis of the determinants of credit default swap changes before 
and during the subprime financial turmoil, in Barbara L. Campos and Janet P. Wilkins (eds.), The 
Financial Crisis: Issues in Business, Finance and Global Economics, New York, Nova Science 
Publishers, Inc., TD No. 749 (March 2010). 

A. LEVY and A. ZAGHINI, The pricing of government guaranteed bank bonds, Banks and Bank Systems, v. 
6, 3, pp. 16-24,  TD No. 753 (March 2010). 



G. GRANDE and I. VISCO, A public guarantee of a minimum return to defined contribution pension scheme 
members, The Journal of Risk, v. 13, 3, pp. 3-43, TD No. 762 (June 2010). 

P. DEL GIOVANE, G. ERAMO and A. NOBILI, Disentangling demand and supply in credit developments: a 
survey-based analysis for Italy, Journal of Banking and Finance, v. 35, 10, pp. 2719-2732, TD No. 
764 (June 2010). 

G. BARONE and S. MOCETTI, With a little help from abroad: the effect of low-skilled immigration on the 
female labour supply, Labour Economics, v. 18, 5, pp. 664-675, TD No. 766 (July 2010). 

A. FELETTIGH and S. FEDERICO, Measuring the price elasticity of import demand in the destination markets of 
italian exports, Economia e Politica Industriale, v. 38, 1, pp. 127-162, TD No. 776 (October 2010). 

S. MAGRI and R. PICO, The rise of risk-based pricing of mortgage interest rates in Italy, Journal of 
Banking and Finance, v. 35, 5, pp. 1277-1290, TD No. 778 (October 2010). 

M. TABOGA, Under/over-valuation of the stock market and cyclically adjusted earnings, International 
Finance, v. 14, 1, pp. 135-164, TD No. 780 (December 2010). 

S. NERI, Housing, consumption and monetary policy: how different are the U.S. and the Euro area?, Journal 
of Banking and Finance, v.35, 11, pp. 3019-3041, TD No. 807 (April 2011). 

V. CUCINIELLO, The welfare effect of foreign monetary conservatism with non-atomistic wage setters, Journal 
of Money, Credit and Banking, v. 43, 8, pp. 1719-1734, TD No. 810 (June 2011). 

A. CALZA and A. ZAGHINI, welfare costs of inflation and the circulation of US currency abroad, The B.E. 
Journal of Macroeconomics, v. 11, 1, Art. 12, TD No. 812 (June 2011). 

I. FAIELLA, La spesa energetica delle famiglie italiane, Energia, v. 32, 4, pp. 40-46, TD No. 822 (September 
2011). 

R. DE BONIS and A. SILVESTRINI, The effects of financial and real wealth on consumption: new evidence from 
OECD countries, Applied Financial Economics, v. 21, 5, pp. 409–425, TD No. 837 (November 2011). 

 

2012 
 

F. CINGANO and A. ROSOLIA, People I know: job search and social networks, Journal of Labor Economics, v. 
30, 2, pp. 291-332,  TD No. 600 (September 2006). 

G. GOBBI and R. ZIZZA, Does the underground economy hold back financial deepening? Evidence from the 
italian credit market, Economia Marche, Review of Regional Studies, v. 31, 1, pp. 1-29, TD No. 646 
(November 2006). 

S. MOCETTI, Educational choices and the selection process before and after compulsory school, Education 
Economics, v. 20, 2, pp. 189-209, TD No. 691 (September 2008). 

A. ACCETTURO and G. DE BLASIO, Policies for local development: an evaluation of Italy’s “Patti 
Territoriali”, Regional Science and Urban Economics, v. 42, 1-2, pp. 15-26, TD No. 789 
(January 2006). 

F. BUSETTI and S. DI SANZO, Bootstrap LR tests of stationarity, common trends and cointegration, Journal 
of Statistical Computation and Simulation, v. 82, 9, pp. 1343-1355, TD No. 799 (March 2006). 

S. NERI and T. ROPELE, Imperfect information, real-time data and monetary policy in the Euro area, The 
Economic Journal, v. 122, 561, pp. 651-674,  TD No. 802 (March 2011). 

A. ANZUINI and F. FORNARI, Macroeconomic determinants of carry trade activity, Review of International 
Economics, v. 20, 3, pp. 468-488,  TD No. 817 (September 2011). 

R. CRISTADORO and D. MARCONI, Household savings in China, Journal of Chinese Economic and 
Business Studies, v. 10, 3, pp. 275-299,  TD No. 838 (November 2011). 

A. FILIPPIN and M. PACCAGNELLA, Family background, self-confidence and economic outcomes, 
Economics of Education Review, v. 31, 5, pp. 824-834,  TD No. 875 (July 2012). 

 

 

 

FORTHCOMING 
 

M. BUGAMELLI and A. ROSOLIA, Produttività e concorrenza estera, Rivista di politica economica, TD No. 
578 (February 2006). 

P. SESTITO and E. VIVIANO, Reservation wages: explaining some puzzling regional patterns, Labour,  
TD No. 696 (December 2008). 



P. PINOTTI, M. BIANCHI and P. BUONANNO, Do immigrants cause crime?, Journal of the European 
Economic Association, TD No. 698 (December 2008). 

F. LIPPI and A. NOBILI, Oil and the macroeconomy: a quantitative structural analysis, Journal of European 
Economic Association, TD No. 704 (March 2009). 

F. CINGANO and P. PINOTTI, Politicians at work. The private returns and social costs of political connections, 
Journal of the European Economic Association, TD No. 709 (May 2009). 

Y. ALTUNBAS, L. GAMBACORTA, and D. MARQUÉS-IBÁÑEZ, Bank risk and monetary policy, Journal of 
Financial Stability, TD No. 712 (May 2009). 

G. BARONE and S. MOCETTI, Tax morale and public spending inefficiency, International Tax and Public 
Finance,  TD No. 732 (November 2009). 

S. FEDERICO, Headquarter intensity and the choice between outsourcing versus integration at home or 
abroad, Industrial and Corporate Change, TD No. 742 (February 2010). 

I. BUONO and G. LALANNE, The effect of the Uruguay Round on the intensive and extensive margins of 
trade, Journal of International Economics,  TD No. 835 (February 2011). 

G. BARONE, R. FELICI and M. PAGNINI, Switching costs in local credit markets, International Journal of 
Industrial Organization,  TD No. 760 (June 2010). 

E. COCOZZA and P. PISELLI, Testing for east-west contagion in the European banking sector during the 
financial crisis, in R. Matoušek; D. Stavárek (eds.), Financial Integration in the European Union, 
Taylor & Francis,  TD No. 790 (February 2011). 

A. DE SOCIO, Squeezing liquidity in a “lemons market” or asking liquidity “on tap”, Journal of Banking and 
Finance, TD No. 819 (September 2011). 

M. AFFINITO, Do interbank customer relationships exist? And how did they function in the crisis? Learning 
from Italy, Journal of Banking and Finance, TD No. 826 (October 2011). 

O. BLANCHARD and M. RIGGI, Why are the 2000s so different from the 1970s? A structural interpretation 
of changes in the macroeconomic effects of oil prices, Journal of the European Economic 
Association,  TD No. 835 (November 2011). 

S. FEDERICO, Industry dynamics and competition from low-wage countries: evidence on Italy, Oxford 
Bulletin of Economics and Statistics, TD No. 877 (settembre 2012). 

 




