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EVIDENCE ON THE IMPACT OF R&D AND ICT INVESTMENT ON
INNOVATION AND PRODUCTIVITY INITALIAN FIRMS

by Bronwyn H. Hall,* Francesca Lotti,® and Jacques Mairesse*

Abstract

The paper investigates R&D and ICT investment at firm level, assessing their
relative importance and the extent to which they are complements or substitutes. We
use data on a large unbalanced panel sample from four consecutive waves of a survey
of Italian manufacturing firms, together with a version of the model developed by
Crepon et a., 1998, modified to include ICT investment and R&D as the two main
inputs of innovation and productivity. We find that R&D and ICT are both strongly
associated with innovation and productivity, with R&D being more important for
innovation and ICT for productivity. We explore their possible complementarity in
innovation and production but find none, although there is complementarity between
R&D and worker skill in innovation.
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1. Introduction’

Both Research and Development (R&D) and Informatimmd Communication
Technology (ICT) investment have been identified aseas of relative
underperformance in Europe vis-a-vis the UnitedeStaFor example, Van Arét al.

(2003) concluded the following in their study oftlneasons for lower productivity
growth in Europe: “The results show that U.S. ptlity has grown faster than in the
EU because of a larger employment share in the p@ducing sector and faster
productivity growth in services industries that raaktensive use of ICT.” Moncada-
Paterno-Castell@t al. (2009), Hall and Mairesse (2009), and O’Sulliva®@@) all

point to the differences in industrial structurpedifically the smaller ICT producing

sector as the main cause of lower R&D intensitiumope.

It is also true that the ICT share of investmentibys in all sectors is lower in Europe
than in the United States. Figure 1 shows the R&Westment-GDP and ICT
investment-GDP shares for the EU15 and the UnitateS over the 1995-2007 period.
Both show a significant gap and the ICT gap is seha larger than that for R&D.
Thus not only is the ICT-producing sector smalieEurope, but it is also true that less
investment in ICT is taking place relative to G[8®. it is natural to ask whether ICT
investment results in innovation and productivitpwth in European firms, and how
this kind of investment interacts with R&D investmheDo European firms invest less
in ICT because the productivity of such investmsrow, or are there other causes for
this low investment rate? Looking at ICT investmenthin Europe, as we do in Figure

2, we can see that the laggards in ICT as a sHaa# mvestment are Austria, Italy,

" We would like to thank the Unicredit research dépant for having kindly supplied firm level datar f
this project, in particular Elena D’Alfonso, AttiliPasetto, and Toni Riti. We also thank Isabel Byso
Rachel Griffith, Steve Bond, Marco Vivarelli, sermmparticipants at the Politecnico di Milano and
Universitat Autonoma de Barcelona, and participaintsthe Conference on the Economics of
Information and Communication Technologies, Pasisgd in the 18 110C Conference, for useful
comments. The views expressed herein are thodeduthors and do not necessarily reflect the views
of the Bank of Italy.



Portugal, and Spaih.This is one of the reasons why the current papercts its

attention to data on ltalian firms.

There is also considerable policy interest in th&lications of these kinds of
investment (R&D and ICT) for the skill compositiaf the workforce. One might
expect that R&D would be targeted mainly at new sighificantly improved product
innovation (following the results of much earliemgeys, such as Mansfield, 1968). In
contrast, ICT investment has frequently been fownlde accompanied by innovations
in processing and the organization of work witthe firm (e.g., Greenaet al, 2001).
To our knowledge, very few papers have investig&&® and ICT investment jointly
and tried to assess their relative importance amdhiat extent they are complements or
substitutes. The few papers in the literature hpraduced conflicting results. For
example, while Cerquera and Klein (2008) find thahore intense use of ICT brings
about a reduction in R&D effort in German firms, |[dRo et al. (2009) find a
complementarity effect of ICT with respect to inatien in the service sector only in

the Netherlands, albeit one that is small in magiat

In this paper we use a version of the well-knowndeloof R&D, innovation, and
productivity that is due to Crépon, Duguet, and félsge (1998) to go beyond prior
work in this area. We treat ICT in parallel with R&s an input to innovation rather
than simply as an input of the production functiBg.doing this, we take into account
the possible complementarities among different sypé innovation activities. In
addition we add measures of organizational innowdi explore the interaction among
all these factors. Our analysis examines the fewell relationships between product,
process and organizational innovation, labor ardl feroductivity, and two of their
major determinants, namely R&D and ICT, using aatdirms from a single European
country, ltaly. The evidence is based on a largelanced panel data sample of Italian
manufacturing firms in the 1995-2006 period, camstted from the four consecutive

waves of the “Survey on Manufacturing Firms” contéaicby Unicredit.

! The figure shows ICT investment as a share inggfixed capital formation from the OECD website
for 13 EU countries and the United States. No dstavailable for Luxembourg and Greece, the
remaining members of the EU15.



Taking advantage of our previous work (Hall, Lattid Mairesse 2008 and 2009), and
in the spirit of Poldeet al. (2009), we rely on an extension of a modified merof the
CDM model (Griffith et al, 2006) that includes ICT investment together ViRtD as
two main inputs into innovation and productivityhi§ extension of the model
specification leads to augmented difficulties irtireation owing to the increased
number of equations with qualitative dependentaldées: we bypass some of these
difficulties by estimating the different blocks tie model sequentially, while still
correcting for endogeneity and selectivity in fiR&D investment We first consider a
model of R&D investment (consisting of a probit flwe presence of the investment
and a regression that predicts its level). Nextteg different sets of (univariate and
guadrivariate) probit equations for binary indigatoof product, process, and
organizational innovation with the levels of R&DdICT investments as predictor
variables. Finally we estimate the productivity swofs of the different modes of

innovation in a production function, controlling fehysical capital.

The next section of the paper reviews the micraienwetric evidence on the use of
information and communication technology to enhatheproductivity of firms. This
is followed by a presentation of our model, datd #e results of estimation. The final

section offers some preliminary conclusions.

2. ICT and productivity: a micro perspective

The earliest studies on the link between ICT aratlpetivity at the macro level were
mainly aimed at understanding the so-called Soloavadox, i.e. the fact that
“‘computers were visible everywhere except in thedpctivity statistics” (Solow,
1985).

In fact, measuring ICT correctly at the aggregatesl is a non-trivial issue. The ideal
measure capturing the economic contribution oftehmputs in a production theory
context is the flow of capital services, but builglithis variable from raw data entails

non-trivial assumptions regarding the measureménthe investment flows in the

2 To correct for the use of sequential estimatioa,estimate panel bootstrap standard errors for some
our models, and find relatively small increasestlie standard errors on the coefficients of the
instrumented (predicted) variables.



different assets and the aggregation over vintafj@sgiven type of asset. Moreover,
deflators must be based on hedonic techniques dgihesnapid technical change in this

sector.

Availability of data at the firm level enables orie overcome some of the
aforementioned issues and at the same time to atémuheterogeneity. In fact, many
studies find an impact on productivity that is geeahan that for ordinary non-ICT
investment, measuring ICT with alternative proxidse a measure of the stock of a
firm’'s computer hardware at the establishment |gBalynjolfsson and Hitt 1995,
Brynjolfsson and Yang 1998, Brynjolfsson and Hi@tOR, Brynjolfssonet al. 2002),
ICT use at the firm level (number of PCs, the usaaiwork, number of employees
using ICT; Greenan and Mairesse, 2000) and ICTsiment expenditure. The latter
measure is clearly desirable, as it provides actimeeasure of investment outlay that
can be easily used in a production function andwalkrely on it in our empirical
analysis. Also, when working with cross sectionagaas we do here, such an
investment measure is highly correlated with theesponding capital stock measure

at the firm level, and much easier to measure.

Even if based on different indicators, the relaglip between ICT and productivity at
the firm level is generally positive (Black and lgjn (2001) and Bresnahast al.
(2002) for the US, Greenaat al. (2001) for France, Bugamelli and Pagano (2004) and
more recently, Castiglione (2009) on lItaly), butTl@lone is not enough to affect
productivity. In fact, Black and Lynch (2001) andeBnahan (2002) focus on the
interaction between ICT, human capital and orgdiumal innovation. Ignoring these
complementarities may lead to overestimating tifecebf ICT on productivity. In fact,
development of ICT projects requires reorganizatainthe firm around the new
technology, but reorganization needs time to bdempnted and, more importantly, it
implies costs, like retraining of workers, consotsa management time. See also
Brynjolfsson et al. (2002) on the firm valuation effects of informatidgechnology
acquisition, which they show to be partly proxyiiog the costs of the organizational

change that accompanies such acquisition.

Therefore, we treat ICT as an input, both of thedpction function and, more
importantly, of the knowledge production functidn.the first case, we reconcile with
a more traditional view: ICT enables “organizatidnavestments, mainly business

processes and new work practices which, in tuea] to cost reductions and improved
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output and, hence, productivity gains. In a lesslittonal view, ICT is an input for
producing new goods and services (like internekivay), new ways of doing business
(B2B) and new ways of producing goods and servigetegrated management).
Consequently, in our modeling framework we treal B3 a pervasive input rather than
an input of the production function only. By doiag, we take explicitly into account
possible complementarities with innovation activitynainly R&D but also

organizational innovation.

We directly incorporate ICT expenditure into a stamal model based on the “CDM”

framework (Crépon-Duguet-Mairesse, 1998). Crépoogu2t and Mairesse (1998)
propose a model of the relationship among innowaiigput, innovation output and

productivity. The structural model allows a clodeok at the black box of the

innovation process at the firm level: it not onlgabyzes the relationship between
innovation input and productivity, but it also skedome light on the process in
between the two. The CDM approach is based oneettep model following the

logic of firms’ decisions and outcomes in termsirafovation. In the first step, firms

decide whether to engage in R&D or not and the arhotiresources to invest. Given
the firm’s decision to invest in innovation, thecged step is characterized by a
knowledge production function (as in Pakes andi¢hels, 1984) in which innovation

output stems from innovation input and other infadtors. In the third step, an
innovation augmented Cobb-Douglas production fwmctdescribes the effect of
innovative output on the firm’s labor productivitVe extend the CDM model to

include an equation for ICT as an enabler of intiomaand organizational innovation
as an indicator of innovation output, as in Poldéral. (2009). Using data from

different sources (mainly surveys) at the Stassiitetherlands on firms belonging to
the manufacturing and services industries, Poddeal. find that ICT is an important

driver of innovation. While doing more R&D has asfiive effect on product

innovation in manufacturing only, they find posdieffects of product and process
innovation when combined with organizational inniaa in both sectors.



3. The extended CDM model

The model we use has three blocks, as reportedgumeF3. The first consists of the
decision whether to invest in R&D, and how muctspend on the investmehiThe
second consists of a set of binary innovation aue®during the previous three years:
introduction of a new or significantly improved pess, introduction of a new or
significantly improved product, organizational chen associated with process
innovation, or organizational change associatech witoduct innovation. These
outcomes are presumed to be driven by the investaerisions of the firms with
respect to R&D, physical capital. The element ofelty is the inclusion of ICT
expenditure at this stage to explain innovationivdagt The final equation is a
conventional labor productivity regression thatliies the innovation outcomes as
well. All of the equations in the model are progetbn a list of “exogenous” variables
that include a quadratic in the log of firm sizeguwadratic in the log of firm age, year
dummies, survey wave dummies, 20 two-digit industymmies, and 20 regional
dummies. The survey wave dummies are a set ofatuti for the firm’s presence or
absence in the four waves of the suri/@he left-out categories are the 1998 year, the

machinery industry, the Lombardy region (includMdgan), and the first wave pattern.

To summarize, productivity is assumed to dependnoovation, and innovation to
depend on investment choices. Of necessity, ounatbn is cross-sectional only, for
two reasons: first, we have few cases with mora thr@e year per firm (the average
number of observations per firm is 1.4). Secone, timing of the questions of the
survey is such that we cannot really assume a tdoauasal relationship between
investment and innovation, since both are measoved the preceding three years in
the questionnaire. Therefore the results that \werteshould be viewed as associations

rather than as causal relationships. This use awbss-sectional approach also means

3 We chose not to treat ICT investment in parakeR&D because the problem of unobserved ICT
investment is not likely to be of the same ordemafgnitude as that for R&D. Roughly 30 per cent of
firms report that they did not invest in ICT duritlie past three years, and we included a dummy for
these firms in the regressions where ICT is inalude the right hand side. Note also that we dropped
few cases where total investment (ICT and non-I®d3 zero.

* For example, a firm present in all the four wawéishave a “1111” code, “1000” if present in thiest
only, “1100” if in the first and in the second onnd so forth. These codes are transformed it af
fourteen dummies {2= 16 minus the 0000 case and the exclusion réstijc
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that the use of investment flows rather than stackshe innovation equations is
inconsequential. The following subsections disctiss models estimated in more

detail.
31 The R& D decision

In this first stage, as in the standard CDM moded, treat the decision to invest in
R&D. A firm must decide whether to do R&D or ndteh, given that the firm chooses
to do R&D, it must choose the investment intensityis statement of the problem can
be modeled with a standard sample selection mdd. use X to denote R&D

investment, and define the model as follows:

DX :{1 if DXi: =wa+e >§ W
0 if DX, =wa+g&<T

DX; is an (observable) indicator function that taketug 1 if firmi has (or reports)

positive expenditures 0§, DX, is a latent indicator variable such that firmecides to

perform (or to report) expenditures if it is abowegyiven threshold, w; is a set of

explanatory variables affecting the decision, anthe error term. For those firms doing

R&D, we observe the intensity of resources devitidtiese activities:

X:{Xi =zB+e if DX=1 )

"o if DX =0

whereX* is the unobserved latent variable correspondirtedirm’s investment, and
z is a set of determinants of the expenditure intgndVe measure expenditure
intensity as the logarithm of R&D spending per emypk. Assuming that the error

terms in (1) and (2) are bivariate normal with zerean and covariance matrix given

by
po,. O,

the system of equations (1) and (2) can be estdnayemaximum likelihood. In the
literature, this model is sometimes referred to aasHeckman selection model
(Heckman, 1979) or Tobit type Il model (Amemiya34%

Before estimating the selection model for R&D, werfprmed a semi-parametric test

for the presence of selection bias (see Das, Namdyella, 2003, and Vella, 1998 for
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a survey). Results are in Table 3 in the Appendidike the case in Hall et al. (2009),
which used only small and medium-sized firms, wenfib significant bias in the R&D

equation from selection, so we included the sedaathodel in our estimation strategy.

3.2 | nnovation outcomes

In the second step, we estimate a knowledge pratudtinction but, unlike the
original CDM model, we add ICT investment as a pgmesdeterminant of innovation.
In order to account for that part of innovationidtt that has not been formalized, we
do not restrict estimation to R&D or ICT performifigns only. This is likely to be
especially important for SMEs, which represent lye&0% of our sample. The
outcomes of the knowledge production function awa types of innovation: product,
process, and organizational innovation associattueither of thesé:

INNO/ =y, RO +y T ICT+y' 1+ xd +y  j=1,...4 (4)

whereRD* is the latent R&D effort, which is proxied by thesdicted value of R&D
from the model in the first stedCT; is ICT investment intensityl; is physical
investment intensify(other than ICT) , and the error terfog are distributed normally

with covariance matrix.

We measure ICT and ordinary investment intensdgshe log of annual expenditure
per employee. We argue that including the predi®&D intensity in the regression
accounts for the fact that all firms may have sdamel of innovative effort, but only
some of them report it (Griffittet al, 2006). Moreover, using the predicted value
instead of the realized value is a sensible wagdtsument the innovative effort in the
knowledge production function in order to deal wdimultaneity problem between
R&D and the expectation of innovative success. Hawregiven the fact that the model

is estimated in sequential stages, conventionadara error estimates will be biased

® We present the general form of the model heréy thi¢ four distinct types of innovation. In praetive
found the effects difficult to identify separatelgd later on we explore various reductions of tiogleh
to 2 or 3 innovation variables only.

® Since in the empirical specification we take tlog lof the ICT investment variable (and as a
consequence firms with zero ICT investment woulah tinto missing observation), we add a dummy
variable for non-zero ICT investment.
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and we present standard errors computed via a pfewgstrap. In general, using a
bootstrap makes relatively little difference to #tandard errors, except those for the

innovation probability in the productivity equation

We also explored the use of our measures of skpredicting innovative activity. We
have two types of measures available: the numbeerployees with diploma
superiore degrees (high school) and laurea degrees (college) the number of
employees that are executives or white collar werké turns out that the degree
shares were much weaker predictors, so we chokets on the share of executives
and white collar workers as a proxy for the empéogkills. There are several reasons
why the degree shares are not good predictors:dirall there are substantially more
missing values than for the other skill indicatdlonetheless, looking at the raw
numbers, only 4.7 % of the employees in our sarhple a college degree: too few for
a robust identification. Second, it is more plalesibat the respondent has a clear idea
about the partitioning of the labor force in terafishare of executives and white collar
rather than for its level of education. Third, ealignal and skill mismatches are a very
common phenomenon, especially in smaller firmsr¢fde, 2010).

Equation (4) is estimated as a quadrivariate protmtiel using the GHK algorithm

(Greene 2003, Cappellari and Jenkins, 2006), asgumhiat the firm characteristics
which affect the various kinds of innovation are tame, although of course their
impact may differ. We also estimate a univariated &arious bivariate and trivariate
probit versions of the model, finally concludingtithe various types of innovation and
their predictors are so correlated that it is nosgible to extract more than one

dimension of innovation from them.
3.3  Theproductivity equation

In the third and final step of the model, productie modeled using a simple Cobb-

Douglas technology with labor, capital, and knowledputs:
Yi :”1K+INNQ772+ 4y +v, )

wherey is labor productivity (sales per employee, in Jodgsis the log of capital per
worker,INNO* is the predicted probability of innovation from teecond step, and the
Z are the controls included in all equations. Nb&g Z includes the log of employment

(size), so that this production equation does mgiose constant returns to scale.
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We tried to include in the productivity equationteahative combinations of the
predicted probabilities of process, product andapizational innovation, but the high
levels of correlation between them prevented usnfrobtaining stable results.
Therefore, in line with the results from Table 4e wecided to simply include the

probability of any kind of innovation instead.

4. Data and descriptive statistics

We use firm level data from the™78" 9" and 18 waves of the “Survey on
Manufacturing Firms” conducted by Unicredit (anlita commercial bank, formerly
known as Medicredito-Capitalia). These four survesse carried out in 1998, 2001,
2004 and 2007 respectively, using gquestionnairenirastered to a representative
sample of Italian manufacturing firms. Each survegvered the three years
immediately prior (1995-1997, 1998-2000, 2001-20&3d 2004-2006) and although
the survey questionnaires were not identical irfall of the surveys, they were very
similar in the sections used in this work. All fisrwith more than 500 employees were
included in the surveys, whereas smaller firms vgslected using a sampling design
stratified by geographical area, industry, and faize. We merged the data from these
four surveys, excluding firms with incomplete infoation or with extreme

observations for the variables of interést.

Our final sample is an unbalanced panel of 14,28<gervations on 9,850 firms, of
which only 96 are present in all four waves. Tdblsontains some descriptive statistics
for the unbalanced panel. Not surprisingly, thenfsize distribution is skewed to the
right, with an average of 114 employees, but withedian of 35 only. In our sample,
two-thirds of the firms engage in some sort of waten activity, but only 34% invest
in R&D, with an average of 3800 euros per employékile nearly 70% of the firms in
the sample invest in ICT, the intensity with whitdtey invest is much lower when

compared to R&D, less than one thousand eurosrpplogee. Roughly 20 per cent of

’ In addition to requiring nonmissing data for ewhityg except R&D and ICT investment, we require
that sales per employee be between 5000 and lidmrgllros, capital per employee between 200 and 10
million euros, growth rates of employment and shletsveen -150 per cent and 150 per cent, and
investment, R&D, and ICT investment per employes lan 2 million euros. In addition, we restri t
sample by excluding the very few observations whieeeage of the firm or total investment (ICT and
non-ICT) is missing. For further details, see Hatliti and Mairesse (2008).
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the employees at the median firm are white collarkers, and although the average
number of “executives” is 1.8 per cent, the mediem has none, which may reflect
some errors in reporting. We use the sum of whateacworkers and executives as a

proxy for skill in the regressions.

Turning to the variables we will use to determihe R&D investment choice, 42% of
the firms in the sample report that they have mati@ompetitors, while 17% and 14%
have European and international competitors, réispede A quarter of the firms

belong to an industrial group. Interestingly, 42%ihe@ firms in our sample received a
subsidy of some kind (mainly for investment and R& do not have more detailed
information on the subsidies received). Only onglthf the sample consists of firms in

high-tech industries, reflecting the traditionattee orientation of Italian industry.

In Table 2 we look at some of the innovation inthea more closely. A firm that
invests in R&D is also slightly more likely to instein ICT (compare 34%*68% = 23%
to 27%). For 27% of the firms product and proces®vations go together, while 24%
are process innovators only. Only 30% of the fimggort that they have undertaken
organizational change associated with innovatioat surprisingly organizational
change associated with either product or proces®vation is more likely to

accompany the corresponding type of innovation.

In the last panel of Table 2 we show the distrinutof the various combinations of
innovation activities: product, process, and orgatibnal. There are®2= 8 possible
combinations but only four account for three quartef the observations: No
innovation (33%), only process innovation (15%}pdurct and process together (15%),
and all together (12%). In general, as we saw ghmeess innovation is more likely
than product innovation for these firms, and eitbiee more likely than organizational
innovation. The final two columns in the bottom phaf Table 2 also show that there
is some association between the various formsraivation and both doing R&D and

investing in ICT, although the association is sg@mfor R&D.

5. Results and discussion

51 R&D,ICT, and investment equations

To test for selection in R&D reporting, we firsttiesated a probit model in which the
presence of positive R&D expenditures is regressed set of firm characteristics:

15



firm size and its square, firm age and its squareset of dummies indicating
competitors’ size and location, dummy variablesidating (i) whether the firm
received government subsidies, and (ii) whethefithebelongs to an industrial group,
along with industry, region, time, and wave dummtbs results are reported in Table
A3 in the appendix. From this estimate, for eaaimfiwe recover the predicted
probability of having R&D and the corresponding Klilratio. Then we estimate a
simple linear (OLS) for R&D intensity, adding toighequation the predicted
probabilities from the R&D decision equation, thall§/ ratio, their squares and
interaction terms. The presence of selectivity lisgathen tested for by looking at the
significance of those “probability term&”.The probability terms were jointly
significant, with g?(5) = 34.1. We therefore concluded that selectias vas present
and estimated the full two equation model by maxmiikelihood (the final two
columns of Table A3). The results confirmed thespree of selection, with a highly
significant correlation coefficient of almost 0:Bhe interpretation of this result is that
if we observe R&D for a firm for whom R&D was notpected, its R&D intensity will
be relatively high given its characteristics. Canedy, if we fail to observe R&D, its

R&D intensity is likely to have been low conditidroa its characteristics.

Turning to the R&D intensity equation itself, westi observe that selection appears to
have biased the coefficients towards zero in génbu did not have much effect on
their significance (compare columns 2 and 4 of @ahB)° R&D intensity falls with
size, reaching its minimum at about 380 employeekthen rising again. It also falls
with age, but this is barely significant. Firms ifax European or other international
competitors have much higher R&D intensities (byo2@BO0 per cent), as do firms that
are members of a group or who receive subsidie®wfe kind. These last two results

suggest that financial frictions may be importamtthese firms.

8 Note that this is a generalization of Heckman’s step procedure for estimation when the errorgerm
in the two equations are jointly normally distribdt The test here is a semi-parametric extension fo
non-normal distributions.

? In the case of a single positive regressor aniipesorrelation between the disturbances, one can
show that the effect of estimating without conirgjifor selection will indeed be downward biastie t
coefficient.
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For comparison to the R&D equation, we also esthaquations for ICT and non-
ICT physical investment using ordinary least sgslafeable 3 presents the results,
along with our chosen specification for R&D investth We do not expect that
reporting bias or selection is as an importantsaue for these kinds of investment,
both because they are more easily tracked, andba&lsause they do not exhibit the
same magnitude of threshold effects arising fromertemporal nonseparability and
sunk costs that cannot be recaptufedn general, we find that these kinds of
investment are somewhat harder to predict than RKiKe R&D, ICT and non-ICT
intensities fall with size, but reach a minimunsataller sizes of 100 to 200 employees
and then increase again. The nature of competdioes not appear to have much
impact, but group membership and subsidies do.Baimember of a group boosts
ICT investment by 25 per cent and receiving subsidwhich are often investment
subsidies) increases non-ICT investment by 40 est. dnterestingly, there is regional

variation in R&D and ICT investment, but not in orary investment.

Summarizing these results, we conclude that Europeanternational competition is
only associated with higher R&D intensity, and moth higher tangible investment
intensity. Financial constraints to R&D and ordinarvestment are more likely to be
mitigated by subsidies (which directly target thésens of investment), whereas ICT
investment is more likely to be encouraged by gnogmbership, probably because the
costs are partly spread across the group, and lmsause the decision to install

communication networks and computerize varioustioans may be a group decision.

Based on the results of this exploration of sebecissues in the reporting of the three
types of investment, in the next section of thegoape will use the predicted values of
R&D intensity (the expectation of R&D intensity abtional on the other firm
characteristics) and the reported values of ICT aod-ICT investment intensity to
explain the propensity for different kinds of inmdwn. This approach is justified both
by the evidence that there is reporting bias in R&Dt not in the other kinds of
investment and by the observation that R&D is nubfiecult to measure, especially in

191n fact, we tested for selection in the ICT anah6T investment intensity equations, and found tha
there was a weak selection effect for the ICT eqnand none for the non-ICT equation.

17



smaller firms, because it occurs as a byproducbtbér activities and may not be

separately tracked.
5.2  Theinnovation equations

Table A4 in the appendix presents the resultsstimating a quadrivariate probit
model for the four types of innovation as a functad predicted R&D investment, ICT
and non-ICT realized investment, and the size, agd, dummy variables. All four
innovation variables have similar relationshipsthie size and R&D intensity of the
firm, with the probability of innovation peaking mewhere between 500 and 1000
employees, and increasing strongly with R&D intgnsiCT investment intensity is
associated with product and organizational innaveatbut not with process innovation,
although not having any ICT investment is strongégative for process innovation.
Older firms are more likely to product-innovate,tlthe age of the firm is not
associated strongly to other types of innovatianalfy, the residual correlation of the
innovation variables after controlling for thesettas is much higher than the raw
correlations (see table A5), suggesting that tmensfi have a strong idiosyncratic

tendency towards innovation.

The model estimated in Table 4 can be used to genéne predicted probabilities of
the 16 = 2 possible combinations of types of innovation cdlvhich exist in our data.
Unfortunately, we encountered considerable difficuthen we attempted to include
these predicted values in the labor productivityagmn, in the form of coefficient
instability due to multicollinearity of the varioysedicted values. The upper panel of
table A5 in the appendix shows the correlation ketwthe actual four types of
innovation dummies; as expected, organizationabvation related to process or
product innovation is highly correlated with therresponding innovation type. The
middle panel shows the correlations between theligtel innovation dummies,
computed from the estimates of the quadrivariabdipmodel for innovation shown in
Table A4. As one can observe, correlations arelyehliubled with respect to the
actual values, ranging from 0.25 to a 0.86. Fa thason, the estimates were also quite
sensitive to the inclusion and exclusion of othghtrhand side variables, and to the
exact form of the innovation equation. It appeaet having only dummy variables for
four different types of innovation is simply notcemh information to measure the
complex innovation profile of individual firms. Bagse we observe all 16 possible

combinations in fairly sizable numbers in the déte, problem is not merely that some
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types of innovation are always accompanied by sthHait more one of the substantial
measurement error introduced when translating iatiee activity into a simple,

dichotomous “yes or no” question.

To mitigate this problem and to attempt to obtaimren stable results for the
productivity equation, we considered collapsingitir@vation indicators in all possible
ways to make 3, 2, or 1 indicators, and then estichdahe appropriate trivariate,
bivariate, or univariate probit model on the rasgltdata (results are not shown for the
sake of clarity). We looked at the explanatory poafeeach model used by computing
twice the log of the likelihood ratio for the fitanodel versus a baseline multinomial
model where the theoretical probability of eachowation combination is equal to the
actual probability. These chi-squared measuresioapd degree to which the fit of the
model is improved by including the 64 regressoize(sage, R&D, ICT, investment

along with year, wave, region, and sector dummnirespch probability equation.

Using the criterion of highest chi-squared improeainper coefficient, the most

preferred specification turned out to be the sisiplevhere innovation is defined as
simply any one or more of process, product, or migdional innovation associated
with process or product, and the next most preflewembines the organizational
innovation variables with the corresponding processl product variables. Our
conclusion is that the answers to the four diffeianovation questions do not really
provide information on four completely differenttiadies, but rather on aspects of one
or two kinds of innovative activity. That is, beimovative in the sense of introducing
something new to the market or firm practice matgfatself in several directions at
once, but the yes/no answer to the various waysjtiestion is asked are sufficiently
noisy to obscure this fact. Moreover, it is velely that firms that introduce one type
of innovation would naturally develop others to sue efficiency in the production,

whether or not they report them. To explore thisués we will perform possible

complementarity tests between the different kindsinmovation in a subsequent

section of the paper.

Table 4 shows the results for two versions of theovation probability equation,
where innovation is defined as at least one of ggsc product, and organizational
innovation. The first equation shows that the mpstwerful predictor of innovation is
the firm’s R&D intensity, with a doubling of (preded) R&D intensity leading to an

increase in the probability of some kind of innasatequal to 20 per cent. The other
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types of investment have much weaker impacts. iKeéiHood that a firm has at least
one innovation increases strongly with firm sizeaaghing a maximum at about 400
employees. In this table, we also show standa@tsobtained via 100 replications of
a panel bootstrap on the R&D model and the innowagquation. They are roughly the
same as the heteroskedastic-consistent standams$ eomputed by clustering on the
firm, sometimes smaller and sometimes larger, socareclude that estimating the

model sequentially has not introduced much bidghernstandard error estimates.

In the second column of Table 4, we show the resilpredicting innovation when we
add a skills variable (the share of executives whde collar workers in the firm’s

employment) and its interaction with predicted R&ifensity. The other coefficients in
the equation are largely unchanged by the adddfdhese variables, with the obvious
exception of that for R&D intensity. The interactiderm is quite significant and
implies that a one standard deviation increasenénskilled share at the mean R&D
intensity is associated with an increase in innowaprobability of 4.4 per cent. We
also investigated the interaction of skills withTldinding no effect on innovation. So
we conclude that the share of white collar workersomplementary with R&D but not

with ICT in innovating.
5.3  The labor productivity equation

In the last part of the analysis we look at thedpidivity impacts of innovation
activities. Table 5 shows estimates of equationn(f) and without measures of R&D
and ICT investment, and for two alternative indacatof innovation activities: the
predicted probabilities of any innovation computeain the estimates in columns (1)
and (2) of Table 4. Conventional variables (capgaiployment and the firm’s age) are
included in each specification and their estimaesusually not very affected by the

inclusion of the innovation variables.

There are two sets of three estimates each, finsttHe probability of innovation
predicted by R&D, ICT and investment, and the sdcorere the skill share of
employment and its interaction with R&D has beedeatlto the innovation prediction
eqguation. In regressions not reported, we founttttedummy variable for the actual
report by the firm of any kind of innovative actiwiwould suggest that innovation has
no effect on productivity, even in the absence &DRor ICT investment. However,

when we proxy innovation with the predicted prolibof any innovation conditional
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on R&D, ICT, and the other firm characteristicslutted in Table 4, we find a positive
effect: doing any kind of innovation increases prcid/ity by 28 percent (column 1).
Using the predicted probability instead of the atfuwresence/absence of innovation is
more appropriate to account for possible endoggns#tues concerning knowledge
inputs. In effect, we have instrumented the vergrjyjomeasure innovation dummy

using inputs to innovation (R&D, ICT investmentdasther firm characteristics.

Nevertheless, when we include R&D and/or ICT inwesit in the productivity
equation (columns 2 and 3), the predicted prolsbdf innovation activity loses
(almost) all its significance. ICT investment pengoyee appears to be a much better
predictor of productivity gains than the probailitf innovation predicted by ICT and
R&D investment. When we include both predicted R&DBd ICT investment, the
innovation coefficient becomes negative, probabdgduse of collinearity between
innovation that is predicted using predicted R&DR gomedicted R&D by itself (net of
the other variables in the regression). The intergsesult is that when we use the skill
variable to help predict innovation (columns 4 tjy 6e collinearity problem is
mitigated, and we find that innovative activity pelto explain productivity, unless we

also include the predicted R&D variable.

Columns 2, 3, and 6 of Table 5 also shows paneisbhap standard errors, computed
by estimating the entire system (R&D selection eegtession, the innovation probit,
and the labor productivity equation) on samplesvdrérom our datd’ This approach
takes account of the predicted nature of R&D amdpttobability of innovation, but as
can be seen in the table, the bootstrap standesdseaare roughly the same as those
computed in the conventional way allowing for hes#edasticity and firm-level
random effects.

The remaining variables in the productivity equasi@re fairly standard and not very

affected by the choice of innovation variables. i@hpntensity has a somewhat low

™ The panel bootstrap is implemented by drawing atgze samples of the same size as our panel from
our data, using the firm (rather than the obseowatias the unit drawn, estimating the entire model
recursively on each draw from the data, and avecaghe resulting estimates. The number of

replications used for this procedure is shown ettbles.
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coefficient, albeit reasonable in light of the undéd industry dummies, which will tend
to depress it. Productivity falls with size and aged in the case of size it reaches a
minimum at around 120 to 160 employees, suggestiagthe larger medium-sized
firms in Italy are less productive than the smaltedargest.

Our conclusion is that there is a substantial retarboth R&D and ICT investment in
Italian firms, as they both help to predict innowatand have a large impact on
productivity. The median R&D-doing firm in our salafghas an R&D-to-sales ratio of
one percent. An output elasticity of 0.1 therefonglies a return of approximately 10
to every euro spent on R&D. For ICT, the numbeevsn higher: the median ICT-
investing firm has an ICT-to-sales ratio of 0.2 pent, which corresponds to a return
of 45 for every euro invested in ICT. Given thesenbers, it is hard to escape the

conclusion that Italian firms may be underinvesimghese activities.
54  Testing for complementarity of innovation strategies

Due to the high levels of correlation between thedjcted probabilities of process,
product and organizational innovation, it was nosgble to include them in the
productivity equation to get sensible results. Nthadess, correlations as high as those
reported in Table A5 in the appendix, may suggestesdegree of complementarity
between the different kinds of innovation, whichwserth further exploration. To do
this, we run some tests of supermodularity on treelyction function (see Milgrom
and Roberts, 1990 for a definition of supermodtyariAn important result we use for
our empirical analysis is that whenever the dimmamsf the set containing all the
combinations of the variables of interest is higthem 2, it is sufficient to check for
pairwise complementarity (Topkis, 1978 and 199&ca& that in our data we have
four variables for innovation outcomes (processowation, product innovation,
process related organizational innovation and prbduelated organizational
innovation), all measured with a 0/1 dummy varialterefore, each combination of
innovation outcome can be expressed with a founetd vector like (0,0,0,0),
(1,0,0,0),..., (1,1,1,1) for a total of*216 possibilities. Since we check pairwise

supermodularity, we must test 24 inequality comstsa® Results, reported on Table 6,

12 For example to check whether process and producvation are complementary we must look at 4
inequalities with all the possible combinations pesence/absence of process and product related
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indicate that there is no overall complementargyeen the four kinds of innovation.
If anything, some of the innovation strategies @ppe be substitutes, although we are
reluctant to draw strong conclusions given the Higlel of correlation among the
predicted innovation dummies, and the fact thah\##4 such tests, one would expect

that one or two might be significant at the 5 pamtdevel.

6. ICT and R&D: complements or substitutes?

Despite the difficulties in measuring innovativetiaty, what emerges from the
estimation of the modified CDM model is that bot&R (actual or predicted) and ICT
investment make a significant, positive contribatio the firms’ ability to innovate and
to their productivity. Of course, the channels tlgio which two kinds of investment
exert their effects are not the same. As a consegué¢he question whether R&D and
ICT are complements or substitutes is a legitintate, especially for a country like
Italy where the presence of small firms is masaiveé innovation is often embedded in
machinery and in technology adoption. In this sfiedase, we would like to know

whether marginal returns to R&D increase as ICegtmnent increases and vice versa.

As we did in the previous section, we perform aesamdularity test to check whether
there is complementarity between R&D and ICT widgards to firms’ ability to

innovate and their productivity. We do this testtwo ways: first, as in the previous
section we use dummy variables for the presené&&@f and ICT investment. Second,
we use predicted or actual log levels of R&D and iGvestment per employee. In the
first case, if the returns to ICT and R&D togetlaee higher than the returns to the
R&D and ICT alone, we can conclude that they araglementary. In the second case
we merely check the sign and significance of aeradtion term between R&D and
ICT intensity: if it is positive, the two types ofvestment are complements in
generating innovation or productivity, at leastomr data (we cannot check that this

result holds everywhere, as would be required dpesmodularity).

organizational innovation. For process and prodinctovation with process and product related
organizational innovation the conditon to be dmé is: QP(1,1,1,1)-QP(1,0,1,1)-
QP(0,1,1,1)+QP(0,0,12p, where QP(.) is the coefficient correspondingthie predicted probability
from the quadrivariate probit used as a dependariabie in the productivity equation. The remaining
inequalities are analogous.
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We first run a bivariate probit where the dependemiables are the presence/absence
of R&D and ICT, with a few firm-level control vatites (Table A6, columns 1 and 2),
to recover the predicted probabilities of doing R&ADT and both, to be used later in
the complementarity tests. In the middle two colanoh Table A6, the impact of the
presence of R&D and ICT investment (actual and ipted) on labor productivity is

estimated: the null of no complementarity cannotdpected.

The same exercise for innovation is reported orleTAG. Again, using both actual and
predictions, R&D and ICT turn out to be neither gd@ments nor substitutes, since the
value of the test is never significantly differdrim zero. Essentially, what the table
says is that the impact on innovation of adding I@vestment to a firm is not affected
whether it does R&D or not. Our interpretation matt while these two kinds of
investment are very different from each other — R&Disky and leads to intangible
assets, ICT reflects more an investment and itasically embodied technological
change — they both contribute to the developmennmdvations and to productivity,

but through different channels.

In the final three columns of Table A6, we repdm results of the labor productivity
regression that includes both R&D and ICT investinand their interaction. When we
use the actual levels of investment or our pretermedel with predicted R&D and

actual ICT investment, the interaction term is dieazero, implying no

complementarity or substitution. When we includes tpredicted values of both
variables, their coefficients are large and of apj@osign and the interaction term
becomes slightly negative. We interpret this resdtanother manifestation of the
limitations of instrumenting two somewhat similaariables using the same set of
predictors (as we saw in the case of the innovatarables), and conclude that R&D

and ICT are indeed unrelated in their impact ordpotivity.

7. Conclusions

In this paper we examine the firm level relatiopshbetween product, process and
organizational innovation, productivity, and two tbieir major determinants, namely
R&D and ICT, using data on firms from a single Epgan country, Italy. The element
of novelty of our approach is that we treat ICTpiarallel with R&D as an input to
innovation rather than simply as an input of thedpiction function. By doing this, we

acknowledge the existence of possible complemeietmramong different types of
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innovation inputs. Our empirical evidence is basada large unbalanced panel data
sample of Italian manufacturing firms in the 1998@ period, constructed from the
four consecutive waves of the “Survey on ManufaoturFirms” conducted by
Unicredit. We extend the CDM model to include anapn for ICT as an enabler of
innovation and organizational innovation as anaatbr of innovation output. We find
that R&D and ICT both contribute to innovation, evié to a different extent. R&D
seems to be the most relevant input for innovatoun,if we keep in mind that 34 per
cent of the firms in our sample invest in R&D wh88 per cent have investment in
ICT, the role of technological change embodiedGi khould not be underestimated.
Importantly, ICT and R&D contribute to productivityoth directly and indirectly
through the innovation equation, but they are meitbtomplements nor substitutes.
However, individually they each appear to have datigpacts on productivity,

suggesting some underinvestment in these activayidialian firms.

Although we looked briefly at the role of skills innovation, finding that a simple
measure of the white collar worker share had suobatapredictive power and was
complementary with R&D, we have been unable toysthd role of skills in detail due
to data constraints. There is some consensus iliten&ture about the enabling role of
skills with respect to organizational innovatiordam turns, to the effectiveness of ICT
investment (Greenaet al, 2001, Bugamelli and Pagano, 2004), but we foumd t
difficult to identify using the limited informatioon organizational innovation available

to us.

A relevant, more general result worth to be furtbeplored in the future, is related to
the way innovation is measured. Although definisionf product, process and
organizational innovation are standardized, beingry variable (yes/no), on one side
they fail to measure the height of the innovatitepson the other they do not capture

the complexity of the innovation processes witlia firm.
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Appendix
Variable Definitions

R&D engagementdummy variable that takes value 1 if the firm hasifive R&D

expenditures over the three year of each waveeo$tinvey.

R&D intensity:R&D expenditures per employee (thousand Euroggahterms and in

logs.

Process innovationdummy variable that takes value 1 if the firm deet to have
introduced a process innovation during the threes/ef the survey.

Product innovation:dummy variable that takes value 1 if the firm deet to have

introduced a product innovation during the threargef the survey.

Process related organizational innovatiodummy variable that takes value 1 if the
firm declares to have introduced a process relatgdnizational innovation during the
three years of the survey.

Product related organizational innovatiomlummy variable that takes value 1 if the
firm declares to have introduced a product relatggnizational innovation during the

three years of the survey.

Share of sales with new producpercentage of the sales in the last year of theegu

coming from new or significantly improved produgis percentage).
Labor productivity real sales per employee (thousand Euros), in logs

Investment intensitynvestment in machinery per employee (thousandb®uin logs
(ICT excluded).

ICT investment intensitynvestment in ICT per employee (thousand Eurms)pgs

(three year average).

Public support:dummy variable that takes value 1 if the firm haseived a subsidy
during the three years of the survey.

Regional — National — European -International (n&@WU) competitors: dummy

variables to indicate the location of the firm’srguetitors.

Large competitorsdummy variable that takes value 1 if the firm dee$ to have large

firms as competitors.
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Employeesnumber of employees, headcount.

Share executive and white collanumber of executive and white collar employees,

divided by the number of employees.

Age:firm’s age (in years).

Industry dummiesa set of indicators for a 2-digits industry clisation.
Time dummiesa set of indicators for the year of the survey.

Region dummiesa set of indicators for the region where the filsnlocated (20

variables).

Wave dummiesa set of indicators for firm’s presence or abseincthe three waves of

the survey

29



6.0%

5.0%

4.0%

3.0%

2.0%

1.0%

0.0%

Figure 1

R&D and ICT investment relative to GDP
(whole economy)

——ICTin
EU15

—=—|CTin

l/-/

us

=4= R&D in
EU15

.,_——.—---'--

-#= R&D in
us

b—--._--‘---*———‘---‘---F--;---h—~-‘___.‘._--.-__-‘

1995

1997

1999 2001 2003 2005 2007

Figure 2

35

ICT investmentshare in Gross fixed capital formation (OECD data)

1991 1993

1995 1997 1999 2001 2003 2005 2007

| taly
=@=Austria
==Portugal
=m=Spain
= Japan
=®=Germany
=k=France
==Finland
Switzerland
=4=Belgium
==Netherlands
=A~-Denmark
United Kingdom
=A=Sweden
United States

30



Figure 3 — Basic and Augmented CDM model
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Table 1 - Descriptive statistics, unbalanced sample

Period: 1995-2006

14,294
Num. of observations (firms) (9,850)
N. of employees (mean/median) 114/ 35
Age (mean/median) 27/ 22.5
Firms with non-ICT investment 86.7%
Firms with R&D 34.3%
Firms with ICT 68.3%

Share of executives in employees
(mean/median)

Share of white collar workers in
employees (mean/median)

1.8% /0.0%

26.2%/ 21.7%

non-ICT investment intensity for
firms that invest* (mean/median)

R&D intensity for R&D-doers*
(mean/median)

ICT intensity for ICT investors*
(mean/median)

Average capital intensity*
(mean/median)

Labor productivity*
(mean/median)

8.67/ 4.55

3.79/ 1.66

0.79/ 0.34

52.0/ 25.8

219.5/ 157.8

Firms with large firms as

competitors 39.1%
Firms with regional competitors 16.1%
Firms with national competitors 41.9%
Firms with EU competitors 17.4%
Firms with international

competitors 14.0%
Firms within a group 24.7%
Firms subsidies’ recipients 37.2%
Firms with product innovation 38.9%
Firms with process innovation 50.9%
Firms with both product and

process innovation 26.9%
Firms with organizational

innovation for product innovation 15.0%
Firms with organizational

innovation for process innovation 24.0%
Firms with high skill intensity 39.0%

*Units are real thousands of euros (base year=2000) per employee.
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Table 2 - Innovation relationships across firms

Investing in ICT

No Yes Total
No 24.8% 40.9% 65.7%
Doing R&D Yes 6.9% 27.4% 34.3%
Total 31.7% 68.3%
Org change for
Product innovation process innovation
No Yes No Yes
No 37.1% 12.0% No 44.7% 4.4%
Process innovation Yes 24.0% 26.9% Yes 31.3% 19.6%
Organizational change for No 59.1% 25.9% No 71.2% 13.8%
product innovation Yes 2.0% 13.0% Yes 4.8% 10.2%
Patterns of innovation
Cum R&D- ICT-
Innovation dummy patterns Obs Share share doers investors
None 4,683 32.8% 32.8% 13.8% 27.7%
Process only 2,199 15.4% 48.1% 12.1% 15.5%
Product and process 2,087 14.6% 62.7% 20.1% 14.6%
All (prod/proc/org) 1,755 12.3% 75.0% 22.1% 15.3%
Process and organizational 1,234 8.6% 83.7% 9.7% 10.3%
Product only 1,212 8.5% 92.1% 12.0% 7.7%
Organizational only 624 4.4% 96.5% 4.3% 4.6%
Product and organizational 500 3.5% 100.0% 5.8% 4.2%
Total 14,294 34.2% 64.1%
Any product innovation 5,554 38.9% 60.0% 41.8%
Any process innovation 7,275 50.9% 64.1% 55.7%
Any organizational change 4,113 28.8% 42.0% 34.4%
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Table 3 - R&D, ICT, and non-ICT investment per employee

Sample selection OLS OLS
Dependent variable Log R&D Log ICT Log investment
per employee per employee per employee
Log employment -0.242%** -0.126*** -0.050***
(0.029) (0.019) (0.017)
Log employment squared 0.060%*** 0.045%*x* 0.037***
(0.012) (0.009) (0.007)
Log age -0.049 0.031 -0.025
(0.030) (0.021) (0.020)
Log age squared 0.011 0.007 0.009
(0.029) (0.020) (0.019)
D(Large firm competitors) 0.044 0.014 0.024
(0.039) (0.027) (0.026)
D(Regional competitors) -0.107 -0.080 0.028
(0.082) (0.057) (0.049)
D(National competitors) -0.081 -0.007 -0.018
(0.072) (0.050) (0.044)
D(European competitors) 0.225%** 0.067 0.029
(0.079) (0.056) (0.049)
D(International competitors) 0.329%*x* 0.086 0.017
(0.082) (0.058) (0.051)
D(Received subsidies) 0.398*** 0.089%** 0.451%*x*
(0.043) (0.028) (0.026)
D(Member of a group) 0.241%*x* 0.239%*x* 0.092***
(0.047) (0.035) (0.032)
Employees at minimum 350 190 90
Chisq or F-test for competitor vars# 80.1%** 3.3%%k 0.8
Chisq or F-test for industry dummies 277.7%** 7.3%x* 31, 7%k
Chisq or F-test for regional dummies 68.7*** 3.6%%* 1.7%%
Chisq or F-test for time dummies 224,0%** 15.0%%* 40.0%**
Chisq or F-test for wave dummies 18.2 4. 8%*x 3.9k
Standard error 1.278 (0.022) 1.237 1.283
R-squared 0.175 0.059 0.100
Number of observations 14294 (4896=1) 9,678 12,034

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered at the
firm level.

* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.

# The first column shows a chi-squared test, and the others show F-tests.
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Table 4 - Probability of Innovating
(1) (2)

Any innovation Any innovation

Dependent variable

Coeff (s.e.)# Marginal Coeff (s.e.)# Marginal
Predicted R&D intensity 0.611*** 0.199 0.538*** 0.189
(in logs) (0.046,0.053) (0.052, 0.058)
Share of exec & white 0.118* 0.041
collar workers (0.067, 0.063)
Interaction of pred. R&D 0.221** 0.078
and skilled share (0.087, 0.094)
ICT inv. per employee 0.025** 0.015 0.022%* 0.008
(in logs) (0.012,0.012) (0.012, 0.012)
D (no ICT investment) -0.374%*x* -0.128 -0.370*** -0.134
(0.029,0.028) (0.029, 0.028)
Investment per employee 0.105*** 0.023 0.106*** 0.037
(in logs) (0.010,0.009) (0.010, 0.009)
D (no investment) -0.176%** -0.097 -0.178*** -0.065
(0.037,0.032) (0.037, 0.032)
Log employment 0.299*** 0.095 0.304*** 0.107
(0.017,0.028) (0.017, 0.028)
Log employment squared -0.067*** -0.021 -0.069*** -0.024
(0.008,0.012) (0.007, 0.012)
Log age 0.031 0.010 0.031%* 0.011
(0.019,0.022) (0.019, 0.022)
Log age squared -0.009 -0.003 -0.008 -0.003

(0.018.0.023)

(0.018, 0.023)

Employees at max (s.e.) 438 (87)*** 425 (85)**x*

Number of observations 14294 14294

Pseudo R-squared 0.101 0.102

Log likelihood -8126.6 -8118.1
Bootstrap replications 100 100

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered
at the firm level.

* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

#The second s.e. in this column is a bootstrap estimate based on the R&D equations, with the number of replications
given.

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.

A dummy for missing skill variables and its interaction with R&D intensity are included in column (2).

35



Table 5 - Labor productivity equation

Dependent variable

Labor productivity = Log(net sales per employee)
Probability predicted by Table 4(1)

Prob predicted by Table 4(2)

Predicted probability of any 0.275**x* 0.111 -0.310%** 0.372%*x* 0.285**x* 0.055
innovation (0.057) (0.073,0.104)# (0.102, 0.109)# (0.057) (0.074) (0.101, 0.108)#
Predicted R&D intensity 0.166**x* 0.095***
(in logs) (0.028, 0.038) (0.027, 0.039)
ICT inv. per employee 0.092**x* 0.098**x* 0.090*** 0.093***
(in logs) (0.006,0.005) (0.006, 0.006) (0.006) (0.006, 0.005)
D (no ICT investment) -0.097*** -0.152%*x* -0.070%*** -0.101***
(0.018,0.020) (0.020, 0.021) (0.018) (0.020, 0.021)
Log (capital per employee) 0.150*** 0.140**x* 0.147**x* 0.146*** 0.134*** 0.138***
(0.006) (0.006,0.008) (0.006, 0.007) (0.006) (0.006) (0.006, 0.007)
Log employment -0.109%*** -0.089*** -0.036*** -0.116%** -0.101%** -0.071%**
(0.010) (0.010,0.009) (0.013, 0.013) (0.010) (0.010) (0.013, 0.013)
Log employment squared 0.043*** 0.038*** 0.023*** 0.044%** 0.040%*** 0.031%**
(0.004) (0.004,0.004) (0.005, 0.004) (0.004) (0.004) (0.005, 0.004)
Log age -0.028*** -0.029%** -0.021%* -0.028*** -0.029*** -0.024**
(0.010) (0.010,0.010) (0.010,0.011) (0.010) (0.010) (0.010, 0.011)
Log age squared -0.005 -0.006 -0.008 -0.005 -0.006 -0.007
(0.009) (0.009,0.009) (0.009.0.009) (0.009) (0.009) (0.009, 0.009)

Employees at minimum (s.e.)

167 (15)***

119 (14)***

103 (17)%**

176 (15)***

166 (15)%**

148 (17)***

Standard error 0.606 0.599 0.598 0.605 0.599 0.598
R-squared 0.238 0.256 0.257 0.239 0.256 0.257
Number of observations 14294 14294 14294 14294 14294 14294
Bootstrap replications 25 100 100

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered at the firm level.

* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

#The second s.e. in this column is a panel bootstrap s.e. based on the R&D and innovation equations with the number of replications given.

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.
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Table 6 - Results of complementarity tests using four equation innovation
model (process, product, org process, org product)

p-value
Test value F-test t-test of qne- S.e.
tail t-
Complementarity test test
Using Quadrivariate Model of innovation
org proc and org prod / without proc and prod 1.323 0.13 0.361 0.359 3.668
org proc and org prod / without proc, with prod -2.959 0.42 0.648 0.258 4.566
org proc and org prod / without prod, with proc -0.098 0.00 0.032 0.487 3.104
org proc and org prod / with proc and prod -0.495 0.18 0.424 0.336 1.166
prod and org prod / without proc and org proc -3.262 * 2.27 1.507 0.066 2.165
prod and org prod / without proc, with org proc -4.398 1.14 1.068 0.143 4.119
prod and org prod / without org proc, with proc -4.683 0.61 0.781 0.217 5.996
prod and org prod / with proc and org proc -1.934 1.18 1.086 0.139 1.780
prod and org proc / without proc and org prod 4.281 1.05 1.025 0.153 4.178
prod and org proc / without proc, with org prod -0.255 0.07 0.265 0.396 0.964
prod and org proc / without org prod, with proc 2.860 0.35 0.592 0.277 4.835
prod and org proc / with proc and org prod 2.209 0.24 0.490 0.312 4.509
proc and org prod / without prod and org proc 3.505 0.54 0.735 0.231 4.769
proc and org prod / without prod, with org proc 2.369 1.30 1.140 0.127 2.077
proc and org prod / without org proc, with prod -0.777 0.04 0.200 0.421 3.884
proc and org prod / with prod and org proc 1.972 0.19 0.436 0.331 4.524
proc and org proc / without prod and org prod -0.925 0.45 0.671 0.251 1.379
proc and org proc / without prod, with org prod -5.461 * 1.97 1.404 0.080 3.891
proc and org proc / without org prod, with prod -5.207 0.63 0.794 0.214 6.560
proc and org proc / with prod and org prod -5.858 ** 2.89 1.700 0.045 3.446
proc and prod / without org proc and org prod 0.707 0.90 0.949 0.171 0.745
proc and prod / without org proc, with org prod -3.830 0.83 0.911 0.181 4.204
proc and prod / without org prod. with org proc -0.429 0.01 0.100 0.460 4.293
proc and prod / with org proc and org prod -1.081 0.05 0.224 0.412 4.833
Using Bivariate Model of innovation

org proc and org prod 0.567 * 1.75 1.323 0.093 0.429
prod and org prod -1.913 ** 4.02 2.005 0.022 0.954
prod and org proc 0.007 0.001 0.032 0.487 0.221
proc and org prod -0.204 0.17 0.412 0.340 0.495
proc and org proc -1.500 *** 11.45 3.384 0.000 0.443
proc and prod 0.074 0.10 0.316 0.376 0.234

*E.g., the first value is p0011-p0010-p0001+p0000
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Appendix

Table Al
Industrial distribution of the sample
Share Share Median Median
nonzero nonzero R&D per  ICT per
Sector Firms __Observations R&D ICT __empl.*  empl.*
Food and beverage 984 1,397 27.8% 64.0% 1291.1 342.5
Textiles & apparel 829 1,215 33.0% 68.0% 1842.6 322.4
Leather & other 297 427 29.7% 69.6% 1125.9 326.0
Footwear 390 560 31.3% 63.6% 1294.1 196.5
Wood products 275 416 24.3% 65.6% 717.3 271.9
Paper products 295 430 18.1% 65.8% 1067.6 313.0
Publishing & printing 314 429 17.5% 71.1% 1291.1 598.6
Oil refining 43 59 32.2% 66.1% 1700.7 636.0
Chemicals 494 699 46.5% 65.4% 2646.8 438.4
Rubber & plastics 559 818 33.1% 66.6% 1597.4 329.8
Stone, clay, glass 644 927 27.3% 61.6% 1273.5 230.1
Primary metals 396 610 23.4% 66.2% 1320.1 302.3
Fabricated metals 1,217 1,756 26.5% 68.8% 1702.4 309.4
Machinery 1,423 2,142 47.4% 73.1% 1912.8 390.5
Electrical mach & com 419 576 47.7% 74.8% 2086.4 432.8
Electronics 205 293 53.6% 73.7% 2709.8 410.1
Scientific instrument 193 299 56.5% 72.2% 2885.2 499.9
Motor vehicles 204 275 41.5% 74.5% 1275.8 320.9
Rail and trams 94 131 41.2% 70.2% 1812.9 266.8
Misc manufacturing 575 835 34.6% 70.1% 1327.8 299.1
Total 9,850 14,294 34.2% 68.3% 1662.7 337.0
Distribution by year
Firms Share Share Median Median
starting nonzero nonzero R&D per ICT per
Year in year Observations R&D ICT empl. * empl. *
1997 4,006 4,006 29.8% 69.0% 1335.7 344.8
2000 2,887 4,065 35.6% 80.8% 1519.0 322.8
2003 1,460 3,451 41.2% 68.5% 1443.9 298.6
2006 1,497 2,772 30.0% 48.9% 3296.1 446.9
Total 9,850 14,294 34.2% 68.3% 1662.7 337.0

*in euros, for firms with nonzero values.
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Table A2
Sample distribution by region and year

Shares
Area Code Regione 1998 2001 2004 2007 Total R&D doer ICT Innovator Org. innov
1 1 Piemonte 407 386 324 294 1411 39.1% 70.0% 64.4% 31.5%
1 2 Valle D'Aosta 4 4 5 2 15 60.0% 73.3% 60.0% 46.7%
1 3 Liguria 45 41 39 28 153 37.9% 73.9% 64.1% 25.5%
1 4  Lombardia 1,179 1,100 919 848 4,046 35.4% 69.4% 64.4% 30.2%
2 5 Trentino Alto Adige 40 49 55 32 176 39.8% 71.6% 69.9% 35.8%
2 6 Veneto 579 492 465 347 1883 34.3% 73.2% 65.5% 29.1%
2 7  Friuli Venezia 136 118 116 92 462 37.7% 70.1% 63.0% 32.9%
2 8 Emilia Romagna 429 486 464 340 1719 38.2% 66.6% 61.7% 27.9%
3 9 Marche 158 192 145 122 617 31.6% 69.5% 61.9% 25.4%
3 10 Toscana 408 481 327 224 1440 32.6% 64.0% 59.0% 26.3%
3 11  Umbria 34 59 51 52 196 40.3% 66.8% 65.8% 30.1%
3 12 Lazio 79 97 86 70 332 33.4% 66.6% 63.0% 34.9%
4 13 Campania 121 173 124 87 505 27.1% 68.9% 60.2% 23.6%
4 14  Abruzzo 85 93 109 60 347 28.2% 63.7% 60.2% 23.9%
4 15 Molise 15 10 11 7 43 30.2% 53.5% 55.8% 27.9%
4 16 Puglia 110 136 84 71 401 22.2% 60.3% 58.9% 23.9%
4 17 Basilicata 16 9 10 8 43 20.9% 62.8% 51.2% 30.2%
4 18 Calabria 9 17 14 12 52 19.2% 69.2% 57.7% 21.2%
4 19 Sicilia 105 84 69 39 297 18.5% 62.6% 56.9% 21.5%
4 20 Sardegna 47 38 34 37 156 19.9% 57.1% 62.2% 32.1%
Total 4006 4065 3451 2772 14294 34.3% 68.3% 62.9% 28.8%
Sample distribution by broad area and year

1 Northwest 1635 1531 1287 1172 5625 36.5% 69.7% 64.4% 30.4%
2 Northeast 1184 1145 1100 811 4240 36.5% 70.1% 63.8% 29.3%
3 Central 679 829 609 468 2585 33.1% 65.9% 60.7% 27.5%
4 South 508 560 455 321 1844 24.0% 63.6% 59.2% 24.3%
Total 4006 4065 3451 2772 14294 34.3% 68.3% 62.9% 28.8%
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Table A3 - R&D equation with selection

Dependent variable

(1) (2)
Probit oLs
Prob Log R&D

(3) (4)
Sample selection model
Prob Log R&D

R&D nonzero per employee R&D nonzero per employee
Log employment 0.232*%** -0.326%** 0.233**x* -0.242%**
(0.016) (0.026) (0.016) (0.028)
Log employment squared -0.037*** 0.075*** -0.036*** 0.060***
(0.007) (0.011) (0.007) (0.011)
Log age 0.021 -0.056* 0.020 -0.050*
(0.018) (0.029) (0.018) (0.028)
Log age squared -0.003 0.012 -0.005 0.011
(0.018) (0.029) (0.018) (0.028)
D(Large firm competitors) 0.057** 0.024 0.058** 0.044
(0.025) (0.038) (0.025) (0.038)
D(Regional competitors) 0.031 -0.123 0.032 -0.108
(0.047) (0.080) (0.048) (0.082)
D(National competitors) 0.126*** -0.135% 0.125%** -0.083
(0.041) (0.070) (0.042) (0.071)
D(European competitors) 0.388*** 0.079 0.387*** 0.224***
(0.046) (0.075) (0.047) (0.079)
D(International competitors) 0.444**x* 0.172** 0.447**x* 0.330***
(0.048) (0.079) (0.049) (0.081)
D(Received subsidies) 0.307**x* 0.293*** 0.309**x* 0.400***
(0.026) (0.041) (0.026) (0.041)
D(Member of a group) 0.079** 0.218**x* 0.081**x* 0.243***
(0.030) (0.045) (0.030) (0.045)
Chi-squared (5) for selection 34.1%%*
(0.000)
Standard error 1.212 1.279*%** (0.021)
Correlation coefficient 0.0 0.416*** (0.042)
Number of observations (nonzero) 14294 (4896) 14294 (4896)
Loglikelihood -8218.99 -7853.68 -16067.6

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered at the firm level.
* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.

# The first, third, and fourth columns show chi-squared tests, and the second shows F-tests.

Estimates obtained using TSP 5.1
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Table A4 - Probability of Innovating

Quadrivariate probit

Dependent variable Innovation Organizational innovation
Process Product Process Product
Predicted R&D intensity 0.426%** 0.568*** 0.505%** 0.492%**
(in logs) (0.043) (0.043) (0.045) (0.049)
ICT inv. per employee 0.000 0.030%*** 0.012 0.061***
(in logs) (0.011) (0.011) (0.012) (0.013)
D (no ICT investment) -0.286%*** -0.291** -0.372%*x* -0.383**x*
(0.028) (0.028) (0.031) (0.034)
Investment per employee 0.122%** 0.035%*** 0.059*** 0.023**
(in logs) (0.010) (0.010) (0.011) (0.012)
D (no investment) -0.132*** -0.080*** -0.116*** -0.090***
(0.037) (0.038) (0.043) (0.047)
Log employment 0.236*** 0.280*** 0.255*** 0.255%**
(0.016) (0.016) (0.017) (0.019)
Log employment squared -0.035*** -0.053*** -0.055*** -0.053***
(0.007) (0.007) (0.008) (0.008)
Log age 0.008 0.065*** 0.029 0.038*
(0.018) (0.019) (0.019) (0.022)
Log age squared 0.004 -0.011 -0.029 -0.031
(0.017) (0.018) (0.019) (0.020)
Employees at max (s.e.) 1246 660 477 521
Number of observations 14,294
Log likelihood -27,388.3

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and

clustered at the firm level.

* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

Industry, wave, regional, and time dummies are included in all equations.

Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.
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Table A5 - Correlation of innovation variables

Process-
Process Product related org  Product-related
innovation innovation change org change
Actual
Process innovation 1.000
Product innovation 0.292 1.000
Process-related org change 0.346 0.128 1.000
Product-related org change 0.163 0.412 0.433 1.000
Predicted latent variables*

Process innovation 1.000
Product innovation 0.400 1.000
Process-related org change 0.587 0.462 1.000
Product-related org change 0.466 0.893 0.719 1.000

Predicted probabilities*
Process innovation 1.000
Product innovation 0.396 1.000
Process-related org change 0.674 0.285 1.000
Product-related org change 0.446 0.859 0.544 1.000

Estimated correlation of the disturbances*

Process innovation 1.000
Product innovation 0.449 1.000
Process-related org change 0.551 0.184 1.000
Product-related org change 0.295 0.624 0.640 1.000

*These are computed from the estimates of the quadrivariate probit model for innovation shown in Table 4.
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Table A6: Performing formal R&D and ICT investment:

complementarity tests for productivity

Bivariate probit Labor productivity Labor productivity
Dependent variable R&D ICT R&D and ICT dummies R&D and ICT continuous
actual predicted actual predicted RD pred, ICT act
R&D investment 0.090%*** 2.305%** 0.055%** -0.341%*% 0.104%**
(0.023) (0.400) (0.011) (0.057) (0.023)
ICT investment 0.005 -1,554%** 0.066*** 1.015%** 0.096***
(0.014) (0.195) (0.008) (0.088) (0.006)
R&D*ICT 0.072%** -0.557%** 0.009 -0.069** 0.009
(0.016) (0.119) (0.007) (0.035) (0.009)
Test for complementarity -0.023 -1.308%**
(0.026) (0.358)
Log capital per employee 0.157%** 0.158*** 0.140**x* 0.154**x* 0.139%**
(0.006) (0.006) (0.006) (0.006) (0.006)
Log employment 0.232%** 0.198*** -0.094*** -0.076*** -0.080*** -0.067*** -0.065***
(0.016) (0.016) (0.009) (0.012) (0.009) (0.009) (0.009)
Log employment squared -0.037***  -0.058%** 0.040%** 0.015%** 0.036*** 0.011%** 0.030%**
(0.007) (0.007) (0.004) (0.005) (0.004) (0.004) (0.004)
Log age 0.020 0.040** -0.028*** -0.011 -0.028*** -0.067*** -0.023**
(0.018) (0.019) (0.010) (0.010) (0.010) (0.011) (0.010)
Log age squared -0.003 0.012 -0.005 0.003 -0.006 -0.012 -0.007
(0.018) (0.018) (0.009) (0.009) (0.009) (0.009) (0.009)
D(Large firm competitors) 0.057** 0.051**
(0.025) (0.025)
D(Regional competitors) 0.030 0.124**x*
(0.048) (0.044)
D(National competitors) 0.123*** 0.178***
(0.042) (0.039)
D(European competitors) 0.385**x* 0.310***
(0.047) (0.046)
D(Intl competitors) 0.440*** 0.332%**
(0.049) (0.049)
D(Received subsidies) 0.309%** 0.227%**
(0.026) (0.027)
D(Member of a group) 0.079*** -0.014
(0.030) (0.031)
Rho 0.243*** (0.015)
Log likelihood -16239.9
Std. error (R-squared) 0.606 (0.239) 0.605 (0.241)| 0.597 (0.261) 0.602 (0.248) 0.598 (0.258)
Number of obs nonzero 4,896 9,678 14,294 14,294 14,294 14,294 14,294

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered at the firm level.

The first two columns show the results of a bivariate probit for doing R&D and having ICT investment. The next two columns are complementarity
tests using the predicted and actual dummies for having R&D and ICT. The last two columns perform the test using the levels of R&D and ICT

together with dummies for their absence.
* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.
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Table A7: Innovation as a function of performing formal R&D and ICT investment:
complementarity tests

Probit for innovation

Dependent variable: Process Product Org process Org product Any innovation
R&D and ICT dummies: actual predicted actual predicted actual predicted actual predicted actual predicted
R&D investment nonzero 0.469%*** 0.377 0.737%*x* 1.229 0.350***  2.660*** | 0.466*** 1.065 0.825%** 1.952%%*
(0.048) (0.802) (0.048) (0.827) (0.054) (0.902) (0.058) (0.962) (0.053) (0.873)
ICT investment nonzero 0.243***  1.215%** | (0.191*** 0.051 0.337*** 1.034%* 0.259%** 0.394 0.282%** 0.803*
(0.029) (0.402) (0.031) (0.414) (0.035) (0.452) (0.041) (0.508) (0.029) (0.415)
Both R&D & ICT nonzero 0.716%**  2.160%** | (0.929%**  2.304*** | (0.692%** 2. 314%** | (,781%** 2 216%** | 1. 117%*%* 2 699%**
(0.034) (0.250) (0.034) (0.255) (0.037) (0.278) (0.041) (0.309) (0.037) (0.260)
ICT inv. per employee 0.128***  (0.119%** | (0.045***  (0.040*** | 0.068*** .059%*x* 0.040%**  0.035%** | (0.119*%**  (.106***
(in logs) (0.009) (0.009) (0.009) (0.009) (0.010) (0.010) (0.011) (0.011) (0.010) (0.009)
D (no ICT investment) -0.113%** 0. 210%** -0.027 -0.124%** | -0.076*  -0.180*** -0.030 -0.137%%* | -0.146%** -0.257%**
(0.037) (0.034) (0.038) (0.037) (0.043) (0.043) (0.049) (0.047) (0.038) (0.034)
Log employment 0.136%** 0.009 0.139%*x* -0.009 0.154%*x* -0.007 0.139%*x* -0.011 0.149%** -0.021
(0.015) (0.022) (0.015) (0.023) (0.016) (0.024) (0.018) (0.027) (0.015) (0.023)
Log employment squared -0.007 0.020%** -0.013* 0.005 -0.022%*x* 0.001 -0.011 0.01 -0.023%*x* 0.002
(0.006) (0.010) (0.007) (0.010) (0.007) (0.010) (0.007) (0.011) (0.007) (0.010)
Log age -0.019 -0.040%* 0.032* 0.018 -0.003 -0.017 0.019 0.002 -0.007 -0.024
(0.018) (0.019) (0.019) (0.019) (0.020) (0.020) (0.022) (0.023) (0.019) (0.019)
Log age squared 0.010 0.005 -0.007 -0.008 -0.026 -0.026 -0.034 -0.037* -0.002 -0.005
(0.017) (0.017) (0.018) (0.018) (0.019) (0.019) (0.021) (0.021) (0.018) (0.018)
Test for complementarity 0.004 0.578 0.001 1.024 0.005 -1.380 0.056 0.757 0.010 -0.056
(standard error) (0.066) (0.931) (0.066) (0.959) (0.074) (1.047) (0.082) (1.131) (0.071) (1.001)
Log likelihood -8851.9 -9045.0 -8283.8 -8677.0 -7302.2 -7407.3 -5469.3 5617.4 -7753.6 -8209.3
Pseudo R-squared 0.106 0.087 0.133 0.091 0.073 0.059 0.094 0.069 0.142 0.092
Number of observations 14,294 14,294 14,294 14,294 14,294 14,294 14,294 14,294 14,294 14,294

Coefficients and their standard errors are shown. The standard errors are robust to heteroskedasticity and clustered at the firm level.
* = significant at 10%, ** = significant at 5%, *** = significant at 1% .

Industry, wave, regional, and time dummies are included in all equations.
Reference groups: D(provincial competitors), Lombardia, 1997, first wave pattern.
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