
Temi di Discussione
(Working Papers)

Network effects of public transport infrastructure: 
evidence on Italian regions

by Valter Di Giacinto, Giacinto Micucci and Pasqualino Montanaro

N
um

be
r 869Ju

ly
 2

01
2





Temi di discussione
(Working papers)

Network effects of public transport infrastructure: 
evidence on Italian regions

by Valter Di Giacinto, Giacinto Micucci and Pasqualino Montanaro

Number 869 - July 2012



The purpose of the Temi di discussione series is to promote the circulation of working
papers prepared within the Bank of Italy or presented in Bank seminars by outside 
economists with the aim of stimulating comments and suggestions.

The views expressed in the articles are those of the authors and do not involve the 
responsibility of the Bank.

Editorial Board: Silvia Magri, Massimo Sbracia, Luisa Carpinelli, Emanuela Ciapanna, 
Francesco D’Amuri, Alessandro Notarpietro, Pietro Rizza, Concetta Rondinelli, 
Tiziano Ropele, Andrea Silvestrini, Giordano Zevi.
Editorial Assistants: Roberto Marano, Nicoletta Olivanti.



NETWORK EFFECTS OF PUBLIC TRANSPORT INFRASTRUCTURE:  
EVIDENCE ON ITALIAN REGIONS 

 

by Valter Di Giacinto, Giacinto Micucci and Pasqualino Montanaro 

 

Abstract 

This paper contributes to the empirical literature on the magnitude of the network effects of 
public infrastructures, introducing a novel approach. After estimating the dynamics common to time 
series for the regional public capital stock, coordinated policy shocks are identified within a 
properly specified structural VEC model. The findings confirm previous evidence that transport 
infrastructures exert positive macroeconomic effects in the long run. At the same time, it is shown 
that this effect is attributable mostly to the impact of coordinated public policy shocks, as the 
literature on network externalities predicts. 
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1. Introduction1 

A massive strand of literature, pioneered by Aschauer (1989a, 1989b), has analyzed the economic 

impact of public infrastructure. Even though the evidence is somewhat mixed, two shared results have 

emerged so far: the relevance of public capital as a factor spurring growth and the existence of 

significant spillover effects between neighboring geographical areas. In their turn, the strong network 

externalities connoting many infrastructures call for a proper consideration of the coordination issue.  

The theoretical literature has pointed out that the overall returns of infrastructure investments 

may depend on whether investment choices are coordinated, i.e. explicitly aimed at achieving greater 

positive network externalities, or not, hence focusing strictly on local objectives. This feature yields 

strong policy implications, if one demonstrates that the macroeconomic effects of coordinated 

expenditure actually outbalance those of local and non-coordinated (idiosyncratic) expenditure, the 

difference being what we call here network effects. In this paper we address this issue with reference to the 

Italian economy, introducing a novel methodological approach and focusing on public transport 

infrastructure (owing to its peculiar network nature). 

While the theoretical argument is largely undisputed, empirical evidence in this field is still scant. 

In this paper we contribute to the empirical literature by providing an estimate of the network effects 

of public investment for the Italian regions. In order to do this, we preliminarily have to define what 

the “coordinated part” of public capital is and under what conditions it is possible to estimate it.  

Integrated and mutually consistent regional investment policies may be observed either when 

decisions are jointly agreed by different and autonomous local authorities or when investment choices 

are centralized at the national Government level, as might be the case for major projects of national 

interest (for Italy, consider the so-called Grandi opere, based on Italian Law no. 443 of December 21, 

2001). While the institutional arrangements are clearly different in the two cases, the implications for 

the scope of network externalities are broadly the same, so that they will both be treated as examples of 

coordinated investment policies in the present paper.  

—————— 
1 We greatly benefited from valuable comments by Fabrizio Balassone, Sergio Destefanis, Paolo Sestito, Andreas Stephan 
and other participants at seminars held in the Bank of Italy and at the 50° ERSA Congress held in Jönkoping (Sweden). We 
are grateful to Andrea Filippone for having provided updated private capital series. The responsibility for the contents of the 
paper rests with the authors and not with the Bank of Italy. For correspondence: P. Montanaro, Bank of Italy, Regional 
Economic Research Unit, Branch of Ancona, Piazza Kennedy 9, 60122 Ancona (Italy), tel.: +39 0712285223, fax: +39 
0712285276, e-mail: pasqualino.montanaro@bancaditalia.it. 
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Detailed statistical evidence on the decision process underlying observed public capital 

expenditure flows is usually not collected and, consequently, time series regarding coordinated and non-

coordinated investment policies are not separately available. To overcome this shortcoming, we set 

forth the following two-stage empirical strategy. 

In the first stage, we decompose the individual regional time series of the public transport 

infrastructure stock into common and idiosyncratic components, by implementing the common factor 

methodology recently put forward by Bai and Ng (2004), within their PANIC (Panel Analysis of Non-

stationarity in Idiosyncratic and Common components) approach to unit roots and cointegration on 

panel data.  

The common components obtained via the PANIC procedure do not immediately qualify as 

effective proxies of coordinated capital accumulation policies, as they are clearly affected by other 

sources of common disturbances, which can be broadly classified in endogenous and spuriously exogenous 

comovement effects. Endogenous comovement is mainly related to the response of public policy at the 

regional level to common macroeconomic fluctuations, while spurious exogenous comovement may 

arise when autonomous local policy actions happen to occur jointly due to some underlying 

synchronization mechanism not related to any coordination/centralization of policy decisions.  

Identification of coordinated policy actions is obtained in the second stage, when the common 

components yielded by the PANIC procedure are utilized to estimate a set of properly specified VEC 

(Vector Error Correction) models for each Italian region. Within regional VEC models, the responses 

of main macro variables to coordinated and idiosyncratic shocks to public capital are separately 

identified under largely unrestrictive assumptions.  

By comparing the responses of GDP to the two types of policy shocks, some empirical evidence 

on the existence and the magnitude of network externalities is finally drawn. 

Both coordinated and idiosyncratic investments in infrastructure are found out to exert a positive 

impact on GDP in the long run. However, as predicted by the literature on network externalities, the 

estimated impact of coordinated investment is substantially higher. 

The remainder of the paper is organized as follows. In Section 2 a review of the related literature 

is presented and more detailed motivations for the opportunity of focusing on the issue of policy 

coordination are given. In Section 3 the empirical identification strategy is outlined. The two-stage 

methodological approach is then detailed in Section 4. Section 5 describes the public capital (transport 
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infrastructure) data set utilized in the analysis. Section 6 is subsequently devoted to the empirical 

implementation of the model and to some robustness checks. Section 7 summarizes and concludes. 

2. Related literature and motivations for the research 

2.1 The macroeconomic effects of infrastructures 

Starting from the idea that the slowdown of the American economy during the seventies and 

eighties was precipitated by declining rates of public capital investment, Aschauer (1989a, 1989b) and 

Munnell (1990a) studied the contribution of public capital to productivity and growth. Their studies 

showed a very large impact of public capital, with a higher marginal productivity compared to private 

capital. These results seemed implausible and stimulated prompt reactions. Critics charged that the 

above mentioned analyses overstated the contribution of public infrastructure by not taking into 

account spurious correlation effects due to common trends in the variables, by omitting some relevant 

factors and neglecting the complex nexus of directions of causality. 

While the first studies by Aschauer and Munnell focused on data aggregated at the national level, 

subsequent analyses started to exploit panel data at the state and regional level, which allow to control 

for spatial fixed effects and common time trends, while exploiting samples large enough to produce 

more reliable estimates. Notwithstanding the variety of results, the studies based on spatially 

disaggregated data sets consistently reported lower estimates of the returns to public capital investment 

in comparison with studies based on national time series (Munnell, 1990b; Eberts, 1990; Lynde and 

Richmond, 1992; Garcia-Milà, McGuire and Porter, 1996). 

This evidence has been demanding for an interpretation. A convincing explanation may have to 

do with spillover effects of public infrastructure, i.e. effects spreading out spatially across states/regions 

different from those where the infrastructure is located. In a more general economic framework, sign 

and magnitude of such spillover effects have been shown to depend on the local competition level and 

the mobility of input factors. It has been argued that infrastructures might eventually generate also 

negative spillovers on a strictly local basis, when investment in one location draws resources (and 

therefore production) away from neighboring locations, by enhancing local comparative advantage 

(Boarnet, 1998). 
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The measurement of spatial spillovers has been empirically addressed by implementing a number 

of different approaches. In a first stage, Holtz-Eakin (1994) used an “indirect test” (a definition due to 

Álvarez, Arias and Orea, 2006), estimating the same model at different levels of geographical 

aggregation and arguing for the existence of spatial spillovers from the different results obtained. 

Subsequently, in their seminal work Holtz-Eakin and Schwartz (1995) carried out a statistical test of the 

hypothesis of the presence of spatial spillovers comparing the estimated public capital coefficient in 

two models, the second of which includes the spatial lag of public capital, i.e. a measure of the average 

capital stock in neighboring areas (Álvarez, Arias and Orea, 2006 refer to this test as a “pseudo” one, 

because there is no way to properly statistically test the equality of the two coefficients). Moving from 

Holtz-Eakin and Schwartz (1995), empirical models have been progressively enriched by adopting 

spatial econometric techniques, which explicitly take into account that a specific area may benefit from 

public capital endowment either in the same area (internal capital) or in other areas (external capital). 

The evidence gained from the literature adopting a spatial econometric framework is somewhat 

mixed (see also the reviews by Creel and Poilon, 2008, and Jiwattanakulpaisarn, 2008). With regards to 

the United States, positive spatial spillovers from infrastructure endowments (usually highways) are 

found by Dalenberg, Partridge and Rickman (1998), Pereira and Andraz (2004); negative by Boarnet 

(1998), Cohen and Paul (2003 and 2004), Slaboda and Yao (2008), Gillen and Haynes (2001) and 

Ozbay, Ozmen-Ertekin and Berechman (2007); finally, in a number of cases only insignificant effects 

are reported (Garcia-Milà and McGuire, 1992; Holtz-Eakin and Schwartz, 1995; Garcia-Milà, McGuire, 

and Porter, 1996; Kelejian and Robinson, 1997; Berechman, Ozmen-Ertekin and Ozbay, 2006; Monaco 

and Cohen, 2006). In part, these contrasting results may be attributed to the type of infrastructure 

analysed. In particular, Cohen and Morrison Paul (2003) show that airport expansion in connected 

states has a comparable effect across states hosting hub airports and an even greater impact on 

remaining states. The same authors reaffirm the existence of spatial spillovers in a second paper (Cohen 

and Morrison Paul, 2004) that analyzes the impact of the highways capital stock. Similar results do not 

apply for port infrastructure: Monaco and Cohen (2006) study the geographical scope of ports, finding 

that US states benefit from an increase in their own port infrastructure but they do not gain from a 

similar expansion in contiguous states. However, apart from being affected by the type of infrastructure 

analysed (and, of course, by which countries and periods are considered), econometric results also 

appear to depend on the range of statistical techniques adopted. 
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A number of empirical studies have focused on European countries. A clear consensus lacks in 

the case of the Spanish economy, positive spatial spillovers being detected by Mas et al. (1996), Pereira 

and Roca-Sagalés (2003), Cantos, Gumbau-Albert and Maudos (2005), Ezcurra et al. (2005), while not 

significant coefficients or mixed results are obtained by Álvarez, Arias and Orea (2006), Martinez-

Lopez (2006), Delgado and Álvarez (2007) and Moreno and López-Bazo (2007). For Italy, Bronzini 

and Piselli (2009), adopting a production function approach, find that regional productivity is positively 

affected by public infrastructure installed in neighboring regions. Finally, Bouvet (2007) finds positive 

spillover effects for a large sample of European countries. 

In parallel with the use of more disaggregated data at the geographical level, researchers have also 

introduced more advanced econometric techniques, such as the cointegrated vector autoregressive 

(VAR) models, in order to address the complex nexus of links and feedbacks among the set of 

endogenous variables. However, these two strands have progressed separately, owing to the difficulty 

to reconcile VAR techniques with spatial econometrics issues. 

The use of VAR models has gradually became standard in the empirical literature in order to 

study the complex channels through which public capital affects output and growth in a general 

equilibrium context (Baxter and King, 1993): directly, because investment in public capital is part of 

GDP; or indirectly, because public capital may influence other inputs, such as labour and private 

capital. At the same time, private inputs (labour and capital) may also influence public capital formation 

(e.g. more private investment may increase taxable income, boosting in government resources and 

consequently public expenditure). The VAR approach does not impose strong a priori restrictions on 

the dynamics of the process, allowing for both direct and indirect linkages between the model variables. 

Dynamic feedbacks are essential to better understanding the relationship between public capital and 

economic performance, since public capital may affect output either directly as an additional input in 

the production function or indirectly via its effects on private inputs, such as capital and labour. Studies 

adopting this approach mostly show a positive long-run response of output to a shock in public capital. 

Kamps (2005), for a group of OECD countries including Italy, find a positive long-run elasticity of 

public capital with respect to private capital, a negative effect on employment, and a positive albeit not 

significant effect on GDP. In an analysis of Italian regions, Di Giacinto, Micucci and Montanaro (2010) 

document a positive contribution of the public capital to output in all geographical areas of the 

Country. 
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To our knowledge, so far Pereira and Roca-Sagalés (2003) represents the only study aiming at 

estimating spatial spillover effects in a VAR framework. They find that the contribution of public 

capital to GDP growth in Spanish regions may be almost equally traced back to capital installed either 

within a certain region or in the rest of the country.  

The approach of Pereira and Roca-Sagalés (2003) shares a number of features in common with 

the methodology set forth in the present paper, although we shift the focus on coordinated vs. idiosyncratic 

public capital accumulation decisions, instead of internal vs. external to the region. Our choice is 

grounded both on theoretical and policy arguments, as detailed in the next subsection. 

2.2 The difference between network and spillover effects 

The crucial point here is what we intend for spillover effects and what for network effects. In our 

view, we have to distinguish between the two concepts, specifically addressing here the latter, which in 

its turn calls for the issue of coordination (or centralization) of the expenditure decisions.2 

Since many infrastructures have network characteristics, the intensity of their spatial effects is 

influenced by the degree of coordination of policy decisions about where and when to invest. As a 

matter of fact, in absence of coordination the level of investment in public infrastructure might result 

either too high or too low. As infrastructure investment may alter the distribution of economic activity 

across regions, certain models emphasize the risk in having an excess of infrastructures in neighboring 

competing areas (Haughwout, 2002; Romp and de Haan, 2005). Moreover, non-coordinated decisions 

could probably produce negative effects (negative externalities) on the neighboring regions. On the 

other side, coordination is needed when aiming at maximizing the overall welfare level, instead of that 

of single areas (Schiff and Winters, 2002; Cárcamo-Díaz and Goddard, 2007). 

The following example may help to clarify the difference between network and spillover effects. 

Consider two adjacent regions (or Governments) having to decide whether to make an infrastructure 

(i.e. a road) or not. Each country has the possibility to invest on its own. If the region A decides to 

invest, it can get a net benefit equal to, say, WA, while region B reaps an indirect net effect equal to XA. 

Symmetrically, if only B makes the infrastructure, it obtains a benefit equal to WB, while A gains XB (see 

—————— 
2  In Italy public expenditure management involves both central and sub-national authorities, even though with differing 

proportions. At the same time, constitutional reforms aim at providing more resources and decisional powers to sub-
national levels of government (Regioni). Sub-national competition for economic activity can enhance efficiency, but also 
be counterproductive and wasteful, so that coordinative frameworks of rules and organizations need to be developed. 
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Table A). Given that in both cases the regions are assumed to act in an uncoordinated way, the W 

terms may provide a measure of the (net) internal return from strictly idiosyncratic investment decisions, 

while the X term may provide a measure of spillover effects. 

 Table A

 Net benefit region A Net benefit region B 

1. Investment only in region A WA XA 

  Investment only in region B XB WB 

2. Investment in both regions without coordination WA + XB WB + XA 

3. Investment in both regions with coordination P + WA + XB P + WB + XA 

The above taxonomy mainly and freely draws on Cárcamo-Díaz and Goddard (2007). 

There is a second case, in which both regions simultaneously decide to invest on the 

infrastructure, but without any coordination scheme. In other words, each region invests autonomously, 

without exploring the possibility of acting in concert with the other in order to find a solution yielding a 

higher utility level to both parties. In this case, the region A would obtain a benefit equal to WA, i.e. the 

(net) effect of its own investment (or idiosyncratic component of investment) plus XB, i.e. the (net) 

spillover effect of investment made in the neighboring region B. Symmetrically, region B gets WB plus 

XA (Table A).  

Finally, there is the case of our interest, in which the two regions proceed in a coordinated way, each 

exploring the possibility to act in concert with the other in order to select, among the alternative 

choices, the one with the highest common utility (in the road infrastructure example, they may decide 

to jointly expand the individual regional networks in a manner that fosters the integration between 

them). In this case, both regions can now get a higher overall benefit, as the sum of the return they 

would have received by investing on their own (W), plus the spillover effect X plus an additional 

benefit P (coordination premium), capturing the potential for maximizing positive network externalities 

that only coordinated action entails (Table A).  

It is immediate to notice how the same result can be obtained if the investment decision is 

conferred to a Central Government which aims at maximizing aggregate investment returns across the 

regions, an institutional arrangement that is often observed in practice for ‘major projects’ of national 
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interest. In other words, “centralization” can be thought to provide an equivalent solution to the 

coordination problem, so that one could refer to P as a centralization premium too. 

For each region, by comparing estimates under cases n. 1 (returns to idiosyncratic infrastructure 

investment, equal to W) and n. 3 (gross return to coordinated infrastructure investment, equal to 

P+W+X) in Table A, our empirical strategy aims at providing an indirect assessment of the total network 

effects of public infrastructure investment, as the sum of the coordination/centralization premium (P) and any 

additional spillover effects (X). 

Even though it could be theoretically interesting to obtain separate empirical estimates of P and 

X, we are not able to provide such a distinction with the methodological approach set forth in the 

present paper and consequently we leave this development for future research. However, from the 

policy-maker point of view, the total gain (P+X) deriving from coordinated/centralized action is 

actually the relevant measure, as it provides a comprehensive assessment of all the welfare losses that 

are going to be incurred if proper coordination mechanisms, involving either central or local 

authorities, cannot be effectively put in place. 

3. The empirical strategy 

In this section we outline the empirical strategy underlying our approach to the identification of 

coordinated policy action, moving from observed regional infrastructure expenditure flows. Since 

coordination implies joint actions of all the regional players, correlation (comovement) of the regional 

expenditure flows may be deemed to provide some evidence that a coordination mechanism is in place. 

However, even though coordination is one of the possible reasons why regional public capital series 

may evolve synchronically, alternative factors can equally explain such occurrence. 

As a starting point, consider the following decomposition of the observed regional public capital 

formation series (referred to as g
itK ): 

 itit
g
it ICCCK   (1) 

where the i and t suffixes refer to the region and the time period, respectively, and where itCC  and 

itIC are two random variables representing the common (CC) and the idiosyncratic components (IC) of 

the regional public capital series. The second order moments of the two random components are 

assumed to have the following properties: 
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stating that CC is correlated across regions, while IC is uncorrelated cross-section and orthogonal to CC 

by assumption. 

In its turn, the common component may be further decomposed into an endogenous component 

(CCend), reflecting the response of regional public expenditure to macro evolutions at the national or 

international level, and an exogenous component (CCexog), that is assumed to be unrelated to the former, 

capturing the share of public infrastructure expenditure which is actually the result of autonomous 

policy decisions: 

 exog
it

end
itit CCCCCC  . (3) 

As an example of common factors that are likely to induce synchronized policy reactions across 

regions, we may consider the cases of exchange rate fluctuations and changes in the monetary policy 

refinancing rate or in commodity prices. GDP and the tax revenue would be simultaneously affected in 

all regions and, assuming that local public expenditure does react to changes in macroeconomic 

conditions, the endogenous response of regional investment to these common shocks may induce a 

degree of comovement across regional capital expenditures, totally unrelated to any form of policy 

coordination. Assuming that the endogenous common component can be separately identified, purging 

CC from such component would thus yield a residual that only reflects strictly exogenous policy decisions. 

Comovement between strictly exogenous policy actions, however, may be induced by 

mechanisms other than policy coordination. In order to take this problem into account, we introduce a 

further decomposition: 

 
spur
it

coord
it

exog
it CCCCCC   (4) 

where the first term on the RHS represents the part of the exogenous regional capital expenditure 

decisions reflecting strictly coordinated policy actions and the second term, assumed to be orthogonal to 

the former, identifies the possible existence of spurious comovement across exogenous regional policy 

decisions. 
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An important source of spurious policy comovement may be related to political business cycle 

effects (PBC; Nordhaus, 1975), which are driven by economic decisions of incumbent politicians 

aiming at increasing the probability of being re-elected (Dixit, 1996; Drazen, 2000; Persson and 

Tabellini, 2000; Grossman and Helpman, 2001, Cadot, Roller and Stephan, 2006). 

Considering that general and regional elections are commonly held on the same dates within a 

given country, as long as the political incumbents try to facilitate re-election through an expansion of 

both current and capital expenditure, the coincidence of election dates across regions may result in 

comovement across the regional public capital aggregates that is unrelated to any form of policy 

coordination.  

When available, knowledge about the mechanism generating this type of spurious correlation 

across regional public policies may allow the researcher to design a proper empirical strategy in order to 

control for such confounding factor. To remain within the political business cycle example, knowledge 

about the dates of the national and regional polls may provide the additional source of information to 

be exploited for identification purposes. 

In analytical terms, the empirical identification strategy outlined above may be summarized by 

means of the following two simple equations: 

 1'  iti
end
itCC   (5) 

 ti
spur
itCC  '  (6) 

Equation (5) identifies essentially a policy reaction function, relating the endogenous response of 

public capital expenditure to the lagged values of the random variables included in the vector , which 

is assumed to contain all the relevant information on common macroeconomic disturbances affecting 

the i-th region. A linear functional form is assumed for analytical convenience. 

The vector  is allowed to contain endogenous variables, namely aggregates like GDP, which are 

arguably affected by public capital expenditure decisions. Identification of the CCend component thus 

requires some additional assumptions. Our a priori restriction states that policy reaction takes at least a 

one period lag to be transmitted to public capital expenditure. Considering the long delays denoting 

public policy implementation – usually well beyond a single year in the case of public infrastructure 

investment – this assumption does not appear to be particularly binding and in line with the empirical 
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literature that uses structural vector auto-regressions to estimate the macroeconomic effects of public 

capital accumulation (see Section 4.2). 

One may argue that purging CC from the endogenous component is at risk of removing 

investment decisions adopted in a coordinated way in response to macro evolutions (for example, when 

all the regions jointly decide to expand capital expenditure in a negative business cycle). However, since 

only systematic – and hence predictable – responses are captured by the endogenous component, when 

regional authorities discretionally decide to coordinate investment decisions under specific business cycle 

conditions, their investment choices could not have been anticipated and hence they are not included in 

the CCend component. 

Identification of the spurious exogenous common component CCspur in the equation (6) is 

obtained along similar lines, but in this case the vector of auxiliary variables  is assumed to contain 

only strictly exogenous variables. For instance, in the example of PBC effects the  variables may be 

specified as a set of dummy variables marking the years when general or regional elections are held. 

Also in this case, one may argue that purging CCexog from the PBC effects is at risk of inducing an 

over-correction when a part of the coordinated investment is undertaken during electoral years. 

However, as in the case of the CCend component, it has to be remarked that only the fraction of 

coordinated infrastructure investment that is related to the PBC in a systematic – and hence predictable 

– way would be captured by the CCexog component. As a consequence, the risk of over-correction 

should actually be fairly limited, being largely outbalanced by the gains in terms of a better identification 

of strictly coordinated policy actions. 

Once the CCend and CCspur components have been identified, the coordinated component of CC is 

identified by equations (3) and (4) and by the orthogonality assumption postulated for all unobservable 

common components. It can be finally computed as: 

 tiitiit
spur
it

end
itit

coord
it CCCCCCCCCC  '' 1   . (7) 

To implement the empirical strategy outlined in this section, sample estimates of the common 

components CC are required first. The specification and estimation of an empirical equivalent of 

equation (7) is subsequently required.  
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4. The methodological approach 

This section details the two-stage methodological approach we propose in order to achieve the 

identification of coordinated and non-coordinated policy shocks affecting public infrastructure 

accumulation. 

4.1 Extracting the common components 

In this section the issue of the estimation of the common components from regional public 

capital panel data is dealt with by implementing the common factor model recently put forward by Bai 

and Ng (2004) within their PANIC (Panel Analysis of Non-stationarity in Idiosyncratic and Common 

components) approach. Among the number of static and dynamic factor models proposed in the 

literature referring to panel data where both the cross-sectional and time series dimensions are large, the 

Bai and Ng approach appears to stand out for generality, as no prior assumption is made according to 

the order of integration of common and idiosyncratic components, and ease of implementation. 

Costantini and Destefanis (2009) recently applied the PANIC technique to Italian regional panel 

data which share many features in common with the data utilized in our empirical analysis. The authors 

find that a limited number of common factors underlie the dynamics of the regional series of GDP and 

other private sector aggregates. 

Following Bai and Ng (2004) we assume the following factor structure for the Kg series: 

 ittiit
g
it eFTK  ' ,  i=1,…,N, t=1,…,T (8) 

where: 

 Tit is a region-specific deterministic trend; 

 Ft is an r  1 vector of common factors (r < N); 

 i is a corresponding vector of factor loadings; 

 eit is an idiosyncratic residual, assumed to be orthogonal to Ft but possibly weakly correlated 

across regions; 

 standard identifying restrictions, like the orthonormality of common factors and the 

orthogonality of Ft and eit, are assumed. 
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The term ti
g
it FK '~   identifies the common component of the g

itK  series and is assumed to account 

for the comovement across individual regional g
itK  series. To provide a direct link with the notation 

introduced in Section 3, note that the common component CC of regional public capital formation in 

equation (1) can be obtained from g
itK

~
 by simply taking first differences, i.e. CCK g

it  ~
.  

Even if not directly observable, the vector of common factors Ft in (8) can be inferred from the 

data conditionally on the correct selection of the number r of common factors. The derivation of 

information criteria allowing for the consistent selection of the dimension of the factors space in a 

panel data environment where both N and T are large is dealt with in Bai and Ng (2002). In the context 

of the PANIC procedure for unit root testing in panel data with a factor structure, Bai and Ng (2004) 

subsequently derive consistent estimators of unobservable common factors – up to an arbitrary additive 

constant – and factor loadings by applying principal components analysis to first differences of the 

data. Asymptotic results are shown to hold when both the cross section and time series dimensions of 

the panel grow large. 

Letting 
tF̂  and 

î  denote the Bai and Ng (2004) estimators of Ft and λi, the estimated common 

component of the public capital stock in region i can be computed as ti
g
it FK ˆ'ˆ~̂  .  

4.2 Identifying coordinated and idiosyncratic shocks 

Once consistent estimates of the common components of the regional public capital stock are 

available, the empirical implementation of the identification strategy outlined in Section 3 hinges on the 

recent structural VAR (Vector Auto-Regressive) approach to the assessment of macroeconomic effects 

of public capital expenditure (Pereira, 2000; Pereira and Roca-Sagalés, 2003; Kamps, 2005; Di Giacinto, 

Micucci and Montanaro, 2010).  

In the structural VAR literature the effects of public investment policy are measured by the 

dynamic response of GDP, employment and private capital to properly identified exogenous shocks to 

public capital expenditure. 
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The VAR system usually considered involves four endogenous variables: GDP (Y), private capital 

stock (Kp), public capital stock (Kg) and employment (L, possibly augmented to allow for human capital 

accumulation), that are allowed to be cointegrated.  

Assuming that the lag order is equal to p>0, the four equations VAR model in levels for i-th 

region can be stated as follows: 

 ititpitpititit DXAXAXAX   ...2211  (9) 

where ]',,,[ itit
p

it
g
itit YLKKX  , it  is a white noise process with covariance matrix iititE )'(   and 

where Dit is a set of deterministic variables, possibly including constant and trend terms. 

When individual time series are non-stationary – because of the presence of unit roots, but 

cointegrated – the system is usually written in the equivalent VEC (Vector Error Correction) form: 

 ititpitpitititit DXXXXX   1122111 ...  (10) 

where the  matrix has rank <4. 

In order to separately identify coordinated and idiosyncratic policy shocks to public capital 

accumulation, we work with the following extended VEC model: 

 ittitpitpitititit DZZZZZ    '~~...~~~
1122111  (11) 

where ]',,,,~[ itit
p

it
g
it

g
itit YLKKKZ   and it is a vector of reduced form residuals assumed to evolve as a 

multivariate white-noise process with covariance matrix iititE )'(  .  

Compared to the standard specification, the VEC model in (11) is extended by expanding the sets 

of both endogenous and exogenous variables. Endogenous variables now include the common 

component of the public capital stock along with the overall level of the same variable. At the same 

time, the set of exogenous variables is augmented by introducing the vector of control variables t , 

which, in line with the discussion set forth in Section 3, should contribute to the identification of 

coordinated policy shocks by purging for the influence of spurious synchronization mechanisms, like 

those induced in the context of PBC by common electoral dates.  

Since the reduced form error covariance matrix i  is not diagonal, the random shocks in the 

VEC model cannot be given any structural interpretation. Within the VAR/VEC public capital 
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literature, the approach usually advocated in order to identify the structural shocks to public capital 

accumulation is based on a Choleski decomposition of i , under the assumption that the Kg series is 

ordered first in the system (Pereira, 2001; Kamps, 2005). This hypothesis implies that government 

capital expenditure decisions are predetermined and, as such, they are affected by current unexpected 

evolutions in the other system variables at least with a period lag. This assumption is generally deemed 

to be credible, considering the lags usually involved in public policy decision and implementation.3 

The standard recursive (Choleski) identification scheme can be readily extended to the present 

context in order to allow for the separate identification of the effects of coordinated and idiosyncratic 

shocks to public capital. Under the assumption of recursiveness, the set of analytical relations linking 

structural disturbances to reduced form errors is given by the following triangular system of linear 

equations: 
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where now ]},...,{[)'( 51 diageeE itit  .  

The first structural disturbance term 
gK

ite
~

 represents an innovation to the common component of 

the public capital stock formation. As such, it is orthogonal by construction to the set of both the 

exogenous and the lagged values of the endogenous variables in the system. The structural shock 
gK

ite
~

thus appears to be a VEC model-based measure of CCcoord, as stated in Section 3. 

Apart from the structural identifying restriction implied by the recursiveness hypothesis, two 

remaining conditions have to be met so that 
gK

ite
~

 actually represent only coordinated policy shocks: 

—————— 
3 In order to provide a term of comparison, generalized impulse responses (Pesaran and Shin, 1998) to shocks affecting 

the common and the total public capital stock series were also computed. A positive network effects appears to stand 
out also in this case, although the difference between the median responses to the two KG shocks is less pronounced. 
However, it is important to remark that only a Choleski decomposition approach, where KG-common is ordered prior 
to KG-tot, allows for the identification of coordinated and idiosyncratic shocks within our extended VEC model, thus 
providing a clear-cut structural interpretation of impulse responses. 
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 the set of the past values of the endogenous variables must actually contain all the relevant 

information entering the policy reaction function given in the equation (5); 

 the vector t  must include all the variables that are strictly required to control for spurious 

synchronization effects of regional capital expenditures. 

When bringing the model to the data, some special attention is required at the diagnostic stage in 

order to check that both the above requirements are met. Once the coordinated structural shocks have 

been effectively identified, the second structural error term in the system 
gK

ite – representing a shock to 

the overall public capital level that is orthogonal by construction to the coordinated shock 
gK

ite
~

– may 

be deemed to identify non-coordinated, strictly idiosyncratic policy innovations affecting public capital 

expenditure at the regional level. This result is tightly related to having ordered the common 

component first with respect to the overall Kg. Under this assumption, a shock to the common 

component is allowed to affect the overall Kg level, while a shock to the overall Kg level does not affect 

the common component conditional on the current shock to the common component itself, which is 

exactly the condition required to define a shock to Kg as strictly idiosyncratic. 

Having properly identified structural policy shocks, the macroeconomic returns to public capital 

expenditure decisions can be assessed as usual, by inspecting the dynamic multipliers relating the GDP 

level to policy innovations. Finally, an empirical measure of the size of network effects associated to 

coordinated policy action can be obtained by taking the difference of the short and long run GDP-

response to coordinated and idiosyncratic shocks to Kg. The difference is expected to be positive and 

can be deemed to provide an overall measure of network externalities of transport infrastructure, as the 

sum of the coordination/centralization premium (P) and other spillover effects (X). 

5. The public infrastructure data set 

As in Bonaglia and Picci (2000) and Montanaro (2003), we obtain annual regional public capital 

stock estimates by applying the perpetual inventory method (PI) to the time series regional expenditure 

flows (Istat), measured at 1995 constant prices for the years 1928-2007.4 The aggregate of Civil 

—————— 
4  In order to estimate this new longer investment series, we apply the dynamics of the regional investment in Civil 

Engineering Works 1996-2007 as derived from Conti Pubblici Territoriali (CPT) database to the series provided by Di 
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Engineering Works (i.e.: transport infrastructure, pipelines, communication and electricity lines, 

complex constructions on industrial sites) is considered to this purpose. Among the different capital 

stock definitions proposed in the literature, we choose to rely on the notion of productive capital, which 

allows us to introduce a decreasing rate of efficiency of surviving assets over time. The productive 

capital (expressed in terms of standard efficiency units) is a measure of capital services that different 

types of assets provide to the production process at a given moment in time, and is computed as: 

 



0i

itii
g
t IesK  (13) 

where  g
tK  productive public capital at the end of the period (year t) 

   itI  gross investment flows between t-1 and t 

   is  survival rate at t of past investment made between t-i-1 and t-i; 

   ie  efficiency of an i-period old asset, with a hyperbolic function 

(see Di Giacinto, Micucci and Montanaro, 2010, for further details on the methodology utilized to 

compile the public capital stock figures). 

Reliable panel data for 18 Italian regions with yearly observations covering the period 1970-2007 

were finally obtained. According to our data, real public capital accumulation in Civil Engineering 

Works has been declining in Italy since the 1970s (see Table 1 for the regional composition across 

time). After the slight recovery in the 1980s, it began to decline again in the period 1991 to 1995. 

Among the different types of public infrastructures included in the aggregate of Civil Engineering 

Works, we focus on transport infrastructures. Expenditure figures show a progressive decline of 

investment in transport infrastructure. After the strong rise in the early 1970s, an increasingly feeble 

trend is observed. In the country as a whole, the share of transport infrastructure to total public capital 

in Civil Works declined from 49.8 per cent in 1980 to 40.3 per cent in 2007; in the South of Italy5, it fell 

from 46.9 to 37.3 per cent. 

—————— 
Giacinto, Micucci and Montanaro (2010) for the period 1928-2001. Investment in transport infrastructures includes 
not only the Government expenditure, but also that of the Extended Public Sector (i.e. railways investment of Ferrovie dello 
Stato). 

5  We consider the following four reference geographical partitions: North West (Piedmont and Valle d’Aosta, 
Lombardy, Liguria), North East (Trentino-Alto Adige, Veneto, Friuli Venezia Giulia, Emilia-Romagna), Centre 

 



 
22

Territorial dynamics display some heterogeneity. From 1991 to 2000, the growth of public capital 

in the South was equal to zero (14.0 in the North West and 11.5 in the North East, 5.9 in the Centre); 

between 2001 and 2007, it was negative, and transport infrastructure strongly contributed to this result 

(Table 2). 6 

As witnessed by Table 3, the yearly percentage changes in the capital stock series across Italian 

regions have been highly correlated along all the period 1980-2007 (roughly 0.79 on average across 

regions in the Centre-North area and 0.84 across regions in the South). This can be deemed to provide 

a first evidence of a coordination/centralization mechanism underlying public investment decisions 

across Italian regions.  

Institutional features of the public sector decision-making process in Italy may help explain this 

empirical evidence. Public investment decisions have traditionally been strongly centralized and 

managed at the central government level, although a progressive devolution of powers to regional and 

local authorities has been in place since the seventies. Nonetheless, the correlation of public capital 

expenditure flows across regions was still very high up to the end of the eighties, reflecting the joint 

operating of two main factors. The first was the role played by national transport infrastructure policies, 

as evidenced by the large share of total infrastructure expenditures devoted to this sector (almost 50 per 

cent at the beginning of the seventies). This policy, aimed at the deployment of an extensive network of 

motor freeways in order to match the parallel development of the automobile sector and of related 

means of transportation, was actually very pervasive, spreading its effects across the whole Italian 

territory (Golden and Picci, 2005).  

The second factor was the massive part of investment channeled via the Southern Italy 

Development Fund (the so-called Cassa per il Mezzogiorno) up to the beginning of the nineties. As long as 

the Fund has been operating, the dispersion across Southern regions – in terms of yearly changes in 

public capital – was low, while it was relatively high between the South and the Centre North areas. 

—————— 
(Tuscany, Umbria, Marche, Lazio), South and Islands (Abruzzo and Molise, Campania, Puglia, Basilicata, Calabria, 
Sicily, Sardinia). 

6  There is a mismatch between the framework one draws from the expenditure PI approach and the real infrastructure 
endowment of the different areas of the country (see Alampi and Messina, 2011 and Bronzini, Casadio and Marinelli, 
2011): in order to understand this, we must rely on how much infrastructure was actually built with public money. As 
explained by Golden and Picci (2005), even though policies aimed at mitigating the North-South infrastructure gap 
emerged soon after Italy’s 1861 unification, it is commonly conceded that South’s infrastructure endowment is still 
below that of the North (Bronzini, Casadio and Marinelli, 2011). This consideration leads us to consider a less 
efficiency in realizing infrastructure in the South as one of the possible explanations of the gap between expenditures 
and actual infrastructures. 
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Subsequently, the Southern regions’ share of public investment in Civil Works started to decrease 

(Table 1 and Figure 1) and the differences across regions started to rise (Figure 2), arguably as a result 

of the less centralized infrastructure policies that were starting to take place. 

6. The empirical analysis 

6.1 Model specification and estimation 

In order to implement the PANIC methodology, prior assumptions about the deterministic 

component in the factor model have to be advanced. Considering that our public capital stock (in log 

levels) series display a marked upward tendency over the sample period, a factor model including both 

constant and trend is specified. The number of common factors identified by means of the BIC3 

procedure of Bai and Ng (2002) is equal to 4, the maximum value of r being set to 5. Notwithstanding 

the relatively small number of common factors, we obtain that the common component accounts for a 

major part of the overall variance of the growth rate of the regional public capital stock, with an 

average share of about 87 percent, although with some heterogeneity across regions. The fraction of 

total variance explained by the idiosyncratic component ranges from 3.7 to 21.5 percent, moving from 

the first to the third quartile of the distribution (Table 4).  

Upon splitting the sample period in two sub-periods, we find evidence of an increase in the 

contribution of the idiosyncratic component to the overall variance of Kg growth rates, from 11.3 in 

1971-89 to 20.6 per cent in 1990-2007, referring to the average value across regions. The dispersion, 

measured by the interquartile range, increased as well, from 13.5 to 21.3 percentage points. This 

behavior appears to be in line with the narrative evidence on the increasing decentralization of 

decisions regarding public infrastructure in Italy over the last twenty years. 

Using the sample estimates of g
itK

~
 yielded by the PANIC procedure, the empirical specification 

of the extended VEC model was subsequently undertaken. In addition to the two public capital series 

(the overall level and its common component) as above detailed, the following aggregates were 

considered: the regional GDP level at constant prices (source: Prometeia), the private sector capital 

stock (Kp; source: Bronzini and Piselli, 2009) and a measure of the labor input given by total 

employment, in full time equivalent units, augmented by the average educational attainment of the 

workforce to proxy for the regional human capital endowment (L; source: our elaborations on 
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Prometeia and Istat data). Yearly data for 18 regions covering the 1970-2007 period are considered in 

the analysis. All variables are introduced in logs. 

As a preliminary step to the cointegration analysis, the degree of integration of the individual 

series has to be assessed. In this respect, it has to be noticed that Bai and Ng (2004) prove that when 

the factor model includes a time trend (as in this case), individual augmented Dickey-Fuller tests and 

their corresponding panel versions do not attain the usual asymptotic distribution. Considering that 

asymptotic tables of the test critical values under the null hypothesis are unavailable, a proper test of 

the presence of unit roots in g
itK

~
 could not be performed. However, observed g

itK  series were tested 

and found out to be integrated for all the regions. We hence heuristically decided to maintain a similar 

assumption also for g
itK

~
, largely on the basis of the strong similitude between the graphical patterns of 

the two series.  

Based on this assumption, we then proceeded to evaluate the cointegration rank. Like unit root 

tests, also the asymptotic distribution of the usual Johansen trace test is going to be affected when 

factor estimates of g
itK

~
 are substituted for the corresponding unobservable variables, thus making a 

direct test of the cointegration rank of the extended VEC model given in expression (11) unfeasible. 

With this limitation in mind, we chose to base the assessment of the cointegration rank on the evidence 

provided by trace tests applied to the baseline VAR model given model by equation (10), coupled with 

the a priori assumption that g
itK  and g

itK
~

 are cointegrated, i.e. are driven by a single stochastic trend. 

Under this assumption the total number of independent stochastic trends in the baseline and in the 

extended VEC systems considered in Section 4 is the same and, consequently, the number of 

cointegrating relations of the extended VEC model will be equal to the cointegration rank of the 

baseline system plus 1, due to the cointegration between g
itK  and g

itK
~

. 

As an implicit consequence of the assumption that g
itK  and g

itK
~

 share a single common trend, 

the difference g
it

g
it KK

~ , i.e. the idiosyncratic component of g
itK , is stationary. While we are not able to 

provide a formal test of this implication, a graphical inspection of the regional idiosyncratic series 

obtained by the PANIC procedure did not appear to contradict the stationarity assumption.  

The results of Johansen trace tests applied to the baseline VEC model for 18 Italian regions and 

for Italy as a whole are reported in Table 5. The empirical evidence confirms the hypothesis that at least 

one long-run equilibrium relationship among the system variables does exist, as suggested by both 



 
25

theoretical arguments and several empirical studies. In particular, at the significance level of 1 percent, 

the procedure identifies the presence of a single cointegrating vector.  

Having selected the cointegration rank according to the above procedure, extended VEC models 

were estimated by maximum likelihood for all the regions. The lag order of the model was selected on 

the basis of the evidence provided by standard information criteria and taking into account the results 

of the LM tests for the null hypothesis of serially uncorrelated residuals. With limited exceptions, a first 

order VEC model represented the preferred specification. 

Finally, to control for common political business cycle effects, a set of binary dummy variables 

taking unit values when in a given a general or regional elections are being held was also included in the 

set of exogenous variables considered in the empirical VEC specification. 

Having obtained parameter estimates, evidence on the impact of a structural shock to local public 

capital expenditure is obtained by the analysis of impulse-response functions (IRF) and forecast error 

variance (FEV) decompositions.  

Individual response patterns turned out to display considerable heterogeneity across regions, a 

feature that can be explained on the basis of the consideration that empirical estimates had to be 

derived from noisy and sometimes erratic regional time series data, especially in the case of the smallest 

Italian regions. Nonetheless, a central tendency appears to stand out quite neatly. As reported in Table 

6 and Figure 3, while the impact is limited in the short run, the long-run response of regional GDP to 

exogenous shocks to public infrastructure capital is positive when we consider on the average or the 

median of the responses across the 18 regions. 

Both coordinated and idiosyncratic shocks are found out to exert a positive impact on GDP in 

the long run. However, as postulated by economic theory stressing the importance of network 

externalities, the estimated impact of coordinated policy shocks is much higher. 

Evaluated at the median of their respective cross-regional distributions, the GDP response to a 

one standard deviation exogenous shock is equal to 0.80 in the case of coordinated policy actions 

(P+W+X, using the terms introduced in the Section 2.2), an amount that is four times larger compared 

to the case of idiosyncratic policy shocks (W).  

The analysis of the responses of private capital and employment provides evidence of the 

existence of positive and sizeable long-run effects (thus ruling out “crowding in” effects on private 
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investment decisions) and confirms the prevalence of coordinated shocks in determining this result 

(Table 6). 

Having assessed the sign and the relative magnitude of IRF coefficients, the results of FEV 

decompositions provide additional information on the respective contributions of coordinated and 

idiosyncratic shocks to regional GDP dynamics both in the short and in the long-run. If we refer again 

to the median of the results obtained across the 18 regions, the contribution of coordinated shocks to 

public transport infrastructure appears to be sizeable – more than a quarter of the long-run GDP’s 

variance can be attributed to these structural disturbances – and much larger of the contribution of 

idiosyncratic shocks (Table 7). 

6.2 Identification checks 

As stated in Sections 3 e 4, the procedure set forth in the present paper is based on a number of 

identifying assumptions. The latter imply that coordinated shocks to public capital accumulation should 

be correlated across regions but orthogonal either to overall macro shocks or to other factors being 

able to cause spurious correlations across the regional investment flows. 

As for the presence of comovement, Table 8 reports the coefficients of bivariate correlation 

across the regional time series of the coordinated shocks to public capital yielded by the estimation of 

the full set of regional VEC models. There is clear evidence that the series are positively correlated 

across regions. At the same time, having controlled for both the effects of common macro shocks and 

for the presence of synchronized PBCs, the degree of cross-sectional correlation of our VEC-based 

measures of coordinated policy shocks is far lower on average compared to what is observed for the 

growth rates of the regional transport infrastructure stock (0.44 versus 0.87; Table 3). 

This occurrence can be deemed to provide some preliminary evidence that the proposed 

methodology is able to effectively control for spurious comovement across regional public capital 

dynamics. However, it cannot guarantee that identification is achieved. 

In particular, evidence of non negligible correlation between our empirical estimates of 

coordinated public capital shocks and any variable proxying for common macro disturbances may be 

deemed to contradict identification, mainly because of an omitted variables problem. 

To provide a check for the omission of relevant variables, the series of coordinated shocks 

yielded by the regional VEC models were regressed against a number of macro indicators, including 
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changes in real exchange rate, world trade growth, equity and oil prices dynamics. Besides, at the risk of 

introducing an explanatory variable that could not be entirely exogenous with respect to regional public 

capital expenditure, we also considered current unexpected fluctuations in the public budget at the 

national level as a possible source of spurious comovement. Table 9 shows how the identified common 

shocks to public capital are orthogonal to all the macro variables considered, essentially confirming the 

validity of the proposed identification strategy.  

As a final control for any remaining spurious correlation effects hindering identification, we ran a 

panel regression analysis considering again the coordinated shocks to Kg as the dependent variable, but 

in this case introducing the GDP growth rate in the remaining N-1 regions as the independent variable. 

The GDP coefficient in this regression should be equal to zero if unexpected common shocks to GDP 

are not instantaneously transmitted to coordinated public capital expenditure and – at the same time – 

current coordinated shocks to public infrastructure affect GDP at least with a one period lag.  

A significance test of the regression coefficient in this setting can hence be interpreted as 

providing an over-identification test, as it implies that more restrictions are placed on the covariance 

matrix of reduced for VEC residual than strictly required for identification. The results of the fixed-

effects panel regression are reported in Table 10. As a term of comparison, we first regress the log-

changes of public capital in the region i on the log-changes in GDP in the aggregate of the remaining 

N-1 regions: we obtain a strongly significant positive relationship. When in the same regression we 

replace VEC-estimates of coordinated Kg shocks as the dependent variable, the positive relationship 

disappears and the sign becomes even negative and scarcely significant. There is thus evidence that the 

identified coordinated policy impulses to public capital – unlike the overall public capital dynamics – 

are not affected by the current aggregate GDP dynamics. Considering that all main sources of common 

macro disturbances should be reflected in aggregate output fluctuations, this test can be deemed to 

provide strong support in favour of the proposed identification strategy. 

7. Concluding remarks 

In the empirical literature on the economic impact of public capital a consensus has emerged on 

the potential relevance of spatial spillovers across geographical areas, even though there is no 

agreement on the magnitude, and sometimes even the sign, of these spillover effects.  
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Considering the undisputed network nature of most infrastructures – especially transport 

infrastructure, on which our empirical analysis was explicitly focused – we made headways in the 

direction of analyzing the external effects of public capital from a different perspective. We build on 

theoretical contributions underscoring how positive network effects of public infrastructure investment 

may be boosted by coordinated action across the policy-makers involved in the decision process. In all 

cases public investment decisions taken in given area may have economic consequences in other areas. 

However, only coordinated (or centralized) action has the potential to maximize positive network 

effects, while uncoordinated decisions may produce lower benefits at the aggregate level, possibly 

inducing even negative spillover effects. 

Moving from this background, when addressing the issue of the external effects of localized 

infrastructure investment we chose to abandon the more usual concepts of public capital accumulation 

internal or external to a given region, in favor of the distinction between investment decisions that are 

coordinated or non-coordinated (idiosyncratic) across space.  

Our aim was the estimation of the effects on regional GDP of coordinated (or centralized) 

investment decisions that are unrelated either to macro evolutions or common political business cycles. 

Lacking any statistical evidence on what type of decision process underlies observed public expenditure 

flows, we proposed to identify coordinated policy actions starting from the observed correlation across 

the regional public capital aggregates and subsequently achieving identification by properly controlling 

for sources of comovement different from policy coordination.  

The empirical identification strategy was implemented by properly specifying and estimating a set 

of structural regional VEC models, paying attention at the diagnostic stage to verify how credibly the 

model-based technique implemented in the paper identifies coordinated shocks to public capital 

formation. What we found essentially appears to confirm the robustness of the methodology. 

The empirical analysis focused on the macroeconomic impact of the accumulation of public 

transport infrastructure and was conducted on data for 18 Italian regions covering a time span of about 

40 years. The main empirical results are the following. First, we confirmed previous evidence that 

transport infrastructure exerts a considerable positive influence on macroeconomic aggregates such as 

GDP and private capital. Second, we found strong evidence that this influence is mostly attributable to 

the impact of coordinated policy shocks.  
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These results are clearly relevant from a policy perspective. They suggest that decentralized 

institutional systems need effective coordination channels across local authorities or government levels 

in order to fully exploit potential positive network externalities. Concentration of expenditure decisions 

at the Central Government level may have implicitly provided such coordination mechanism in Italy in 

the past. As the national institutional set up evolves towards a growing decentralization of public 

expenditure decisions, alternative coordination mechanisms safeguarding the overall network efficiency 

will have to be devised. 
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Tables and figures 
Table 1 

CIVIL WORKS (INFRASTRUCTURES), PRODUCTIVE PUBLIC CAPITAL  

(percentages) 

REGIONS 1980 1990 2000 2007 

     

Piedmont and Valle d’Aosta 5.1  5.8  6.6  7.8  

Lombardy 9.1  9.9  10.7  11.1  

Trentino-Alto Adige 2.5  2.7  3.3  3.8  

Veneto 5.6  5.6  6.2  7.1  

Friuli Venezia Giulia 2.5  3.0  3.0  2.9  

Liguria 4.1  3.6  3.4  3.3  

Emilia-Romagna 7.3  6.9  6.8  6.9  

Tuscany 6.6  6.3  6.0  6.0  

Umbria 2.1  1.8  1.7  1.6  

Marche 3.0  2.7  2.6  2.6  

Lazio 8.4  8.6  9.1  9.1  

Abruzzo and Molise 4.8  4.5  4.2  3.9  

Campania 7.7  8.2  7.6  7.0  

Puglia 4.6  4.7  5.0  5.1  

Basilicata 3.5  3.3  3.0  2.6  

Calabria 7.5  6.9  6.1  5.5  

Sicily 10.9  10.6  10.0  9.1  

Sardinia 4.8  4.8  4.8  4.5  

North West 18.3  19.3  20.7  22.2  

North East 17.8  18.3  19.2  20.8  

Centre 20.0  19.4  19.4  19.2  

South and Islands 43.8  43.0  40.6  37.8  

Italy 100.0  100.0  100.0  100.0  
  

Source: based on Istat data. 
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Table 2 

CIVIL WORKS (INFRASTRUCTURES), PUBLIC CAPITAL GROWTH  
(changes and percentage points) 

1981-1990 1991-2000 2001-2007 

REGIONS Transport 
(1) 

Total 
public 
capital 

(2) 

Transport 
(1) 

Total 
public 
capital 

(2) 

Transport 
(1) 

Total 
public 
capital 

(2) 

Piedmont and Valle 
d’Aosta 15.2  43.6 7.9 21.9 14.9  21.7 

Lombardy 10.5  36.5 1.4 14.8 1.2  7.5 

Trentino-Alto Adige 11.9  39.2 1.6 27.8 0.7  18.1 

Veneto 6.7  27.4 0.4 15.8 7.4  19.8 

Friuli Venezia Giulia 25.5  50.2 0.6 6.2 -2.9  1.0 

Liguria 1.1  10.3 -9.1 -0.6 -6.5  -0.7 

Emilia-Romagna 6.3  19.9 -1.5 3.8 1.5  5.6 

Tuscany 6.2  20.0 -4.8 1.4 -0.8  3.0 

Umbria 4.2  12.5 -9.4 -2.6 -8.4  -4.5 

Marche 5.1  13.3 -6.0 2.3 -2.6  3.1 

Lazio 5.9  29.6 7.3 12.1 4.3  3.1 

Abruzzo and Molise 7.0  18.0 -4.7 -0.8 -4.9  -3.2 

Campania 6.7  34.2 -1.1 -1.1 -1.2  -4.7 

Puglia 8.6  29.6 -1.2 10.9 -1.1  6.5 

Basilicata 5.2  17.8 -3.9 -4.0 -5.1  -8.9 

Calabria 4.9  16.1 -6.3 -6.5 -5.0  -7.4 

Sicily 5.6  23.4 -3.9 -0.2 -4.7  -5.5 

Sardinia 3.5  26.2 -2.1 4.9 -2.5  -2.4 

North West 9.7  32.5 1.4 14.0 4.3  10.7 

North East 9.9  29.1 -0.1 11.5 2.6  11.6 

Centre 5.7  22.3 0.0 5.9 0.7  2.4 

South and Islands 5.9  23.9 -3.3 0.0 -3.4  -3.8 

Italy 7.3  26.1 -1.2 6.0 0.1  3.3 

Source: based on Istat data. – (1) Percentage points. – (2) Percentage changes. 
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Table 4 

TRANSPORT INFRASTRUCTURE, VARIANCE DECOMPOSITION 
(percentages) 

Common Component Idiosyncratic Component 
REGIONS 

1970-1989 1990-2007 1971-2007 1970-1989 1990-2007 1971-2007

North West       

Piedmont and Valle d’Aosta 78.9 84.0 79.3 21.1 16.0 20.7 

Lombardy 54.1 82.3 72.2 45.9 17.7 27.8 

Liguria 82.9 52.7 75.8 17.1 47.3 24.2 

North East       

Trentino-Alto Adige 96.7 72.0 92.5 3.3 28.0 7.5 

Veneto 97.6 96.3 97.0 2.4 3.7 3.0 

Friuli Venezia Giulia 78.2 67.5 77.7 21.8 32.5 22.3 

Emilia-Romagna 94.8 94.0 94.5 5.2 6.0 5.5 

Centre       

Tuscany 87.0 94.5 90.8 13.0 5.5 9.2 

Umbria 99.4 94.4 98.6 0.6 5.6 1.4 

Marche 99.3 95.8 98.5 0.7 4.2 1.5 

Lazio 94.7 38.5 78.2 5.3 61.5 21.8 

South and Islands       

Abruzzo and Molise 98.5 92.7 96.9 1.5 7.3 3.1 

Campania 67.3 47.3 60.4 32.7 52.7 39.6 

Puglia 87.1 75.9 83.1 12.9 24.1 16.9 

Basilicata 89.5 79.4 87.2 10.5 20.6 12.8 

Calabria 96.4 89.0 93.4 3.6 11.0 6.6 

Sicily 99.6 96.7 99.4 0.4 3.3 0.6 

Sardinia 95.4 76.0 86.9 4.6 24.0 13.1 

       

Mean 88.7 79.4 86.8 11.3 20.6 13.2 

Median 94.7 83.2 89.0 5.3 16.8 11.0 

Q1 83.9 73.0 78.5 2.6 5.7 3.7 

Q3 97.4 94.3 96.3 16.1 27.0 21.5 
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Table 5 

COINTEGRATION TESTS 

Johansen’s Trace Statistics 

REGIONS 
H0: r = 0 H0: r = 1 H0: r = 2 H0: r = 3 

VAR model 
lag ordera 

Selected 
cointegration 

rankb 

North West       
Piedmont and VDA 85.93 38.21 16.60 0.94 2 1 
Lombardy 98.01 41.46 10.75 3.76 2 1 
Liguria 73.65 36.46 16.29 2.57 1 1 

North East       
Trentino-Alto Adige 68.69 31.54 15.11 3.84 1 1 
Veneto 74.44 34.58 11.96 2.14 1 1 
Friuli Venezia Giulia 83.34 46.37 22.15 4.65 1 2 
Emilia-Romagna 62.12 31.91 14.02 5.21 1 1 

Centre       
Tuscany 64.19 36.91 17.43 4.39 1 1 
Umbria 87.01 39.59 12.89 2.62 2 1 
Marche 90.55 54.55 32.42 14.91 2 2 
Lazio 73.17 33.63 16.14 4.58 1 1 

South and Islands       
Abruzzo and Molise 108.10 35.57 18.14 3.30 1 1 
Campania 57.12 31.43 16.27 2.31 1 1 
Puglia 77.91 35.99 18.36 5.78 1 1 
Basilicata 76.67 47.71 25.52 11.07 1 2 
Calabria 71.98 42.53 19.49 4.75 1 2 
Sicily 103.39 47.67 19.45 4.44 2 2 
Sardinia 63.52 39.58 18.67 2.35 2 1 

Italy 69.16 36.30 12.36 2.16 2 1 

Critical values       
5% 54.64 34.55 18.17 3.74   
1% 61.24 40.49 23.46 6.40   

Notes: the underlying VAR models contain both an intercept and a quadratic deterministic trend; the lag order is set according to AIC/BIC 
information criteria. 
a The lag order of the VAR model in first differences was selected on the basis of both the usual information criteria and the presence of 
autocorrelation among the residuals. In the dubious cases we choose the most parsimonious specification, in order to take account of the 
short time series available.  
b At the significance level of 1%, in the Basilicata and Marche cases the trace-tests would rather indicate a cointegration rank equal to 4. This 
indication, clearly out of line with respect to the rest of the regions, is probably due to more probable fluctuations in the small regions’ cases. 
In this case we assumed r=2. For the Lombardy case, the H0 r=1 is rejected at the 1%, but only at the margin. Since Lombardy is the biggest 
Italian region, then we decided to select a model with a cointegration rank equal to 1, in order to follow the same rank we choose at the 
aggregate level. 
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Table 6 

IMPULSE-RESPONSES FOR ITALY 
(means and medians across regions) 

KG →GDP KG →KP KG →LH 

STATISTICS 
Coordinated 

shocks 
Idiosyncratic

shocks 
Coordinated 

shocks 
Idiosyncratic

shocks 
Coordinated 

shocks 
Idiosyncratic

shocks 

 At time horizon = 0 years 

Unweighted Means -0.132 0.174 0.023 -0.005 0.146 0.084 

Medians -0.148 0.121 0.038 0.012 0.115 0.009 

 At time horizon = 30 years 

Unweighted Means 0.625 0.330 0.395 -0.059 0.582 0.108 

Medians 0.797 0.219 0.433 0.018 0.494 0.186 
 

 
 

Table 7 

FORECAST ERROR VARIANCE (FEV) DECOMPOSITION (1) 
(means and medians across regions) 

STATISTICS 
KG 

Coordinated 
KG  

Idiosyncratic KP LH GDP 

 At time horizon = 0 years 

Unweighted Means 6.9  5.1  23.9  18.6  45.5 

Medians 6.6  2.0  19.4  12.5  59.5 

 At time horizon = 30 years 

Unweighted Means 27.9  15.9  17.7  16.5  22.0 

Medians 28.2  6.4  14.7  9.7  41.0 

 

(1) Shares of the total GDP variance explained by the reported variables. 
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Table 9 

CORRELATIONS BETWEEN STRUCTURAL SHOCKS TO THE COMMON 
COMPONENT OF PUBLIC CAPITAL AND SOME MACRO INDICATORS 

(p-values in brackets) 

REGIONS 

Real 
exchange 

rate 
(Δ%) 

World trade 
(Δ%) 

Equity 
market 

(Δ%) 

Oil prices 
(Δ%) 

Public 
finances 
deficit 

(as GDP %) 

    
North West      
      
Piedmont and Valle d’Aosta -0.197 -0.038 -0.006 -0.103 -0.057 
 (0.257) (0.831) (0.974) (0.556) (0.744) 

Lombardy 0.114 0.063 0.362 -0.147 -0.037 
 (0.515) (0.721) (0.033) (0.400) (0.832) 
Liguria 0.228 -0.156 0.079 -0.142 0.002 
 (0.187) (0.370) (0.652) (0.415) (0.989) 
      
North East      
      
Trentino-Alto Adige 0.130 -0.071 -0.104 -0.014 -0.061 
 (0.458) (0.686) (0.552) (0.938) (0.728) 
Veneto 0.303 -0.286 0.240 -0.110 0.006 
 (0.077) (0.096) (0.165) (0.531) (0.972) 
Friuli Venezia Giulia 0.160 0.211 0.351 -0.002 -0.123 
 (0.359) (0.225) (0.039) (0.989) (0.483) 
Emilia-Romagna -0.026 0.043 0.122 -0.034 -0.074 
 (0.880) (0.807) (0.485) (0.848) (0.671) 
      
Centre      
      
Tuscany 0.033 -0.029 -0.050 -0.294 -0.015 
 (0.851) (0.871) (0.778) (0.087) (0.933) 
Umbria 0.051 0.026 0.009 0.038 -0.016 
 (0.771) (0.883) (0.959) (0.830) (0.929) 
Marche -0.059 -0.100 -0.076 -0.333 -0.020 
 (0.738) (0.568) (0.666) (0.050) (0.909) 
Lazio 0.277 -0.071 -0.190 -0.077 -0.173 
 (0.107) (0.687) (0.274) (0.660) (0.320) 
      
South and Islands      
      
Abruzzo and Molise 0.057 0.125 -0.063 -0.090 0.004 
 (0.747) (0.476) (0.719) (0.609) (0.983) 
Campania 0.095 0.037 -0.102 -0.051 -0.080 
 (0.587) (0.833) (0.561) (0.771) (0.646) 
Puglia 0.351 -0.006 0.095 -0.018 -0.064 
 (0.039) (0.971) (0.588) (0.916) (0.714) 
Basilicata 0.415 -0.308 -0.131 -0.201 0.001 
 (0.013) (0.071) (0.452) (0.248) (0.998) 
Calabria 0.305 -0.134 -0.015 -0.200 -0.042 
 (0.075) (0.442) (0.934) (0.250) (0.809) 
Sicily 0.427 -0.129 0.007 0.002 -0.074 
 (0.011) (0.462) (0.968) (0.993) (0.674) 
Sardinia 0.156 -0.071 0.222 -0.114 -0.051 
 (0.372) (0.685) 0.199) 0.516) (0.773) 
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Table 10 

ROBUSTNESS CHECKS: PANEL REGRESSION ON REGIONAL GDP DYNAMICS 
(p-values in brackets) 

 

Dependent variable 

VARIABLES AND 
STATISTICS Rate of growth of the 

infrastructure stock 

Shocks to the common 
component of the 

infrastructure stock 

  

GDP growth in the n-1 regions 0.462 (0.000) -0.008 (0.098) 

     

Regional fixed effects Yes  Yes  

     

     

Obs. 630  630  

R-sq 0.291  0.005  
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Figure 1 
DISPERSION IN CHANGES IN PUBLIC CAPITAL 

(coefficients of variation; percentages) 
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Source: based on Istat data. 

 
 
 

Figure 2 
DISPERSION IN CHANGES IN PUBLIC CAPITAL 

(percentage changes on previous year) 
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Figure 3 

TRANSPORT INFRASTRUCTURES IMPULSE-RESPONSE FUNCTIONS (IRFs)(1) 
(IRFs, means and medians across regions) 

KG Common component → GDP KG Idiosyncratic component → GDP 
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(1) The thin-dotted lines indicate the IRFs of the 18 single regions. 
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