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Abstract 

The size and power properties of several tests of equal Mean Square Prediction Error 
(MSPE) and of Forecast Encompassing (FE) are evaluated, using Monte Carlo simulations, in 
the context of dynamic regressions. For nested models, the F-type test of forecast 
encompassing proposed by Clark and McCracken (2001) displays overall the best properties. 
However its power advantage tends to become smaller as the prediction sample increases and 
for multi-step ahead predictions; in these cases a standard FE test based on Gaussian critical 
values becomes relatively more attractive. The ranking among the tests remains broadly 
unaltered for one-step and multi-step ahead predictions, for partially misspecified models and 
for highly persistent data. A similar setup is then used to analyze the case of non-nested 
models. Again it is found that FE tests have a significantly better performance than tests of 
equal MSPE for discriminating between correct and misspecified models. An empirical 
application evaluates the predictive ability of nested and non-nested models for GDP in Italy 
and the euro-area. 
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1 Introduction1

Evaluating the out-of-sample performance of competing models is an im-
portant aspect of economic forecasting and model selection. Diebold and
Mariano (1995) have proposed a simple test for the null hypothesis of equal
predictive accuracy measured in terms of a general loss function. In most
applications, however, little attention is paid to the shape of the loss function
and models are generally compared on the basis of their mean square pre-
diction error (MSPE). An alternative approach looks at the out-of-sample
correlation between prediction errors, which leads to tests of forecast en-
compassing (FE) or, in the terminology of Granger and Newbold (1986),
of conditional forecast efficiency. A preferred forecast is said to encompass
some competing alternative if the latter contains no additional useful infor-
mation for prediction; see, inter alia, Chong and Hendry (1986), Clements
and Hendry (1993), Harvey, Leybourne and Newbold (1998).

The recent literature on out-of-sample prediction has highlighted two im-
portant issues that may render invalid the standard large sample inference à
la Diebold and Mariano (1995). First, West (1996) has showed that parame-
ter estimation error may not be asymptotically irrelevant and may therefore
affect the limiting distribution of the test statistics. Second, if models are
nested, the statistics based on average comparisons of prediction errors have
a degenerate limiting variance under the null hypothesis and they are not
asymptotically normally distributed. For nested models McCracken (2007)
and Clark and McCracken (2001) derive the appropriate non Gaussian limit
for tests of, respectively, equal MSPE and FE; the critical values are tab-
ulated across two nuisance parameters (the ratio of the magnitudes of pre-
diction sample to estimation sample and the number of additional regressors
in the larger model) and they are, in general, valid only for one-step ahead
predictions. The test of forecast encompassing for nested models proposed
by Chao, Corradi and Swanson (2001) does not suffer from this degeneracy:
its limiting distribution is a chi-square under the null hypothesis. A different
approach is taken by Giacomini and White (2006) that focus on comparing

1We wish to thank Joerg Breitung, Graham Elliott, Raffaella Giacomini, Lutz Kilian,
Michael McCracken and Ken West for useful suggestions on an earlier draft. We also thank
seminar participants at the Federal Reserve Bank of Boston, the Bank of Italy workshop on
“Factor models, high-frequency data and short-term forecasting” the I IFO-INSEE-ISAE
Macroeconomic Forecasting Conference and the XVII Annual Symposium of the Society
for Nonlinear Dynamics and Econometrics for their comments. The views expressed are
those of the authors and do not necessarily reflect those of the Bank of Italy. Corre-
sponding author: Juri Marcucci. Emails: fabio.busetti@bancaditalia.it (Fabio Busetti),
juri@sssup.it (Juri Marcucci), giovanni.veronese@bancaditalia.it (Giovanni Veronese).
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forecasting methods as opposed to forecasting models: their test statistic
of equal conditional predictive ability has a chi-square null distribution as
the prediction sample size tends to infinite for a finite length of the estima-
tion sample. A comprehensive survey on asymptotic inference for predictive
ability for nested and non-nested models is West (2006).

In this paper we evaluate the properties of several tests of equal MSPE
and tests of FE, with the goal to provide practical guidance to forecast-
ers needing to choose among a set of predictions from (a small number of)
competing models2. We use Monte Carlo simulation methods to compute
empirical size and empirical power functions in the context of dynamic re-
gression models. One-step and multi-step ahead predictions are considered
for correctly specified and misspecified regressions; we also investigate the
properties of the tests across different values of the ratio between prediction
and estimation sample sizes and for various degrees of persistence of the data
generating process.

The tests under scrutiny are the followings: (i) the standard Diebold-
Mariano test of equal MSPE; (ii) the MSE − t and (iii) the MSE − F
modifications of McCracken (2007) for nested models; (iv) the forecast en-
compassing test of Harvey, Leybourne and Newbold (1998); (v) the ENC− t
and (vi) ENC − F modifications of Clark and McCracken (2001) for nested
models; (vii) the forecast encompassing test of Chao, Corradi and Swanson
(2001) for nested models.3

Our results extend previous analyses (mostly concerned with the size
properties of the tests) by providing empirical power functions in a variety of
settings, including misspecification of the regression models and high persis-
tence in the data generating process. For nested models we generally confirm
the findings of Clark and McCracken (2001, 2005a) that the ENC-F test has,
overall, the best properties, noticing however that its power advantage tends
to become smaller when the dimension of the prediction sample is larger and
for multi-step ahead prediction. We find that, the relative ranking among
the different tests changes according to whether the number of out-of-sample
observations is ”small” or ”large”. In many situations, a standard FE test,
based on a null Gaussian distribution, becomes relatively attractive, as for

2For issues arising on comparing a large number of models, see White (2000), Hansen
(2005), Hubrich and West (2007).

3In the comparison we do not include the method of Giacomini and White (2006)
because it relates to a different null hypothesis from the other tests. In their framework,
under the null hypothesis the true model is the larger one, implying a bias-variance tradeoff
in the forecasts. In our experiments for the nested case, the null hypothesis is the smaller,
or restricted, model and there is no bias. See the discussion of Giacomini and White (2006,
p.1559-1561)
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example it does not require bootstrapping the critical values for multi-step
ahead forecasts. A similar simulation set-up is then used to analyze non-
nested models. Again we find a significant advantage for the tests of FE over
those of equal MSPE in discriminating between a correct and a mis-specified
model.

In summary, the paper proceeds as follows. Section 2 briefly reviews the
test statistics under scrutiny. Section 3 and 4 contain the simulation results
for nested and non-nested models respectively. In section 5 we provide an
application that evaluates the prediction ability of nested and non-nested
models for GDP in Italy and the Euro area. Section 6 concludes.

2 The setup and the tests under scrutiny

We consider a sample of T observations on a target series yt and two ki-
dimensional vectors of (non mutually exclusive) predictors Xit, i = 1, 2. The
sample is divided into R in-sample and P out-of-sample observations, with
T = R + P.

We want to compare two sets of h -step ahead forecasts, h ≥ 1, generated
by the linear models

ŷit = X ′i,t−hβ̂i,t−h, t = R + h,R + h+ 1, ..., T (1)

where β̂i,t−h is the least square estimate for model i constructed using obser-
vations up to time t − h and the predictors Xi,t−h may include lags of the
dependent variable yt−j for j ≥ h. The models are estimated under the recur-
sive or the rolling scheme: the recursive least square estimates are constructed
using observations indexed from 1 to t− h, while the rolling coefficients are
estimated using the R observations indexed from t−R− h+ 1 to t− h.

The forecasting performance of the models is evaluated using the two sets
of h-step ahead forecast errors eit = yt − ŷit, i = 1, 2, for t = R + h,R+ h+
1, ..., R + P ; for simplicity we have suppressed the dependency on h in the
notation. The tests under scrutiny are briefly detailed below.

2.1 Tests of equal MSPE

The test of equal mean square prediction error of Diebold and Mariano (1995)
is based on the following t-type statistic

DM = P̂
1
2d / σ̂DM(m), (2)
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where d = P̂−1
∑T

t=R+h dt, dt = e21t− e22t, P̂ = P − h+ 1, and σ̂2
DM (m) is the

non-parametric estimator of the long run variance of dt

σ̂2
DM(m) = P̂−1

T∑
t=R+h

(
dt − d

)2
+2P̂−1

m∑
j=1

w(j,m)
T∑

t=j+R+h

(
dt − d

) (
dt−j − d

)
,

(3)
where w(j,m) is a weight function truncated at m << T ; e.g. w(j,m) =
1−j/(m+1) as in Newey and West (1987); note that, in large samples, P can

replace P̂ in the definition of (2). The DM statistic tests the null hypothesis
of equal forecast accuracy H0 : E d∗t = 0, where d∗t is the population version
of dt, net of parameter estimation error. If the models are non nested, the
limiting null distribution of (2) is a standard Gaussian. By contrast, if the
models are nested the denominator converges to zero under the null and the
limiting distribution of the DM statistic is non-Gaussian.4

McCracken (2007) obtains the correct null limiting distribution of the
DM statistic for the case of one-step ahead forecasts between nested models:
the test, based on McCracken critical values, will be called MSE − t. The
following F -type statistic is also proposed

MSE − F = P̂ d / σ̂2
2 (4)

where σ̂2
2 = P̂−1

∑T
t=R+h e

2
2t is the estimate of the second moment of the

forecast errors of the nesting model. The distributions of MSE − t and
MSE − F depend on the ratio P/R and on the number k2 − k1 of excess
parameters in the nesting model; critical values are tabulated for recursive
and rolling one-step ahead forecasts. The limiting distributions change for
the case of multi-step ahead predictions, but critical values can be obtained
by bootstrap; see Clark and McCracken (2005a).

For the case of nested models the standard DM test turns out to be
heavily undersized and with low power. Although the correct limiting dis-
tribution is non-Gaussian, Clark and West (2006, 2007) argue that most of
the bias can be corrected by a simple adjustment in the statistic: this leads
to a test with Gaussian critical values that has size close to, but a little less
than, the nominal one. Specifically, the Clark-West adjusted statistic is

DMAD = P̂
1
2dAD / σ̂AD(m), (5)

where dAD = P̂−1
∑T

t=R+h dAD, t, dAD, t = e21t−e22t +(ŷ1t − ŷ2t)
2 and σ̂2

AD (m)
is the non-parametric estimator of the long run variance of dAD, t, that par-

4It is however argued that the Gaussian critical values would still approximately hold
if P/R is small (e.g. less than 0.1, see West, 2006).
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allels the definition in (3). Since (ŷ1t − ŷ2t)
2 = (e2t − e1t)

2 one can write
dAD, t = 2e1t (e1t − e2t) .Thus, as noted in West (2006), the DMAD statistic
is based on the covariance between e1t and e1t − e2t, and it corresponds to
the test of forecast encompassing given in (6) below.

2.2 Tests of forecast encompassing

It is said that the forecast ŷ1t encompasses ŷ2t if there is no gain from com-
bining them into a composite forecast ŷct = (1− λ) ŷ1t + λŷ2t, for some
weight λ > 0; see inter alia Chong and Hendry (1986), Granger and New-
bold (1986), Clements and Hendry (1993) and the early empirical work
of Nelson (1972). As the combined forecast error ect satisfies the relation
e1t = λ (e1t − e2t) + ect, Ericsson (1992) tests the null hypothesis of fore-
cast encompassing, H0 : λ = 0, by a t-test on λ in the regression of e1t on
e1t − e2t. In a similar way, Harvey, Leybourne and Newbold (1998) write
the null hypothesis of forecast encompassing as H0 : Ef ∗t = 0, where f ∗t is
the population version of ft = e1t (e1t − e2t) , and they construct a t-test on

f = P̂−1
∑T

t=R+h ft; precisely their statistic is

HLN = P̂
1
2f / σ̂HLN(m), (6)

where σ̂2
HLN (m) is a non-parametric estimator of the long run variance of ft,

that parallels the definition in (3). If the models are non nested, the limiting
null distribution of the HLN statistic is a standard Gaussian.

Clark and McCracken (2001) show that when applied to nested models
the HLN statistic is no longer asymptotically Gaussian and they obtain the
correct null limiting distribution for one-step ahead forecasts: the test that
uses their critical value will be called ENC−t. They also propose the F-type
statistic

ENC − F = P̂ f / σ̂2
2, (7)

where σ̂2
2 is the mean squared forecast error of the nesting model as in (4).

The distributions of ENC − t and ENC − F depend on the ratio P/R and
on the number k2 − k1 of excess parameters in the nesting model; critical
values are tabulated for recursive and rolling one-step ahead forecasts. The
extension to multi-step ahead forecasts is given in Clark and McCracken
(2005a).

A different test of forecast encompassing for nested models has been
proposed by Chao, Corradi and Swanson (2001): the null hypothesis is
H0 : Ec∗t = 0,where c∗t is the population version of ct = e1t

(
Z2t − Z2

)
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and Z2t are the additional k2 − k1 predictors in X2t not included in X1t.
5

This is again a Wald-type test with statistic given by

CCS = P̂ c ′ (Σ̂CCS(m))−1 c, (8)

where c = P̂−1
∑T

t=R+h ct and Σ̂CCS (m) is a non-parametric estimator of the
long run variance-covariance matrix of ct, that parallels the definition in (3).
Under the null hypothesis of forecast encompassing CCS is asymptotically
distributed as chi square with k2 − k1 degrees of freedom.6

3 Monte Carlo evaluation for nested models

To evaluate the properties of the tests for nested models we start by consid-
ering the following VAR(1) data generating process (for t = 1, 2, . . . , T )

yt = µy + φyyt−1 + cxt−1 + εt, (9)

xt = µx + φxxt−1 + ut, (10)

with Gaussian i.i.d. innovations(
εt

ut

)
∼ NIID

(
0,

(
1 ρεuq
ρεuq q2

))
. (11)

Note that, if c 6= 0, yt can be represented as a Gaussian ARMA(2,1) pro-
cess with degree of persistence, as measured by the sum of the autoregressive
roots, equal to φx + φy − φxφy. If c = 0 then yt is not Granger-caused by xt.

The object is to forecast yt by a dynamic univariate regression. We com-
pare two sets of out-of-sample forecasts: the first one is obtained by an
autoregression of order 1 (the restricted model), the other by including ad-
ditional predictors (the unrestricted or nesting model). The case c = 0
measures the size of the tests of equal MSPE and FE, while c 6= 0 provides
the power. All tests are one-sided, in the sense that the alternative hypoth-
esis is that the nesting model yields better forecasts.7 Given that the null

5While in the original formulation of Chao et al. (2001) the regressors Z2t are not
demeaned in the expression for ct, we find better properties of the test after demeaning.

6Chao et al. (2001) also propose a version of the test that takes into account estimation
uncertainty, with Σ̂CCS (m) replaced by a more complicated expression which depends on
the sampling scheme. However they also argue that the modified test does not provide a
clear advantage in terms of size and it turns out to be less powerful.

7For the HLN test, it can be shown that if xt−1 has predictive power for yt then the
covariance between e1t and e1t − e2t is positive. Thus the test is one-sided in the right
tail; see Clark and McCracken (2005a, p.376).
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hypothesis is c = 0, the tests can also be interpreted as out-of-sample tests
of Granger causality.

We consider sample sizes of T = R+P where R = (100, 200) and P = πR
with π = (.1, .25, .5, 1). The properties of the tests clearly depend on the
number of out-of-sample observations P, with power expected to increase
with π (for given R). Since a constant term will always be included in the
set of predictors, without loss of generality we set µy = µx = 0 in the data
generating process (9)-(11).

In the first subsection below we evaluate the properties of the tests under
the case of one-step ahead forecasts and correct specification, in the sense
that the estimated unrestricted model is the same as the true data generating
process. The second subsection investigates the impact on the properties of
the tests of different degrees of persistence in the data. The third subsection
studies the effect of mis-specification and overparameterization, while the
fourth one considers the case of multi-step ahead predictions.

3.1 The nesting model is correctly specified

The restricted model is the regression of yt on X1t = (1, yt−1)
′ ; in the unre-

stricted model the predictors are given by X2t = (1, yt−1, xt−1)
′. Since there

is no additional temporal dependence to be taken into account, we calculate
the statistics (2), (5), (6), and (8) for m = 0, i.e. with scaling provided by
the sample variance instead of the long-run variance.

Table 1 provides the empirical sizes of the tests (c = 0) run at 5% and
10% level of significance for R = (100, 200) for the case of recursive forecasts
(the results for rolling regressions are nearly identical, and therefore are not
presented). We present figures where the values of the parameters in the
data generating process are set to φy = φx = 0.8, q = 1, ρεu = 0. The size
of the tests does not change in any significant way if different values of these
parameters are considered.

Consider first the case R = 100 with tests run at 10% level of signifi-
cance. For π = 0.1 (10 out-of-sample observations) all tests except DM are
oversized, in particular MSE-t (0.17), ENC-t (0.16) and CCS (0.15). As
π increases size improves for all tests except DM and HLN ; however while
DM is deeply undersized for π ≥ 0.5, the rejection frequencies for HLN
do not fall below 7% consistently with the arguments of Clark and West
(2006, 2007) for the (equivalent) adjusted DM statistic. Doubling the sam-
ple (R = 200) yields more reliable sizes for all tests except, to some extent,
DM and HLN . Qualitatively similar arguments apply for the tests run at
5%.

11



Figure 1 shows the empirical power functions (with respect to the pa-
rameter c governing the distance from the null hypothesis) of tests8 run at
10% significance level for R = 200; results for R = 100 and for tests run at
5% significance are qualitatively similar and therefore will be not discussed.
Power is affected by the parameter q that controls the variance of xt (for
given c, the higher q the more powerful the tests) and, to a lesser extent, by
the value of the correlation ρεu; however, as the relative ranking among the
tests turns out to be unaffected by the values of q and ρεu, to save space we
only present results for q = 1 and ρεu = 0. The four panels of figure 1 refer to
different magnitudes of the prediction sample, π = (0.1, 0.25, 0.5, 1); clearly,
for fixed R, the larger π the more power.

With no doubt, for all values of π the ENC − F test of Clark and Mc-
Cracken (2001) turns out to be the most powerful. The second ranked test
depends on the value of π, i.e. on the length of the prediction sample relative
to the estimation sample. If the prediction sample is short (π = 0.1) then
the MSE−F test is preferable, otherwise ENC−t is better. For large π the
HLN test, that uses Gaussian critical values, behaves not so differently from
MSE − F , and it is quite more powerful than MSE − t. The DM test has
by far the lowest power, while the CCS test (that uses χ2 critical values) has
relatively good power only for large π, but it is always dominated by HLN .

Larger differences in the behavior of the tests occur when the number of
out-of-sample observations is small. In particular, when π = 0.1 the better
sized tests are DM,HLN and MSE−F , but only the latter has high rejec-
tion rates under the alternative hypothesis (being second only to ENC−F ).
For higher π tests tend to behave more similarly: while ENC − F clearly
dominates, the HLN test may become attractive being based on Gaussian
critical values. Detailed simulation results are available upon request.

To sum up, this sub-section extends the findings of Clark and McCracken
(2001) by providing empirical power functions of the tests (while they only
reported two specific values of the alternative) and by including HLN and
CCS in the comparison. We confirm that, overall, the ENC-F test has
better properties, noticing however that its power advantage tends to become
smaller as the dimension of the prediction sample increases. In addition, we
find that the relative ranking among the different tests changes according to
whether the number of out-of-sample observations is “small” or “large”.

Overall we would rank the test according to the following order: ENC-
F �MSE-F, ENC-t � HLN �MSE-t, CCS � DM.

8The empirical power functions refer again to the recursive case. The results for rolling
regressions as very similar and therefore they are not reported.
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3.2 The impact of different degrees of persistence

While the limiting power of the tests should not be affected by the degree
of autocorrelation of xt (as long as it remains weakly dependent), one can
expect non-negligible finite sample effects as the series gets closer to the
region of non-stationarity. In terms of our simulated data generating process,
increasing the persistence parameter φx yields higher variance of the regressor
xt and thus higher rejection rates for all tests, for given q and c > 0. However,
the finite sample effects of varying φx can be studied simply by holding
constant the variance of xt, σ

2
x = q2/(1 − φ2

x), by changing the parameter q
correspondingly.

In Figure 2 we compare the results reported in the previous section (where
φx = .8) with cases of lower and higher persistence, namely φ′x = .5, .95, .99,
where q is selected such that 1/(1− .82) = q2/(1− φ′x). For brevity we only
report results for the statistics MSE − F, ENC − F, HLN, CCS (one for
each quadrant), with π = .5 and R = 200. While it is interesting to notice
the absence of size distorsions, in all cases power gets reduced as φx tends to
1; e.g. when φ′x = .99 for ENC − F the rejection rates at c = .10 are about
20% lower than in the baseline case of φ = .8. Overall, the CCS test appears
to be mostly affected, losing most of its power when there is a near-unit root.
Except for CCS, the relative ranking among the tests remains broadly the
same as in the previous section.9

Finally, unreported experiments show that increasing only the coefficient,
φy, attached to the lagged dependent variable has no effect on the properties
of the tests (even for φy = 1), which remain nearly identical to those described
in the previous section.

3.3 Mis-specification of the nesting model

We consider three cases where the nesting model is somehow different from
the true data generating process, so to understand to what extent the tests
of equal MSPE and FE are still effective and whether some of them are more
robust to misspecification.

(1) Error-in-variables. In the unrestricted model we take as predictors
(1, yt−1, wt−1)

′ instead of (1, yt−1, xt−1)
′, where

wt = xt + uw,t, uw,t ∼ NIID
(
0, q2

wσ
2
x

)
, (12)

so that wt and xt are positively correlated with coefficient ρxw = 1/ (1 + q2
w) .

Figure 3 reports the empirical power functions for a correlation parameter

9Clearly, for a given distance c from the null hypothesis, the power loss gets diminished
as R gets larger for each test; detailed results are available upon request.

13



ρxw = 0.5 (i.e. qw = 1) and R = 200. All tests undergo some reduction of
power with respect to the case of correct specification10, but interestingly the
relative ranking among them remains the same. Clearly, high values of ρxw

would generate small losses of power from misspecification.
(2) Autoregression. We take as unrestricted model an autoregression of

order p, where 2 ≤ p ≤ 8 is chosen according to the BIC method. As
the true data generating process is an ARMA(2, 1), it is plausible that an
autoregressive model provides a reasonable approximation. Here, the power
loss from misspecification turns out to be very relevant; for example, if c =
0.50 and π = 0.25, the ENC-F and CCS tests reject, respectively, 56% and
22% of the times, against 100% and 98% for the case of correct specification.
The empirical power functions of DM, MSE-F,ENC-F, HLN, CCS are
depicted in Figure 4, for the case of R = 200. The power loss is most extreme
for the CCS test, probably in connection with the fact that now several
nuisance parameters are embedded in the statistic (now distributed as χ2

p−1

under the null, instead of χ2
1). Except for CCS (which no longer outperforms

DM), the relative power among the other tests is broadly unaltered.
(3) Over-parameterization. In the unrestricted model we take as predic-

tors (1, yt−1, xt−1, wt−1)
′ instead of (1, yt−1, xt−1)

′, where wt is given by (12).
Again the relative ranking is mostly unaffected. However, it turns out that,
while ENC-F is still the most powerful test, for HLN the power loss from
over-parameterization is rather small; in fact now HLN becomes more at-
tractive than MSE-F for π ≥ 0.50. Detailed results for this case are available
upon request.

3.4 Multi-step ahead forecasts

Clark and McCracken (2005a) argue that for multi-step ahead predictions
the critical values of the ENC− t, MSE− t, ENC−F and MSE−F tests
should be obtained by bootstrap or simulation methods, as the limiting ap-
proximation generally depends on several nuisance parameters, which makes
it infeasible to tabulate. However, in the case of a single additional regressor
in the unrestricted model (as in the simulation experiment of this section),
the asymptotic critical values for ENC− t and MSE− t coincide with those
tabulated for the case of one-step ahead forecasts.

Here we consider multi-step ahead predictions for correctly specified mod-
els as in section 3.1. For the ENC−F and MSE−F tests we provide results
using bootstrap critical values; for ENC− t, MSE− t and CCS we consider

10When ρxw = .5, π = .25 and R = 200 the power loss for all tests is roughly about
30-35% with respect to the case of correct specification.
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both asymptotic and bootstrap critical values; the DM and HLN tests are
computed as usual. The statistics have been calculated setting m = 1.5h
in the long run variance estimator (3). The bootstrap algorithm is that in
Kilian (1998), as also implemented by Clark and McCracken (2005a). We
denote the bootstrap version of the tests by adding a ∗ to the original name,
e.g. MSE − F ∗.

Table 2 provides the empirical size of the tests, run at 10% significance
level, for the cases of h = 2 and 4 step ahead predictions, R = (100, 200), and
recursive regressions. For π = .10 the tests not based on bootstrap critical
values are grossly oversized, with huge distorsions affecting CCS, MSE-t and
ENC-t; the bootstrap allows to control size in all cases.11 When R = 200
and π ≥ .25 the HLN test has reasonably good size properties both for 2-
step and for 4-step ahead projections, while DM displays a strong tendency
toward under-rejection.

Figure 5 provides the empirical power functions of theDM , MSE-t∗,MSE−
F ∗, HLN,CCS∗, ENC − t∗, ENC − F ∗ tests for π = (.25, .50), h = (2, 4),
R = 200. The bootstrap version of the F-type test by Clark and McCracken
(2001), ENC − F ∗, displays the highest power, as for one-step ahead pre-
dictions. However the HLN test now seems to perform better: it is broadly
equivalent to MSE − F and ENC − t for h = 2 and it does even better for
h = 4.

Overall we would rank the test according to the following order: ENC-
F � HLN, MSE-F, ENC-t � MSE-t, CCS � DM. Given the compu-
tational burden of bootstrapping ENC − F , the use of HLN , based on
Gaussian critical values, is an interesting simple way for comparing forecast
accuracy in multi-step ahead predictions.

4 Monte Carlo evaluation for non-nested mod-

els

The same data generating process of section 3 is used to evaluate the proper-
ties of the tests of equal mean square prediction error and of forecast encom-
passing for non-nested models. In particular, we consider the VAR(1) process

11Contrary to the results of Clark and McCracken (2005a) we find that size distortions
tend to vanish as the number of out-of-sample observations P increases. One difference,
however, is that in their simulation experiment regressors are chosen according to infor-
mation criteria: in finite samples, this may be an important source of additional noise and
mis-specification of the restricted model.
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(9), and (10) and the error-in-variables model (12). Let Mx denote the lin-
ear regression model of yt on (1, yt−1, xt)

′ and Mw that of yt on (1, yt−1, wt)
′ .

Then, if c and qw are different from zero the two models Mx and Mw are non-
nested. Of course, if qw = 0 (|ρxw| = 1) the two models and forecast errors
are identical, while if c = 0 the two regressions Mx and Mw are essentially
the same.

The Monte Carlo simulations in this section aims at measuring the ability
of the tests of MSPE and of FE towards rejecting the mis-specified model Mw

in favor of Mx. The important parameter is the correlation ρxw = 1/ (1 + q2
w)

between the regressors xt and wt. If ρxw is nearly one (qw small) the two
models produce very similar forecasts; on the other hand, the smaller ρxw

the better the tests are likely to discriminate between the models.
We consider the following tests: (i) the DM test of equal MSPE, both

one and two-sided, where the one-sided alternative corresponds to the hy-
pothesis that Mx provides better predictions than Mw; (ii) the HLN test
of FE, both one and two-sided12, where the null hypothesis is that Mw en-
compasses Mx; (iii) one-sided DM tests comparing each model Mw and Mx

with a combined forecast (with equal weights) that use predictions from both
regressions, denoted as DM -FCw and DM -FCx respectively.

As in section 3.1, we present results where the parameters of the data
generating process are set as follows, φy = φx = 0.8, q = 1, ρεu = 0 (and,
without loss of generality, we set µy = µx = 0). For each ρxw, the rejection
probabilities of the tests depend on the magnitude of c; in the Monte Carlo
simulations below (with R = 200) we have set c = 0.2, but qualitatively
similar results would hold for other values of this parameter.

Figure 6 shows the rejection frequencies of the tests (against the corre-
lation parameter ρxw taking decreasing values from 0.999 to 0) for R = 200 in-
sample and P = πR out-of-sample observations, where π = (0.1, 0.25, 0.50, 1),
for the case of one-step ahead predictions and tests run at 10% significance
level. For ρxw near 1 all tests display rejection frequencies close to the nom-
inal size, while the probability of rejection increases as ρxw becomes smaller.
Clearly, the one-sided tests DM1 and HLN1 are more powerful than the
corresponding two-sided version, DM2 and HLN2. Again, as for the case of
nested models, the encompassing tests are significantly more powerful than
the tests of equal MSPE: for example, for π = .25 and ρxw = 0.5 the simu-
lated rejection probability of HLN1 is 74%, against 37% of DM1. While the
ranking HLN1 � HLN2 � DM1 � DM2 applies for all π, it is interesting
to observe that the good performance of DM − FCw that dominates DM1

12The two-sided HLN test is equivalent to the often used t-test of FE based on the
regression of yt on the forecasts from the two alternative models.
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(and in some cases it also rejects more frequently than HLN2). On the other
hand, as expected, DM −FCx is not able to reject the correct model Mx in
favour of the forecast combination. The behaviour of DM − FCw is an in-
teresting result that is investigated analytically in a separate paper (Busetti
and Marcucci, 2009).

Finally Figure 7 shows the corresponding results for two and four steps
ahead forecasts, h = (2, 4), and π = (0.25, 0.50), where the statistics have
been corrected for serial correlation by estimating long run variances with
bandwidth parameter m = 1.5h, as done in the previous section. The ranking
between the tests remains unchanged. Note that, as expected, rejection
frequencies tend to decrease when we move from h = 2 to h = 4, while
between h = 1 and h = 2 the difference in the ability of detecting the correct
model is rather small.

5 Empirical applications: forecasting real GDP

In this section we apply the tests of equal MSPE and FE with empirical
examples of nested and non-nested forecasting models of real GDP for Italy
and the Euro area.

5.1 A bridge model versus nested competitors

We investigate the forecast accuracy of the so-called bridge models, that use
monthly indicators to forecast quarterly GDP in Italy; see e.g. Parigi and
Golinelli (2007). Here, for simplicity, we first aggregate these indicators to
quarterly frequency, assuming that at each step all information is available
for the quarter under prediction.

In practice, we augment a simple autoregressive model by a set of (timely)
indicators. The models that we estimate have the general specification

yt = β0 + β1yt−1 + β′2xt + error,

where yt is the growth rate in the Italian GDP, and xt is one or more regressors
chosen from the following set: industrial production growth (IP), an error
correction term between industrial production and GDP (ECM), growth in
net exports (NX), growth in car registrations (CAR), business climate in
the construction sector (CC). A fully fledged bridge model contain all of the
above indicators as well as the lagged dependent variable. The prediction
sample runs from 1999Q1 to 2007Q4, while the estimation sample recursively
expands one quarter at each step, starting from 1987Q1 until 1998Q4.

17



In the first comparison (Panel A of Table 3) the benchmark is the random
walk forecast for the growth rate of GDP, while the nesting models are: an
AR(1) model, an AR(1) augmented with one indicator at a time, the fully
fledged bridge model. We find that while the forecasting performance of the
random walk, evaluated in terms of RMSE, is indeed worse than any of the
other models, the significance of this result is not necessarily supported by
all the tests; in particular DM fails to reject the null hypothesis of equal
predictive accuracy for the AR(1) model and when the autoregression is
augmented by any single indicator, excluding the industrial production. We
then compare the forecast accuracy of each regression against the bridge
model (Panel B of Table 3). The finding is that the forecast accuracy of the
bridge is superior to all alternatives. The failure to reject the null hypothesis
for DM is in line with our previous simulation results that showed the lower
power of this test.

5.2 Eurocoin versus non-nested competitors

Here we compare the real-time forecasting performance of Eurocoin, the real-
time GDP monthly indicator for the Euro area, with that of univariate AR
and ARMA models.13 Eurocoin is derived from a large sized factor model
(see Altissimo et al., 2009) to obtain each month an estimate of the medium-
long run GDP growth in the euro area. We consider the indicator releases
at the end of each quarter (i.e. March, June, September and December),
and take the indicator figures as a forecast of GDP growth in that quarter.
As Eurocoin aims to capture medium-long run fluctuations in GDP growth,
we compare its value with the quarter-on-quarter growth rate as well as
with the year-on-year rate one quarter ahead. The prediction sample runs
from 1999Q1 to 2005Q4, while the estimation sample recursively expands
one quarter at each step, starting from 1987Q1 until 1998Q4. As for the
competitor models, we limit our analysis to simple univariate AR and ARMA
models of quarterly GDP growth, which are not nested by Eurocoin. The AR
and ARMA specifications are obtained at each step using the BIC in-sample
information criteria.14

The RMSE of the ARMA and AR models are in general higher than the
ones obtained using Eurocoin, both when the target is the quarter-on-quarter
growth rate and more so when the target is the year-on-year rate. Panel C
of Table 3 shows that HLN provides strong support in favour of Eurocoin

13Eurocoin is produced by the Bank of Italy and published monthly by Bank of Italy
and the CEPR.

14This approach is often used when comparing factor models to simple benchmarks. See
for example Stock and Watson (2002)
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for both quarter-on-quarter and year-on-year euro area GDP growth, while
according to DM Eurocoin has superior forecast ability only for quarter-on-
quarter growth. Again, these results are consistent with our Monte Carlo
simulations.

6 Concluding remarks

The performance of several tests for comparing out-of-sample forecasts be-
tween competing models has been evaluated. Overall, the tests of forecast
encompassing seem preferable to those of equal mean square prediction er-
ror. In particular, for nested models the best properties are displayed by the
ENC − F test of Clark and McCracken (2001); its power advantage how-
ever tends to become smaller for longer prediction samples and for multi-step
ahead forecasts. In these cases, a standard forecast encompassing test, based
on Gaussian critical values, becomes relatively attractive. Moreover, as the
issue surrounding the standard FE and equal MSPE tests in nested com-
parisons is that of undersizing and low power, it is clear that if these tests
already reject the null hypothesis then the use of ENC − F may become
superfluous.

The simulation results presented, however, do not account either for struc-
tural breaks or for model uncertainty. In fact, Clark and McCracken (2005b,
2009) show that breaks significantly affect the properties of tests of pre-
dictive ability and thus they may render harder the task of discriminating
between competing models, and they also argue that the choice of estima-
tion window in rolling regressions becomes crucial given the bias variance
tradeoff induced by parameter instability. As real world forecasts can never
be generated by the underlying “true model”, we believe that taking into
account mis-specification and model uncertainty is an important direction
for research.
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Table 1: Empirical size of the tests of equal forecast accuracy for one-step
ahead forecasts run at nominal 5 and 10% (Nested case).

R = 100 R = 200

π 0.10 0.25 0.50 1.00 0.10 0.25 0.50 1.00

(A) Recursive 5%

DM 0.06 0.03 0.02 0.01 0.04 0.02 0.01 0.01
MSE − t 0.11 0.09 0.07 0.06 0.08 0.08 0.06 0.06
MSE − F 0.07 0.07 0.06 0.06 0.06 0.06 0.05 0.05
HLN 0.07 0.05 0.04 0.03 0.05 0.04 0.04 0.03
ENC − t 0.10 0.08 0.07 0.06 0.08 0.07 0.06 0.06
ENC − F 0.08 0.07 0.07 0.06 0.07 0.06 0.06 0.06
CCS 0.09 0.07 0.07 0.06 0.07 0.06 0.06 0.06

(B) Recursive 10%

DM 0.10 0.06 0.04 0.02 0.08 0.05 0.03 0.02
MSE − t 0.17 0.14 0.12 0.11 0.14 0.13 0.11 0.11
MSE − F 0.12 0.11 0.11 0.10 0.11 0.10 0.10 0.10
HLN 0.12 0.09 0.08 0.07 0.10 0.08 0.07 0.06
ENC − t 0.16 0.14 0.12 0.11 0.14 0.13 0.11 0.11
ENC − F 0.13 0.12 0.12 0.11 0.12 0.11 0.11 0.11
CCS 0.15 0.13 0.12 0.12 0.13 0.11 0.11 0.11

Notes: Results from 50,000 Monte Carlo iterations. One-step ahead forecasts with re-
cursive and rolling schemes. In sample sizes: R = (100, 200).
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Table 2: Empirical size of the tests of equal forecast accuracy for multi-step ahead
forecasts run at nominal 10% (Nested case).

R = 100 R = 200

π 0.10 0.25 0.50 1.00 0.10 0.25 0.50 1.00

(A) Recursive h = 2, 10%

DM 0.17 0.09 0.05 0.03 0.13 0.07 0.05 0.02
MSE − t 0.25 0.15 0.14 0.12 0.20 0.15 0.13 0.11
MSE − t∗ 0.10 0.09 0.10 0.10 0.11 0.10 0.11 0.10
MSE − F ∗ 0.10 0.09 0.09 0.10 0.11 0.10 0.10 0.10
HLN 0.21 0.12 0.10 0.08 0.16 0.11 0.09 0.08
ENC − t 0.25 0.18 0.15 0.13 0.21 0.16 0.13 0.13
ENC − t∗ 0.10 0.09 0.09 0.10 0.10 0.10 0.10 0.11
ENC − F ∗ 0.10 0.09 0.09 0.10 0.10 0.10 0.10 0.10
CCS 0.30 0.20 0.15 0.16 0.21 0.16 0.15 0.13
CCS∗ 0.10 0.10 0.10 0.11 0.10 0.09 0.10 0.09

(B) Recursive h = 4, 10%

DM 0.23 0.11 0.07 0.04 0.17 0.09 0.05 0.03
MSE − t 0.30 0.20 0.15 0.13 0.24 0.17 0.14 0.12
MSE − t∗ 0.11 0.09 0.11 0.09 0.10 0.11 0.10 0.09
MSE − F ∗ 0.12 0.11 0.11 0.12 0.11 0.10 0.11 0.11
HLN 0.27 0.17 0.13 0.10 0.20 0.13 0.10 0.08
ENC − t 0.31 0.22 0.18 0.14 0.25 0.19 0.15 0.13
ENC − t∗ 0.11 0.09 0.11 0.10 0.10 0.11 0.10 0.10
ENC − F ∗ 0.12 0.11 0.12 0.13 0.11 0.11 0.11 0.12
CCS 0.42 0.26 0.20 0.18 0.30 0.21 0.17 0.14
CCS∗ 0.11 0.11 0.10 0.12 0.10 0.10 0.11 0.10

Notes: Results from 5,000 Monte Carlo iterations. h-step ahead forecsts computed with the
direct method with recursive and rolling schemes. Forecast horizons: h = (2, 4). In-sample
sizes: R = (100, 200). Starred (∗) tests are bootstrapped.
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Table 3: Empirical application: forecasting the Italian GDP (Nested and non-nested
case).

Panel A: Forecasting Italian quarterly GDP one-quarter ahead
Nested case: random walk benchmark vs column model

AR(1) ARXcar ARXCC ARXECM ARXNX ARXIP Bridge

DM - - - - - *** ***
MSE − t ** * ** * ** *** ***
MSE − F *** *** *** *** *** *** ***
HLN *** *** *** *** *** *** ***
ENC − t *** *** *** *** *** *** ***
ENC − F *** *** *** *** *** *** ***
CCS *** ** *** ** ** *** ***

Panel B: Forecasting Italian quarterly GDP one-quarter ahead
Nested case: column model vs Bridge benchmark

RW AR(1) ARXcar ARXCC ARXECM ARXNX ARXIP

DM *** *** *** *** *** *** -
MSE − t *** *** *** *** *** *** *
MSE − F *** *** *** *** *** *** **
HLN *** *** *** *** *** *** **
ENC − t *** *** *** *** *** *** ***
ENC − F *** *** *** *** *** *** ***
CCS *** *** *** *** *** *** **

Panel C: Forecasting euro-area quarterly GDP one-quarter ahead (quarter-on-quarter and year-on-year)
Non-Nested case: Eurocoin benchmark vs column model

∆1 log(GDPt) ∆4 log(GDPt)
RW AR-BIC ARMA-BIC RW AR-BIC ARMA-BIC

DM *** *** ** * - **
HLN *** *** *** *** *** ***

Notes: Panel (A) shows the results of different tests of equal forecast accuracy and FE at one-step ahed for
the quarterly Italian GDP. The benchmark model is a random walk (RW) and the alternative models are
AR(1), ARX(1) models and a Bridge model. The exogenous variables in the ARX(1) models are the new
car sales ARXcar, the construction confidence indicator ARXCC , an error correction term ARXECM , the
growth rate of net exports ARXNX and the growth rate of industrial production ARXIP . The Bridge
model combines the lagged dependent variable with all the exogenous indicators. Panel (B) reports the
results of the same forecasting models as Panel (A) but here the benchmark is the Bridge model that
nests all the others. Panel (C) displays the results of the DM and HLN tests in the non-nested case where
the benchmark is the Eurocoin model. On the left side we forecast the quarter on quarter growth rate
of GDP while on the right hand side we forecast its year on year growth rate one quarter ahead. In all
panels ***, ** and * indicate rejection at 1, 5 and 10%, respectively, while ‘-’ represents no rejection of
the null hypothesis at 10%.
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Figure 1: Empirical power functions for the case of one-step ahead forecasts
under correct specification (R=200, recursive regressions)
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Notes: Results from 50,000 Monte Carlo simulations of one-step ahead forecasts. Recursive scheme
with in-sample R = 200.
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Figure 2: Empirical power functions for the case of one-step ahead forecasts
under different degrees of persistence (R=200, π = .50, recursive regressions)
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Notes: Results from 50,000 Monte Carlo simulations of one-step ahead forecasts. Recursive scheme
with in-sample R = 200.
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Figure 3: Empirical power functions for the case of one-step ahead forecasts
under error-in-variable mis-specification (R=200, recursive regressions)
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Notes: Results from 50,000 Monte Carlo simulations of one-step ahead forecasts. Recursive scheme
with in-sample R = 200.
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Figure 4: Empirical power functions for the case of one-step ahead forecasts
under mis-specification (AR(p) model selected by BIC, R=200, recursive
regressions)
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Notes: Results from 50,000 Monte Carlo simulations of one-step ahead forecasts. Recursive scheme
with in-sample R = 200.
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Figure 5: Empirical power functions for the case of multi-step ahead forecasts
under correct specification (R=200, recursive regressions)
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Notes: Results from 5,000 Monte Carlo simulations of multi-step ahead forecasts. Recursive scheme
with in-sample R = 200.
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Figure 6: Empirical power functions for the non-nested case of one-step ahead
forecasts (R=200, recursive regressions)
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Figure 7: Empirical power functions for the non-nested case of multi-step
ahead forecasts (R=200, recursive regressions)
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