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SUNK COSTS OF EXPORTS
by Matteo Bugamelli* and Luigi Infante*

Abstract

Using a very large panel dataset of Italian manufacturing firms, we test an empirical
model of foreign markets participation with sunk costs. The period of analysis (1982-
1999) is exceptionally informative: the large fluctuations in the lira exchange rate determined
substantial flows of firmsin and out of foreign markets. We find that sunk costs of exporting
arevery important: past experiencein foreign marketsincreasesthe probability of exporting by
about 70 percentage points. Although the assets entailing such costs depreciate quite slowly,
new exporters have to acquire them very soon after entry. Altogether, these results suggest
that the break in the Italian aggregate export supply function caused by the depreciation of the
1990s can be considerable and long-lasting. We then relate sunk coststo firm size and find that
they are an important barrier to export, especially for the myriad of Italian small and medium
firms. Finally, we provide some new evidence that sunk costs are indeed related to the need to
collect information on foreign market/country characteristics.

JEL classification: F10, L10, L60, C25.
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1. Introduction?®

Empirical work and anecdotal evidence on trade flows suggest various kinds of
asymmetry in the response of exports and imports to exchange rate fluctuations. Comparable
exchange rate variations may produce different effects in different countries; differences can
also emerge in a given country at different dates. Sometimes, the consequences of large
depreciations (or, equivalently, appreciations) may be less evident than those of smaller ones.
Again, whilelargeincreasesin exportsfollow adepreciation, no similar reductions occur when
the exchange rate goes back to its pre depreciation level.

As pointed out by a series of theoretical papers in the late 1980s (Baldwin, 1988 and
1989; Baldwin and Krugman, 1989; Dixit, 1989a; Krugman, 1989), sunk costs of exporting
may help explain these puzzles. A firm paying sunk costs to enter foreign markets is indeed
more reluctant to abandon them. Asaresult, firms differing only in their exporting status may
make different export participation decisions. By aggregation, the effects of a given exchange
rate fluctuation differ across time and across countries simply because the type and the number
of incumbent exporters are different. Also hysteresis in trade flows may emerge: temporary
shocks determining a massive entry of firms in foreign markets can have permanent effects
since firms, after paying sunk costs, find it convenient to stay in the market even when the
shock ends.

Recently, a few papers have tested the existence of sunk costs of exporting using firm-
level data. The semina paper is by Roberts and Tybout (1997) who derive and estimate a
model of afirm’'s decision to export. According to the theoretical model, if sunk costs matter,
there is a range of values over foreign market profitability where exporters keep exporting
while non-exporters do not start to do so; in other words, there is an inaction band, where
each firm persists in its past behavior. Moreover, the size of the inaction band increases with
the amount of sunk costs. Using a sample of 650 Colombian plants for the period 1981-89,
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Roberts and Tybout (1997) exploit these features and empirically show that sunk costs matter
owing to the relevance of past exporting status for current exporting, i.e., the lagged dependent
variable in a Probit model of export participation. Using the same model, though sometimes
differently estimated, other scholars find a similar result. Bernard and Wagner (1998) do so in
the case of 7,600 German manufacturing plants between 1978 and 1992; Bernard and Jensen
(2001) for 13,600 US manufacturing plants in 1984-1992; Campa (2000) for 2,200 Spanish
manufacturing firmsin 1990-97.

In the last decade, Italy’s exports have gone through exceptional swings. According to
aggregate trade statistics, export quantities encountered major difficulties before the large lira
depreciation in 1992. Afterwards and until the occurrence of the Asian and Russian financial
crisesin 1997, there was a great resurgence of exports. exporting became a more widespread
activity among Italian manufacturing firms, exporters increased their market shares almost
everywhere, Italian products entered new markets for the first time - in particular developing
countries in South East Asiaand Latin America. Subsequently, the crises slowed down Italy’s
sales abroad and reduced market shares’.

Exploiting the huge variability in Italian data, the first goa of the paper is to verify
whether sunk costs are important for Italian exporters, too. We apply Roberts and Tybout's
(1997) model to avery large unbalanced panel of Italian manufacturing firmsand find that sunk
costs are indeed important: exporting at time¢ — 1 increases afirm'’s probability of exporting
at time ¢ by 70 percentage points. Moreover, this effect turns out to be much stronger than
that of the full set of the other firm-specific and macroeconomic regressors: moving from the
25th to 75th percentile of the distribution of firms according to the estimated effect of these

regressors increases the probability of exporting by less than 10 percentage points.

Inlinewith previousworks, we also find that the probability of exporting growswith firm
size and productivity, while it decreases with average wages. Firms that are part of industrial
groups are more likely to gain access to foreign markets; the same is true for firms located
in industrial digtricts, confirming the important positive role such industrial agglomerations

2 Undoubtedly, these events can be mapped into the evolution of the exchange rate of the lira. Looking
at the trade-weighted nomina effective exchange rate, the lira depreciated by 12.6 percent between August and
October 1992. Later on, in 1995, another big drop produced further gains in terms of price competitiveness. After
the large appreciation of 1996, the nomina effective exchange rate of the lirawas almost stable for a couple of
years before following the decline of the euro.



play in Italy. Although we control for a wide set of firm-specific characteristics, sectors still
matter: firms operating in sectors where Italy owns a comparative advantage have a higher
probability of exporting. Not surprisingly, the probability is greater after depreciations and
rises with world demand. Interestingly, domestic demand crowds out export participation to

some extent.

This paper represents an innovation with respect to the existing literature in three ways,
all aimed at identifying some of the characteristics of the assets whose acquisition entails sunk
costs of exporting. First, we carefully investigate timing issues, more precisely, we would
like to know how soon these assets must be acquired upon entry and how fast they depreciate
after exit®. These questions are particularly relevant from an aggregate perspective: if the
depreciation rate is small and acquisition is immediate, then the break in the aggregate export
function that the 1990s liraturmoil caused in the presence of sunk costs of exporting should be
relatively long-lasting. Indeed, we find thisisthe case for Italy: the differential probability of
exporting between firms with and without some past experience drops to zero when the former
have been out of foreign markets for at least 6 years, the degree of persistence is identical
across incumbent exporters with different experience.

We then move to ancther feature of sunk costs and ask whether they come in a fixed
amount or are proportional to a firm's level of activity. This amounts to looking at the
interaction between sunk costs and firm size where the “fixed amount hypothesis” would be
confirmed if the degree of persistence decreased with firm size. We show that sunk costs
are indeed a strong barrier to exporting for small firms, moreover, this turns out to be true
Irrespective of sectoral specialization.

Finally, we ask what type of assetsfirms must acquire before entering foreign markets. In
the economic and marketing literature, sunk costs of exporting stem from the need tp collect
information about foreign demand, learn about the functioning of the institutional and legal
environment in the foreign country, establish a distribution network abroad, and market and
promote the product to foreign consumers. Our dataset allows us to focus on the information-
related reasons. To this end, we distinguish firms according to their “ability” to collect and
process information and find that more able ones display less persistence. Thisisto say that
information collection motives are an active component of sunk costs.

3 1t should be pointed out that Roberts and Tybout (1997) aso consider the depreciation issue.
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Therest of the paper is organized as follows. In the next section, we describe the dataset
and provide some general descriptive statistics. Section 3 is devoted to the theoretical model,
while a detailed description of the estimation strategy is given in section 4. After that, we
present the results (section 5) for the base model. We then focus on timing issues (section 6);
the interaction between sunk costs, on one side, and size and information, on the other, are in
sections 7 and 8 respectively. Some concluding remarks are left to the last section.

2. Thedata

In the empirical analysis we use a subsample of firms from the Centrale dei Bilanci
(Company Accounts Data Service, CADS)*. For approximately 30,000 firms per year, CADS
collects information on a large number of balance sheet items and some firm characteristics.
Data are available from 1982 to 1999. Balance sheets are reclassified in order to reduce the
dependence on accounting conventions used by each firm to record income figures and asset
values. The focus of CADS on the level of borrowing skews the sample towards larger firms
and as a conseguence towards northern firms. Moreover, since banks deal mainly with firms
that are creditworthy, the sampleis also biased toward better than average borrowers.

After ruling out outliers and firmsin the first and in the last percentiles computed along
various dimensions, we end up with about 270,000 observations, corresponding to 31,000
different firms. The distribution of firms across years is described in the first row of Table
1: the size of our sample grows monotonically from 9,000 firms in 1982 to 18,000 in 1994,
after that it dropsto 11,000. About 10 per cent of firms (precisely, 3,141 firms) are present for
eighteen years, 50 per cent, however, are observed for at least 8 years and a small 5 per cent
for only one year. The percentage of exporters fluctuates between 30 and 40 until 1995; after
that, thanks to lira depreciations, it jumps to 50-60.

The sample has quite agood coverage: in terms of total value added and employment in
Italian manufacturing, our firms cover between 21 and 30 per cent. Importantly, the coverage
of total exports, in nominal terms, isalso very high (between 13.5 and 26.5 per cent).

4 Centrale dei Bilanci is the organization in charge of gathering and managing the data. 1t was established
in the early 1980sjointly by the Bank of Italy, the Italian Banking Association (ABI) and apool of leading banks
with the aim of collecting and sharing information on borrowers. Thus, the sample is not randomly drawn since
firms enter only by borrowing from one of the pooled banks.
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In Table 2 we provide summary statistics for three different years (1985, 1990, 1995
should capture different cyclical points) for both the full sample and the subsample of
exporting firms. Figureson sales, value added and employeesindicate that, despitethe CADS's
biastowards large firms, smaller onesare still fairly well represented. In 1995 firm size ranges
from 4 to more than 1,000 employees with amean of 98 and amedian of 58. In terms of sales,
value added and number of employees, the maximum, the mean and the median reach a peak
in 1995 and a trough in 1990. Average firm age is around 20 years; the oldest firm is 140
years old. The average wage grows over time from 21 to 28 (1995 equivalent) thousand euros.
Exporting firms are on average larger, make more sales and have a higher value added. They
also pay higher wages.

Table 3 describes firm distribution in terms of sectors and location. Over 70 per cent of
our firms are located in the North, less than 10 per cent in the South. The sectoral distribution
(Nace Rev.1 classification - two digits) reflects Italian specialization, at least on a quality
level. The best represented industry is in fact the one producing industrial and commercial
machinery; many firms (about 18 per cent) operate in the so-called traditional sectors (textiles,
apparel and leather), while very few belongs to the most innovative “computer and office
equipment” and “measuring and controlling instruments’. In the case of exporters only, the
share of firmsoperating in the sectors of specialization rises, moreover, they are mainly located
in the northern part of Italy.

The propensity to export increases with firm size (Table 4). In 1995 it ranges from
40.4 per cent for firms with less than 50 employees to 75.2 for those with more than 300
employees. Moreover, these figures increase significantly over time>. Adding the sectoral
dimension, some interesting patterns emerge. Among small firms, the propensity to export is
largest in traditional sectors, which is a clear indication on the structure of these industries.
On the contrary, firms producing “industrial and commercial machinery” show high relative
propensities for each size class.

We now turn to some statistics on flows of firmsin and out foreign markets (Table 5).
For a given pair of years, the top part of the table is a transition matrix: out of the number of

firms exporting at time ¢ it gives the proportion of those exporting and not exporting at time

5 More precisdly, the increases themselves are increasing with firm size. Between 1985 and 1995, the
propensity to export grew by 20 per cent for small firms, 23 per cent for medium firms and 37 per cent for large
ones.
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t + 1; the same for firms not exporting at time ¢. The table therefore provides entry and exit
rates together with the degree of persistence in and out foreign markets. These flows are then
related, in the median part of the table, to the percentage changes in the Italian real effective
exchange rate (REER, based on production prices), world export volume (WT) and Italian
domestic demand (DD)®. The last two rows show the ratio between entering/exiting firms

exports and total exportsin the sample.

Not surprisingly, entry (No; - Yes;;; sequence) and exit (Yes, - No, ;) rates peaked
during the period 1992-95. Before the lira depreciation, the difficulties of Italian firms on
foreign markets were quite evident: 30 per cent of exporters abandoned foreign markets in
1992; the following year this fraction jumped to 45.4 per cent. Later on, the large depreciation
of the lira supported entry: for 1993, 1994, 1995 the entry rates were respectively 17.2, 19.3
and 25.2. 1n 1994-95 the acceleration of foreign demand provided a further stimulus to new
exporters. It isimportant to note that in these years entering and exiting firms produced one
third of total exports: thisis to say that these flows of firms had a huge impact on Italian
aggregate trade, which is contrary to the findings of Campa (2000) on his sample of Spanish

firms’.

In general, Table 5 shows quite a promising picture. The huge variance in the export
participation decisionin our datacreates anideal environment for empirical analysis. However,
the data also show a large degree of persistence in firm behavior, which, as we previously
mentioned, will be the key element for detecting the importance of sunk costsin our theoretical
model. However, thisisnot enough to conclude that sunk costs of exporting matter: many firm
and sector-specific factors play an important rolein the decision to export; they are also hugely
heterogeneous across firms. Therefore amore structural analysisis needed and thisiswhat we
address in the next sections.

6 All three indices are equa to 100 in 1993. The real effective exchange rate is produced by the Bank of
Italy: the methodology is described in Economic Bulletin no. 26. World export volumes are taken from IMF, the
domestic demand index from Istat.

7 Interestingly, since 1997, although entry rates are not much lower than their time average, the contribution
of entering firms to total export values has dramatically decreased. This points to a predominance of small
exporters/firms among new entrants, which in turn might reflect two facts: the long history of increasing openness
of the Italian economy and the 1992-95 depreciations which fostered a thorough internationalization among
medium and large firms.
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3. Thetheoretical model

Our theoretical model is taken from Roberts and Tybout (1997). We present it here
starting from a firm’s static problem of export participation with no sunk costs of entry and
exit and then introducing a more general multiperiod structure with sunk costs. Finally, we
extend it to analyze amore general timing in the acquisition of the assets requiring sunk costs.

Let us define by 7, firm ¢’s profits from exporting at time ¢. Assuming zero entry and
exit costs and indicating with ¢;, the profit maximizing level of exports, the foreign market
participation problem of firm i at timet is asfollows

(1) max T = [Pit( Qe Xe, Zit)@o — Cit( Xy Zie| Qo) it

Yi,t€{0,1}

where y;, = 1 if firm ¢ exports a positive amount at time ¢ and 0 otherwise, p;, is the price
of firm 7’s output on foreign markets in domestic currency, which is likely to depend on the
quantity ¢;,, on aggregate factors X; (exchange rate and world demand, above all) and on
various firm characteristics® summarized by the vector 7, ;. Reasonably, the same variables
aso influence the cost ¢; ;. It isworth highlighting that equation (1) refers to the extra profits
from exporting, i.e., in excess of those made on the domestic market, and neglects the exported
quantity decision problem by setting g; ; to itsoptimal level. The optimal strategy y;, is easily
derived:

@) yztz{ ! }

0 if Tt < 0
I.e., firm i exports if extra profits from exporting are non negative. In a multiperiod context,
the problem generalizesto

©) max I, =k <Z st 7Ti,7'>

{vir 372, T—t

where ¢ is the one-period discount factor. If current revenues and costs do not depend on past
choices, then the firm is called to maximize a sequence of static problems like (1) and the

solution isagain (2).

One interesting case in which this condition of “intertemporal independence” does not
hold is when firms must pay entry (and exit) costs that are partially sunk. In this case, the

8 These characteristics impact on prices through costs, product quality, efficacy of distribution and market-
ing policies, etc.



14

participation problem differs if the firm has paid such costs in the past or not. As a result,
an entering firm must take into account foreign market future conditions; an exiting one must
consider that its current decision will heavily affect future profits by entailing sunk costs in
the case of re-entry into foreign markets. When we explicitly include these costs, per period
profits from exporting become

(4) 7NTi,t (yz‘,tfl) =Yzt [7Tz',t - (1 - yz‘,t71>K] - (1 - yz‘,t)yz‘,tle

where y; .1 defines firm i’s state (exporter versus non exporter) at the beginning of period ¢,
K isthelevel of (sunk) entry costsand I isthe one of (sunk) exit costs. The Bellman equation
for this problem is as follows

(5) Vit(Yit—1) = max 7NTi,t (Yit—1) + OB (Vi1 (Yir))

¥i,t€40,1}
and the optimal strategy turns out to be equal to

- {1 if w0+ 68 (Vi1 (1)) = (1 —yi0-1) K > 04+ 6L (Vi141(0)) — yi,tlF}
ut 0if mp+ 6B (Vigg1(1)) = (1 = vi0-1) K < 04 0B, (V;141(0)) — syt F

or equivalently
©) yft:{l i.f 7Ti,t+5A—K+(K+F)yi’t1)ZO}

K 0 if My +6A—K+(K+ F)yi1) <0
where A = [E; (Viey1(yse = 1)) — Bt (Vigra (i = 0))].

The structural estimation of this model would entail choosing a specific functional form
for the profit function and aparticular processfor the exogenous aggregate variable. We choose
instead the following reduced-form specification

(7) Pr(yi,t = 1) = q)(aﬂuﬂyi,tflufthu YA Ei,t)

where oy is a constant term, 7, , ; is lagged to avoid obvious endogeneity problems and ¢; ¢
Is arandom component. A positive and significant 5 would prove the existence of sunk costs.
More precisely, as a proxy for (K + F') it measures the width of the inaction band where
firms neither enter nor abandon foreign markets’. It is worth recalling that here sunk costs are

9 In adiagram with export market profitability on the vertica axis and time on the horizontal one, the upper

band above which firms enter theforeign market isincreasing in &’; the lower band bel ow which incumbent firms
abandon the market is decreasing in F'.
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captured through persistence in afirm’'s behavior; the ideais that firms with past experiencein
foreign markets are more likely to be exporters today than those without that experience (state
dependence), ceteris paribus.

Equation (7) identifies a binary choice model that we estimate using a Probit
specification, i.e., ®(.) isassumed to be the standard normal distribution.

The model as specified above embeds some strong simplifications. First of al, K
and F' do not vary across firms. This is highly implausible: the level of sunk costs must
differ according to the type of product - that may require different marketing strategies and
distribution policies - to firm characteristics - size, location, relative importance of exports
in terms of total sales - and to foreign market features - large versus small, developed versus
developing. Inthe empirical analysis, werelax this assumption allowing variability acrossfirm
size and level of exports. Secondly, equation (7) presumes that what mattersis only last year
participation: in relaxing this assumption, we also amend the theoretical model (see Appendix
A for details).

4. Theestimation strategy

The estimation of equation (7) raises a number of issues. The most important is the
classical omitted variable problem caused by unobserved firm characteristics. The likely
correlation between unobservables and regressors results in inconsistent estimates of the
coefficients of the latter.

In our case, the problem is even more serious. To the extent that unobserved factors are
time invariant and therefore sources of persistence, they will be picked up by the coefficient
of the lagged dependent variable that would then be overestimated. This is what Heckman
(1981a) calls “spurious state dependence” problem. Notationally, this problem can be
represented by decomposing the residual ¢; , into two pieces:

(8) €t = Uy + Uy

where v; denotes time invariant firm-specific unobserved characteristics and ;. is the truly

random component.
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How do we deal with this? One strategy would be to control for as many firm
characteristics as possible to empty v; of any significance in the estimate: it is quite intuitive
that this strategy finds an obvious limit in the content of the dataset. Therefore an aternative,
usualy feasible in panel data estimation, is the within estimator that explicitly accounts for
unobserved factors through firm level fixed effects. Unfortunately, we can not pursue this
because of the “incidental parameters problem”. As argued by Heckman (1981b), the use
of fixed effects in probit and logit models provides inconsistent estimates if the number of
firmg/individualsis very large, asin our case. This inconsistency becomes even more serious
In dynamic models.

Wethereforefollow adifferent strategy which has been proposed by Chamberlain (1984)
and recently implemented by Arulampalam et al. (1998) and Henley (2001). Chamberlain's
solution ssimply amounts to adding a regressor proxying for unobserved heterogeneity which
Is correlated with observables; in our case, this new regressor is the vector of the observable
characteristic means, i.e.,

9) v; = ag + a4 Z +&;
where now &; is by construction orthogonal to 7; ; for any ¢ and any ¢°.

In conclusion, we solve the omitted variable problem of equation (7) substituting ¢; ¢
with equations (8) and (9) to get™*

(10) Pr(yi,t = 1) = q)(ai)uﬂyi,tflufmeeZi,tflua/l Ziugiuui,t)

The estimation of dynamic models like ours faces another serious difficulty, known as
the “initial conditions problem” (Heckman, 1981b). This concerns the exporting status of a

firminitsfirst year of observation, i.e., y; o which is not very likely to be the firm’'sfirst year

10 In other words, ¢, is that part of unobserved heterogeneity that is not correlated with observed firm char-

acteristics. It must be also noticed that, given the orthogonality between v; and u; ¢, &, is aso orthogond to
Ui7t.

Lo = ap +ag
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of existence®. For obviousreasons, this observation is not modelled when estimating equation
(20) since the sample does not provide the lagged status and the other lagged controls. One
important consequenceisthat y; o iscorrelated with &, , so that the estimate of 3 isinconsistent.
More serioudly, if unobserved factorsare positively related to the probability of exporting, then
(3 isoverestimated so asto spuriously conclude in favor of high sunk costs. To account for this
problem we again follow Heckman (1981b) who suggests estimating a reduced form equation
to model the first year observation:

(11) Pr(yo = 1) = ®(b,vXo,07;0,0, Z;,n;)

where we again include the vector of meansto control for unobserved heterogeneity. Evidently,

equation (11) differsfrom equation (10) only because it lacks the lagged dependent variable.

Here we follow Orme (1999) and tackle the two equations (10 and 11) model in two
steps'®: in the spirit of Heckman selection bias procedure, we first estimate the presample
equation (11) using the first three observations of each firm, then we plug the estimated
resi duals?; in equation (10) to get

(12) Pr(yi,t = 1) = (I)(Oé();ﬂyi,pl,’YXt,QZz‘,taaﬁ Zi, 0 niuwiuui,t)

with the idea that m proxies for that part of unobserved heterogeneity which is correlated with
;.0 SO that w; isat the end the remaining unobserved heterogeneity that is now orthogonal both
to the lagged dependent variable and to the other firm-specific regressors.

Finally, we follow Roberts and Tybout (1997) and assume that u;, has a first-order
autoregressivestructure, v, , = pu; ,—1+7;+, Which aimsto account for the persistence that may
derive from transitory shocks. Now itis;, to be independently and identically distributed.

We estimate both equations (11) and (12) with arandom effect probit model.

12 More elegantly, Arulampalam et al. (1998) write: “...the start of the observation period does not coincide
with the start of the stochastic process generating [exporting] experience.”

13 It must be said that this simplifying two-step estimation procedure would be a good approximation of a
more complete model only if the correlation between 7, and £, is small. However, Arulampalam (1998) has
shown that the procedure provides acceptabl e results in awider variety of cases.
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With this specification, we slightly innovate with respet to the existing literature. Roberts
and Tybout (1997) and Campa (2000), who estimate a random effects probit model with initial
conditions, do not introduce the vector of means to control for unobserved heterogeneity: our
results will show instead that it is an important correction. Bernard and Wagner (1998) and
Bernard and Jensen (2001) also choose not to implement the presampl e estimation®.

5. Theresaults

The results from the estimation of eguation (12) are shown in Table 6. In column
[1] they refer to a smpler specification not including firm-specific regressors, the vector
of their means and the correction for the initial conditions' but only three macroeconomic
variables’”. The Italian real effective exchange rate based on domestic production prices
(REFER), ameasure of Italian products price competitiveness on international markets, has
the expected effect: the probability of exporting is higher in years of real depreciation of the
domestic currency (increase of theindex). W', which indexes world trade conditions, hasalso
apositive sign sincefirms are more likely export when facing higher external demand. Finally,
the negative effect of domestic demand (D D) suggests that Italian firms sell abroad especially
when demand is scant in Italy; surprisingly, the coefficient of D D is, in absolute terms, larger
than the (positive) one of foreign demand, indicating that foreign market participation is more
reactive to domestic than to external conditions'. With this specification, sunk costs seem to
be quite important: from the coefficient of v, 1, past experience makes current exporting an
almost certain activity (the marginal effect, which is reported in curly brackets, is about .90).

4 They do not estimate a Probit model but a linear probability one without any individual effect, then in
levelswith fixed effects, finally in differences.

15 The drop in the number of observations (from 270,000 to 160,000) is due to the combined effect of the
presample model, using 85,000 observations, and the lagged depedent variable, v, 1, excluding firms observed
for less than two consecutive years.

16 Obviously, we will appreciate their contribution by including them in the regression one at atime.

7 In our view, these three variables provide a more interesting description of the effects of the macroeco-
nomic environment on export participation than what can be inferred in other papers: Roberts and Tybout (1997),
Bernard and Wagner (1998) and Bernard and Jensen (2001) use time dummies, Campa (2000) looks at the effect
of the exchange rate but does not control for foreign and domestic demand.

18 Speculatively, this might be due to the small size and therefore the low internazionalization of the average
Italian manufacturing firm.
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In column [2] we appreciate the impact of the presample estimation, which is reported
in Appendix 1. The correction term (res) has a strongly significant coefficient (¢ — statistic
22.49), signalling that we had an initial conditions problem in column [1]. As a result, the
marginal effect of v, | dropsto .819 from .866, but remains quite high and significant.

We then introduce sector and location dummies”, and a wide set of firm-specific
variables (column [3]), whose effect is, expectedly, to significantly reduce persistencein y;_:

the marginal effect of export experience reduces by 10 per cent to .74.

The control for firm size is needed for various reasons: Krugman (1984) argues that
firms may decide to export part of their production in order to exploit scale economies®;
often sizeisinterpreted as a proxy for afirm’'s success and efficiency. Indeed, we find that the
coefficient of size (which isthelogarithm of the number of employees) is positive and strongly
significant®. Firm age (age), often used to proxy for firm efficiency?, does not play any role
in our model?. Typically, exporting activity is for productive and cost-competitive firms*. We
therefore include labor productivity (ywork isthe log of the value added per worker at 1995
constant prices) and average wage (wage is the log of the ratio between total 1abor costs, at
1995 constant prices, and the number of employees), which have the expected sign, positive for
productivity and negative for wage. It isworth mentioning that wage measures cost and price
competitiveness in that we explicitly control for firm productivity: interestingly, if we drop

19 SeeTable 3 for detalls.

20 Asargued by Basevi (1970), it might be that afirm sells abroad even at alower price than the average total
cost just to exploit the overall cost reduction deriving from the expansion of production.

21 The positive relationship between firm size and propensity to export has already found vast empirical sup-
port: among others, Bernard and Jensen (1998) find that US exporters display ex ante faster sales and empl oyment
growth than non-exporters, Ferragina and Quintieri (2001) show that Italian exporting firms are ex ante larger.

22 Tybout (1996) for Chile and Roberts (1996) for Colombiafind that the probability of failure declines with
plant age. According to Liu and Tybout (1996), failing Colombian firms are aways | ess productive than surviving
ones. For the US, the same patterns are found by Dunne et a. (1989). The underlying idea is that market forces
select out inefficient producers so that older firms are more efficient and therefore more competitive in world
markets.

23 Relying on previous evidence for Italian manufacturing firms (Bugamelli et al., 2000), we allow for anon
linear relationship between age and probability of exporting.

24 Among the others, Bernard and Wagner (1997) show that highly productive German firms are more likely
to become exporters. For some developing countries, Clerides et al. (1998) find that this probability is greater in
low cost firms. Ferragina and Quintieri (2001) conclude that Italian exporters are more human capitd intensive,
technologically more advanced, more productive and with lower unit labor costs.
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ywork, the coefficient of wage becomes marginally positive in that more productive firms
also pay higher salaries. The variable market, given by the ratio of marketing, distribution
and advertising expenses to sales, aims to measure the degree of firm (or, better, product)
visibility and, somehow, the quality of customer services: it turns out to have a significantly
positive effect on the probability of exporting.

A different feature of a firm’s location is captured by the dummy distr that identifies
whether afirm belongs to an industrial district?®. The positive role of industrial districtsfor the
Italian economy iswell documented®: here wefind that district firms areindeed more likely to
become exporters. This result deserves particular attention in the light of two considerations.
Given the sectoral dummies, the higher than average export propensity of district firms is
not the result of their specialization in sectors of Italian comparative advantage (textiles and
clothing, leather and leather products, furniture, etc.); rather, a positive network externalities
Is at work within districts. Moreover, these externalities benefit small and medium size firms
that, as just shown, face major difficulties in exporting. Finally and not surprisingly, firms
belonging to industrial groups (in this case, the dummy variable group is equal to 1) find it
easier to export part of their production.

In column [4] we aso introduce the percentage of sales that a firm makes on foreign
markets (xsales). Intuitively, the higher it is, the more likely it is that afirm will not abandon
foreign markets, irrespective of sunk costs of exporting. The persistence induced by a high
xsales has more to do with sunk costs of establishing the firm itself than with sunk costs of
exporting; for such firmsleaving foreign marketsis somehow equivalent to an economic failure
or to asignificant (and costly) reorganization of activity (for example, through a reduction of
employment and other inputs)®. Its coefficient is significantly positive and helps to further
reduce the coefficient of 4, ; whose marginal effect goes down to .725.

%5 According to the Italian National Statistical Institute (Istat), adistrict is identified as a local labor system
which is a territorial grouping of municipaities where there is a certain degree of commuting by the resident
population, a high concentration of small and medium size firms belonging to the same two-digit sector. To
construct our dummy variable, we have merged our dataset with the Industrial District Database constructed by
| stat.

26 Signorini (2000) offers athourough and critical discussion and reviews awide set of empirical works.

27 |t can be argued that zsales also serves asa proxy for unobserved characteristicsthat are strongly relevant
for exporting activity (e.g., managers speak English).
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In the last column of the table we add the control for unobserved heterogeneity, i.e., the
vector of means of the regressors as suggested by Chamberlain (1984). More precisely, we
include al the time-varying firm specific regressors with the exception of the percentage of
exported sales, which, in the long run, is evidently endogenous to the participation decision.
Importantly, most of the coefficients of the lagged regressors remain significant, though
definitely smaller. This correction turns out to be important: the marginal effect of v, ; is
now .70%.

The sectoral and location dummies deserve a final comment. Despite the wide set of
firm level controls, international specialization still matters. The probability of exporting is
significantly larger for textiles, apparel, leather and leather products, industrial and commercial
machinery, furniture and fixtures. Firms located in the South and, to a lesser extent, in
the central part of Italy lag behind; this could reflect both their smaller degree of industrial
development and their bigger distance from the main destination markets (e.g., EU countries).

The model performs quite well. Comparing the actual exporting frequencies and the
predicted probabilities for past exporters (y;-; = 1) and past non-exporters (y;—; = 0), the
differences are minimal (see Table 7).

A nice and succinct way to assess the importance of export experience relative to the
other regressors (both firm-specific and aggregate) is provided in Table 8. The percentiles
refer to the distribution of firms in terms of predicted probabilities of exporting computed
using the estimated coefficients for all the variables except 1, 1%°; these probabilities were
then computed separately for firms with and without export experience.

Two results clearly emerge. Export experience matters much more than the other
regressors. the increase in the predicted probability due to experience ranges from 68 to 71
percentage points; it isslightly larger for firmsin the higher percentiles. Passing from the 25th

28 Not surprisingly, the interaction between y; ; and the macroeconomic variables signals that persistence
is much stronger when external conditions are relatively better. This means that the difference between the
“persistence in” and the entry rates in good periods is larger than the difference between the “persistence out”
and the exit rates in bad periods. Speculatively, we might conclude that entry costs are more relevant than exit
costs.

, .

~ ~ 1 N ~ ~ N
29 These predicted probabilitiesare: ==aqg + v X+ 0 Zi o+ a; Zi+ on;
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to the 75th percentile has an impact in terms of probability whichison average smaller than 10
percentage points. Although itislarger in absolute termsfor firms already exporting, itismore
significant in relative terms for firms still out of foreign markets whose predicted probability

Increases by almost 50 per cent.

5.1 Robustness
Our results are robust to various changes in the dataset and the empirical specification.

Up to now we have kept in the dataset all firmswith reasonable figures so asto maximize
the dimension of the working sample. However, this does not exclude the risk that some firms
with very peculiar characteristics/behavior may drive the results, such as firms that have been
in the sample for less than three consecutive years®. Since persistence of a firm’s behavior
Is more likely over short than long periods, these firms may display an artificially higher
than average persistence and so induce an upward bias in the coefficient of 7, . A similar
overestimation can, in theory, be induced by firms intermittently appearing and disappearing
from the sample. Given the dataset's bias toward better firms, these “marginal” firms may
appear in periods of good performance when they also export and disappear in bad periods
when instead they make zero sales on foreign markets. This in-and-out of the export market
that would reduce overall persistence is de facto not considered in our estimation. We have
therefore excluded these firms and re-estimated the last specification (column [6] of Table 6)

obtaining, in both cases, the same resullts.

Small exporters can instead cause an underestimation of 5. Thereason is quite intuitive.
Firms can export very small amounts without getting any real access to foreign markets but
simply matching demand from an importer that has its own distribution network. Indeed,
excluding firms that exported less than 200,000 euros in a year raises the coefficient of the

lagged dependent variable dightly to 2.07.

One can argue that an AR(1) structure of the error does not capture all the persistence
that may derive from transitory exogenous shocks. We have therefore extended it to an AR(2)
without recording any difference in the results. The same happened adding more lags of the

firm-gpecific regressors.

30 In the specification with just one lag of the dependent variable they are not necessarily dropped by the
estimation procedure.
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Finally, we have increased the disaggregation of the location (96 provinces instead of
four macro-areas) and sectoral (4 instead of 2 digits) dummiesto control for fixed effects that
might be strong at the local and/or product level. Again we register no relevant changes.

6. Timing

So far we have assumed a very simplified structure for export experience: firms that
exported two or three years earlier should behave asfirmsthat have never exported; exporters
behavior does not differ with the number of years afirm has been present on foreign markets.
In other words, the model aboveimpliesthat all the assets whose acquisition entails sunk costs
depreciate completely after one period and must be acquired immediately upon entry.

The objective of this section is to relax these assumptions and alow for a smaller
depreciation rate, which is particularly reasonable if sunk costs have to do with knowledge
and reputation, and for the spread of acquisition over some periods.

Depreciation is detected through the estimation of equation (1) where we add dummy
variables to capture the number of years a firm has been out of foreign markets. The
interpretation of the coefficientsisidentical to that of ¢, ,: apositive and significant coefficient
for Y,_; says that a firm that exported last time ;j years ago is more persistent than one that
has never exported or did so more than j years ago: this is to say that in the event of re-
entry this firm has to acquire only a fraction of the assets needed for export. We would aso
expect the coefficient of Y;_; to be decreasing in j as a signal that some depreciation occurs
notwithstanding.

In Table 9 wereport only the coefficients of export experience: the estimated coefficients
for all the regressors included in column [6] of Table 6 are unchanged. The coefficient of the
second lag (Y;_») is strongly significant and positive: firms that exported two years ago have
a higher probability of exporting today than firms that have never exported. However, the
fact that the coefficient of Y, , is significantly smaller than that of vy, ; signals that some
depreciation is at work: in terms of margina effects, it ranges from .70 to .20. When adding
the third lag, this evidence is fully confirmed®. We aso found (but not do report here) that

31 The addition of more lags makes y; ; more capable of measuring the differential persistence between
exporters and firms that have never exported since persistence of firmsthat ceased exporting just few years before
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the coefficient of Y,_; diesout at j = 6, which indicates significant overall effects of export
experience.

We then tackle the problem of how assets for exporting activity are acquired during a
firm’s export experience. In column [3] we estimate equation (1) and include one lag that aims
to single out (from the mass of firms exporting at ¢ — 1) firms that did not export between®
t —6andt — 2. The coefficient of S; ; is not significantly different from zero. The evidence
that sunk costs must be fully paid in the entry period is confirmed in columns[4] and [5] where
exporters with two and three years of experience respectively are identified.

The combination of these two results suggests that persistence in foreign market
participation could have very long-lasting effects that are also very strong right from the
beginning. In a sense, this evidence suggests that the structural change that occurred in the
Italian aggregate export function after the lira depreciations of 1992 and 1995 should be till
there: owing to the strong and prolonged persistence subsequent reappreciations (particularly,
in 1996) should not have had too big an impact on the aggregate function.

7. Size

So far we have imposed a unigque sunk costs coefficient on all firms, which is admittedly
a quite strong assumption. In this section we relax it, distinguishing firms according to their
size. In doing so, we can also test the relative importance of two hypotheses, one proposed by
Caves (1989), the other by Tybout (2001).

If sunk costsrelate to information acquisition, organizational matters and similar things,
Caves (1989) argues they should comein an ailmost fixed amount irrespective of firm size. As
a consequence, small firms would encounter relatively higher barriers to entry into foreign
markets®. Similarly, large firms can more easily adjust to fluctuations in export market
profitability through entry and exit.

t isnow captured by Y;_ ;. As aresult, the coefficient of 1, grows.

32 Thechoice of t — 6 isrelated to our previous result.

33 Theresult is qualitatively the same if sunk costs are an increasing but concave function of firm size.
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Caves's hypothesis can be tested against the (not necessarily) alternative view proposed
by Tybout (2001), which argues that what matters is not firm size but the size of exports. His
ideaisthat firmsvaluethe level of sunk costs of exporting in terms of the amount of sales they
would help to generate in foreign markets.

Table 10 summarizes the results that are definitively in favor of Caves' sview®. While
the interaction of lagged export participation with size of exports (measured as the yearly
deviation from its sample mean) is not significant (column [1]), the one with firm size (again
in deviation from its yearly mean) is highly significant (column [2]). The result holds when
both terms are included (column [3]).

One might argue that sizeis simply aproxy for technology. Firmsin sectorslike textiles,
clothing and leather are smaller because their production technologies do not entail increasing
returns to scale. The same technologies, along with specific marketing and distribution
policies, might also impose higher sunk costs of exporting: for example, it iswidely accepted
that traditional Italian products compete on international markets through their better quality,
which might require more aggressive (and costly) marketing strategies.

In column [4] we add the interaction between y,_; and the sectoral dummies to control
for this aternative explanation. The results are clear-cut. Firm size really matters: its
negative coefficient decreases in absolute terms by a negligible amount and remains highly
significant. Moreover, the new interaction terms are to a large extent not different from zero,
with the exception of leather and industrial and commercial machinery, where firms show a

significantly lower (and also similar) degree of persistence.

8. Information

A natural question that arises when thinking of sunk costs of exporting is about their
nature. It iscommonly accepted that one important component of sunk costs is the acquisition
of information on foreign market demand and various institutional aspects. In this section we
show that information does indeed affect persistence in and out foreign markets and therefore,
given our modeling strategy, requiresfirmsto pay sunk entry costs. It isworth mentioning that

34 Again we work on the full model of column [6] in Table 6.
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we simply testify that information collection issues have to do with sunk costs, but we are not
capable of measuring their relative importance.

A way of detecting the importance of information is to separate firms according to
the ease with which they overcome informational barriers, that gain importance the more
expensive and/or inefficient the process of collecting, processing and storing information
becomes. We conclude that information is important if firms facing ex ante lower barriers

also had a smaller inaction band (i.e., alower coefficient of 4, ).

Informational barriers vary across firms through two main channels. One indirect
channel isfirms' exposure to information spillovers. Along the lines traced by the theoretical
literature on social learning, there are two necessary conditions for an economic agent to learn
from others actions: a) sharing a similar decision problem (similarity); b) easily and readily
observing such actions. Following Guiso and Schivardi (2000), the Italian industrial districts
are an useful laboratory for detecting the relevance of information spillovers: they satisfy, by
construction, condition a), while therequirement of firms' physical proximity can satisfactorily
proxy condition b). Wetherefore interact the dummy variable distr with the lagged dependent
variable and find (column [1] of Table 11) that belonging to an industrial district does help
reduce the relevance of sunk costs of exporting.

Firmsin industrial district are, by definition, smaller than average. Thus, the industrial
district dummy may combine the positive effect of informational spillovers with the negative
one relating to firm size. To control for the latter and let the former emerge, we add the
interaction between size and v, ;. Theresult (column [3]) confirms our intuition.

Again one might argue that the industrial district dummy is in fact capturing some
technological aspects rather than informational spillovers: we have seen that two important
district sectors (“leather and leather products’ and “industrial and commercial machinery”)
display less persistence than average. To wipe out any doubt, we explicitly take into account
sectoral specificities of sunk costs, again through the interaction terms between v, ; and the
sectoral dummies. In column [3] we show that the informational spillover story still holds.

Firms may also differ asto their ability to directly collect, process and store information.
A possible way of testing this hypothesisis to subdivide firmsin terms of their endowment of
information and communication technologies (ICT). Reasonably, firms that have made larger
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Investmentsin these technologies arein principle better able to collect and processinformation
of any kind or, alternatively, can do it at lower costs and more efficiently®. Unfortunately, we
do not have dataon ICT capital at firm level; we therefore return to sectoral information.

To this end, we use the sectoral ratio between ICT capital and value added as computed
by Bugamelli and Pagano (2001) and identify the following ICT intensive sectors. “printing
and publishing”, “rubber and plastics products’, “fabricated metal products’, “industrial
and commercial machinery”, “computer and office equipment”, “measuring and controlling
instruments’, “motor vehicles and other transportation equipment”. The dummy variable ICT

isequal to 1 if afirm belongs to one of these sectors.

One consideration is worth making. The two groups we have created are satisfactorily
balanced in terms of both their relative contribution to Italian manufacturing value added and
their export propensity: we can therefore rule out the possibility that the results are driven by
comparative advantage rather than by ICT intensity. To this end, it should also be noticed that
while “industrial and commercial machinery” isconsidered ICT intensive, “leather and | eather

products’ is not.

Again our estimation (column [4]) supports the hypothesis that information matters for
sunk costs of exporting: the coefficient of ICT" * 4, , is negative and highly significant
(t — statistics -12.16). The results hold without variation when the interaction with firm

Sizeis added to the regression (column [5]).

9. Concluding remarks

Owing to the large fluctuations in the lira exchange rate, many Italian manufacturing
firms entered foreign markets during the 1990s and their contribution to aggregate exports
has been considerable. The importance of sunk costs of exporting and their relatively slow
depreciation rate also suggest that the Italian aggregate export supply function has changed
dramatically and that this change will be fairly long-lasting.

35 It iswidely acknowledged that the Internet revolution has the potential to reduce the degree of inequality
among agents in terms of information collection: through Internet everybody can, in principle, learn about events
occuring in any corner of the globe. Thisargument should apply even more strongly to firms: busi ness-to-business
and business-to-consumer activities identify new Internet-based and cheaper practices for getting in touch with
suppliers and customers.
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Despite that, entry into foreign markets is still an open issue in Italy, at least from a
policy perspective. Thisis true in general terms, since in 2000 only 17.3 per cent of Italian
manufacturing firms were exporters. However, it becomes particularly relevant in the case of
small firms. Our result that sunk costs congtitute a special barrier to export for smaller firms
must be combined with the evidence that such firms represent a huge proportion of Italian
manufacturing firms but have a very low export participation rate: whereas about 95 per cent
of Italian manufacturing firms have fewer than 10 employees, not 3 per cent of them sold
products abroad during 2000.

We have aso shown that export promoting policies should take care of firms
informational needs, at least to some extent. Not surprisingly, thisiswhat happensin reality:
a large proportion of the export promoting measures currently in place in Italy - managed by
various government institutions - aimsto provide information on foreign countries, on business

opportunities abroad and similar.



Appendices

A.1 Extensions of the theoretical model

In this appendix we describe how to modify the theoretical model to alow for a more
general timing structure in the acquisition of the assets necessary to obtain access to foreign
markets. Let us start with the depreciation issue. To thisend, we modify equation (7) following
Roberts and Tybout (1997). Identifying with K the sunk entry cost that must be paid by those
firms that have never exported or did so only a long time ago, we introduce another set of
dummies K7 where j > 1 indicates the number of years the firm has been out of the export
market. Analytically, we write:

UEX (yz‘,tfl) =Yt [Tt — (1 - yz‘,t71>K - Z(K] - K)}/i,tfj - (1 - yz‘,t)yz‘,tle (Al)

=2

where Y. ; = v j * Jf[l(l — ¥;t—1) IS equal to 1 when a firm exported at ¢ — j, exited at
t —j + 1 and did not r]:anter afterwards®: in that case, (K’ — K) is added to K leaving
a re-entry cost equal to K7. In line with a positive depreciation rate, we would expect
K? < K? < .. < K" < .. < K. The equation we are going to estimate in this case is

then the following:

Pr(yi,t =1)= @(@oaﬂyi,pl;ﬂQYi,pm --ﬂjYi,pjﬁXt, 0Z;z, Ei,t) (A2

To digtinguish, instead, the timing according to which firms acquire the assets upon
entry, we identify with M7 the sunk cost paid at time ¢ by afirm which entered ; years before
(after at least n periods out of foreign markets) and did not exit afterwards. The corresponding

J Jtn
indicator functionisasfollows: S;—; = [] #i—p* [I (1 —yiu—s) sSOthat
p=1 k=it

UEX (yz‘,tfl) =Yt | Tt — (1 - yz‘,t71>K - Z M]Si,tfj - (1 - yz‘,t>yz‘,t71F (A3)

j=2

36 Obvioudly, Y; ;—; isequal to zeroin al the other cases.
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The equation to be estimated becomes:

Pr(y;: = 1) = ®(aw, BYit—1, 151, CaSit—2,--C5Sit—j, ¥ X4, 075 1, € 1) (A4)

A.2Theregressors

REER isthe Italian real effective exchangerate (index; 1993=100) based on production

prices
WT isworld export volumes (index; 1993=100)
DD isinternal demand at constant prices (index; 1993=100)
sizeisthelog of the number of employees
ageisthelog of firm age
age? isthe log of squared firm age
ywork isthe log of (deflated) value added per employee
wage isthe log of (deflated) average wage
market is marketing, advertising and distribution expenses over sales
xsalesistheratio of exported to total sales
distr isadummy variablethat isequal to 1 if afirm belongsto an industrial district
group isadummy equal to 1if the firm belongs to an industrial group

resistheresidual of the presample model (“initial conditions”)

A.3 Initial conditions problem

Following Heckman (1982), we estimate equation (11) over the first three years of
observations for each firm. The results are reported in the following table®":

37 This means that the estimation also includes a constant term, the vector of means of the time-varying
regressors and the sectora and location dummies (not reported here).
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Presample estimation

REER 002 | ywork .09
(.001) (.019)

wr .002 wage -.056
(.001) (.028)

DD -004 | market 965
(.002) (.184)

size 149 distr .051
(.018) (.008)

age -198 | group .062
(112) (.015)

age? 088
(.051)

No. obs. 85,309

Prob >x* 000

Notes: Random Effects Probit estimates, heteroskedasticity-robust standard errors in brackets. For a description of

the regressors see also Appendix 1.
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Sample size and cover age

Table

1982 1983 1984 1985 1986 1987
SIZE
number of firmsin the sample 9426 10,291 12,154 13408 14,688 15,265
percentage of exporters 34.8 32.0 40.3 40.2 38.8 39.0
COVERAGE
vaue added (% of total manuf.) 21.4 21 234 24.6 26.0 26.5
employees (% of totd manuf.) 212 218 233 24.3 25.2 257
exports (% of tota manuf.) 140 135 19.0 201 214 215
1988 1989 1990 1991 1992 1993
SIZE
number of firmsin the sample 16,182 18,027 18,710 18,619 18,760 18,428
percentage of exporters 359 37.7 38.0 37.0 315 28.3
COVERAGE
vaue added (% of total manuf.) 26.7 276 28.7 29.3 294 29.8
employees (% of totd manuf.) 26.7 28.1 288 284 275 272
exports (% of tota manuf.) 215 233 242 24.3 20.3 18.6
1994 1995 1996 1997 1998 1999
SIZE
number of firmsin the sample 18,162 11914 11,803 11,547 11,151 10,620
percentage of exporters 34.2 515 56.6 59.0 61.1 60.4
COVERAGE
vaue added (% of total manuf.) 29.2 25.6 255 24.8 235 225
employees (% of total manuf.)  27.0 236 24.1 234 227 21.7
exports (% of tota manuf.) 234 24.3 26.5 26.5 26.1 24.9




Descriptive statistics

Table

full sample subsample of exporters

1985 1990 1995 1985 1990 1995
sales 11,167 11,331 18,674 13,381 13,819 22,748
value added 3065 2984 4847 3752 3651 6,015
employees 85 76 98 105 95 118
employees (median) 43 37 58 55 50 72
firm age 16 18 21 17 19 22
wage (per capita) 21.4 236 28.2 21.4 23.9 28.7
marketing expenses (% of sales) 3.1 34 0.7 35 39 1.0

Notes: Sample means. Sales, value added and wage are in thousands of 1995 euros.



Table 3

Distribution of firms by sector and location

1985 1990 1995
full exporters full exporters full exporter
sample sample sample
Food, beverages and tobacco 9.4 58 8.7 55 10.8 7.0
Textiles 10.2 12.0 9.5 11.3 10.7 12.2
Apparel and related products 41 52 41 51 38 42
Leather and leather products 44 6.8 47 7.0 50 54
Lumber and wood products 24 13 24 14 19 15
Paper and allied products 29 18 27 21 29 24
Printing and publishing 24 10 30 12 24 13
Petroleum refining and related ind. 0.1 0.1 0.2 0.1 0.3 0.2
Chemicasand dlied products 6.1 53 56 49 6.0 6.1
Rubber and plagtic products 57 59 57 5.6 59 6.2
Stone, clay, glass 7.8 55 72 5.6 6.1 47
Primary metal products 44 36 4.0 32 41 40
Fabricated metal products 10.2 9.0 10.6 94 9.6 9.6
Ind. and comm. machinery. 141 194 145 19.8 138 175
Computer and office equip. 0.3 0.2 04 0.3 0.2 0.2
Electrica equipment 4.0 4.0 45 42 43 43
Audio, video and comm. equip. 19 19 22 19 17 17
Measuring and controlling instr. 16 21 18 22 19 20
Motor vehicles 17 21 16 16 21 24
Other transportation equip. 12 11 11 11 10 0.8
Furniture, fixtures and misc. 54 6.0 57 6.7 55 6.5
Total 100 100 100 100 100 100
North West 4.7 49.3 4.1 47.2 4.1 48.3
North East 281 28.6 28.1 29.8 304 33.2
Centre 174 184 18.1 184 17.1 14.4
South 9.8 37 9.6 4.6 8.4 42
Total 100 100 100 100 100 100

Notes: Percentage values. Manufacturing sectors are classified according to Nace Rev.1 - two digits. The north-
western part of Italy includes the following regions: Piemonte, Valle d Aosta, Lombardy and Liguria. North East: Trentino-
Alto Adige, Veneto, Friuli-Venezia Giulia and EmiliaRomagna. Centre: Tuscany, Umbria, Marche and Lazio. South:

Abruzzo, Molise, Campania, Puglia, Basilicata, Cdabria, Sicily and Sardinia



Table 4

Propensity to export by sector and firm size

1985 1990 1995
g b o @ b o & b )

Food, bever. and tobacco 202 341 352 207 318 302 263 438 556

Textiles 452 477 645 422 470 662 550 591 840

Appard andrelated products  46.1 543 559 426 505 674 484 629 718
Leather and leather products 569 68.7 80.0 50.6 67.7 692 459 668 928
Lumber and wood products 132 363 250 167 377 200 319 517 750

Paper and allied products 185 345 600 209 398 667 272 503 944
Printing and publishing 93 221 333 102 241 286 156 353 357
Petrol. refining and related 91 286 00 50 100 222 250 455 00

Chemicalsand dlied products 27.0 410 543 262 424 487 398 619 681
Rubber and plastic products 339 540 593 296 516 500 406 624 100.0

Stone, clay, glass 243 362 395 234 430 327 283 468 66.7
Primary metal products 230 425 585 206 402 457 358 60.7 720
Fabricated metal products 279 444 600 263 452 644 430 548 837

Ind. and comm.machinery 493 625 622 457 588 690 543 696 878
Computer and office equip. 111 353 500 200 333 625 278 500 833

Electrical equipment 337 453 489 300 439 344 374 593 717
Audio, video and com. equip. 36.7 417 500 260 452 394 258 630 516
Measur. and control instr. 486 536 727 400 527 652 390 566 808
Motor vehicles 369 517 684 321 393 550 529 564 711

Other transportation equip. 338 469 281 318 414 368 342 406 529
Furniture, fixtures and misc. 396 529 769 380 553 737 494 684 800
Total 336 478 547 317 472 518 404 586 752

Notes: Percentage values. @) firms with less than 50 employees b) firms with 51 to 300 employees, ¢) firms with

more than 300 employees.



Table 5

Entry, exit and persistence

t+1 8283 8384 8485 8586 8687 87-88 8889 8990 90-91

[
No No 9.2 787 80 88 80 878 821 868 892
Yes 97 213 140 142 140 122 179 132 108
Yes No 251 155 178 218 198 239 230 196 197
Yes 749 845 82 782 8.2 761 770 804 803
changein REER 30 02 -11 61 34 24 21 4.2 -05
changeinW'T 25 8.3 34 43 6.3 8.9 7.0 56 46
changein DD 0.4 32 31 27 4.0 38 29 2.6 21
X1 enry 136 287 134 146 130 136 216 136 122
X exit 215 106 132 167 146 188 157 129 128
t+1 9192 9293 9394 9495 9596 96-97 97-98 98-99
[
No No 902 828 807 748 777 80 841 872
Yes 98 172 193 252 223 180 159 128
Yes No 300 454 278 115 103 87 6.2 9.0
Yes 700 546 722 85 897 913 938 910
changein REE R 23 -142 20 -46 110 03 14 -2.8
changeinW'T 4.4 38 100 100 6.2 104 46 5.6
changein DD 0.5 -45 21 22 0.6 27 3.0 2.8
X1 enry 116 317 338 197 118 85 59 49
X exit 246 312 159 54 5.9 48 31 55

Notes. Percentage values. Y es and [N o refer, respectively, to being or not being an exporter. Therefore the
sequences [N o — Y es identifiesentering firms, Y es — N o exitingfirms, Y es — Y es and N o — IN 0, respectively,
thefirmsthat stay in and out foreign markets. In the upper part of the Table, the entry, exit and persistence rates are provided.
Inthe lower part X isthe share over total exports dueto entering and exiting firms. R/ /R, W'T and D D are described

in Appendix 1.



Table 6

Baseregression

(1] (2] (3] [4] (5]

Yi—1 2397 2265+ 2045+  2001*  1.939*
(009)  (010) (.010) (012) (012

{866}  {.819} {.740} {725}  {.702}

REER, .004* .005* .006* .006* .006*
(001)  (001)  (.0O1)  (.001)  (.001)

W1, 013 014 014+ .013* 013
(001)  (.001)  (.0O1)  (.001)  (.001)

DD, -033*  -036*  -.035* -034*  -033*
(002)  (002)  (002)  (002)  (.002)

Siz€p 1 .168* 166* 076*
(005)  (.005)  (.018)

agey -.347 -.286 -.349
(366)  (.365)  (.367)

age? 156 129 157
(173)  (173)  (A73)

ywork; 1 .168* .168* .097*
(013)  (.013)  (.020)

wages_q -070%* - 071%* - 102%*
(023)  (.023)  (.034)

market,_1 1.065*  1.067* -.252
(109)  (.108)  (.157)

xsales;_q .291* .288*
(024)  (.023)

distr .023* .022* .021*
(005)  (.005)  (.005)

group .035* 033 025%*
(010)  (.010)  (.010)

res 270 .392* 375* 381*
(012)  (011) (012) (012
No. obs 162,283 159,214 159,214 159,214 159,214
Prob > x%* .00 .000 000 .000 .000

Notes: Random Effects Probit estimates of equation (12); heteroskedagticity-robust standard errors in brackets

marginal effects in curly brackets. The dependent varigble is the current status (exporter vs non exporter); /;—1 is the

status at ¢ — 1; for the other regressors see Appendix 1. All estimations include a congtant term, from column [3] on they

also include sectoral and location dummies (according to the classifications reported in Table 3). * identifies significance of

the coefficient at 0.1 per cent, ** identifies significance a 1 per cent.



Table 7

Goodness of fit

actud  predicted
Y1 =0 154 .120[.062]
Y1 =1 815 .862[.070]

Notes: Predicted probabilities from the estimation of the model in column [6] of Table 6. Standard errorsarein square

brackets.



Table 8

Export experience vsthe other regressors

25th pctile  50th petile  75th pctile
Ye1 =20 141 .166 .205
Y1 =1 823 871 915

Notes: Predicted probabilities from the estimation of the model in column [6] of Table 6. Percentiles refer to the

digtribution of firms according to the predicted probabilities computed using the estimated coefficients for all the variables

except Uy 1-



Timing
(1] (2] (3] (4] (5]
Y1 1.827*  1926*  1960*  1.958*  1.946*
(012)  (013)  (014)  (014)  (.015)
Yi o 516* .564*
(015)  (.016)
Yi 3 455*
(.019)
St 1 033 033 041
(029  (029)  (.029)
Si_9 011 .015
(028)  (.029)
St 3 016
(.028)
No. obs 159,214 159,214 122595 122,595 122,595
Prob > x%* .00 000 000 .000 .000

Notes: Random Effects Probit estimates of equations (1) and (1); heteroskedasticity-robust standard errorsin brackets.
The dependent variable is the current status (exporter vs non exporter); ;1 isthe statusat £ — 1; the variable Yi_ jisa
dummy that takes on value equal to 1 if afirm exported for the last time § years ago, the dummy St,j isequal to 1if afirm
started exporting at ¢ — §: adetailed description can be found in Appendix A. All the estimations include all the regressors

of the full model of column [6] in Table 6 (therefore including a constant term, sectoral and location dummies). * identifies

sgnificance of the coefficient at 0.1 per cent; ** identifies significance at 1 per cent.

Table



Table 10

Firm size and value of exports

(4] (2 (3] (4

Y 1939  1946* 1946  2.026
(012)  (012) (012  (.195)
(dX *y)i1 .001 .001 .001
(.002) (003)  (.003)
(dsize * y)i_1 -057%  -057% 054
(009)  (.009)  (.009)
s1z€4_1 .076* .102* .102* .100*
(018)  (019) (019  (019)

No. obs 159,214 159214 159,214 159,214
Prob > x? .000 000 .000 .000

Notes: Random Effects Probit estimates, heteroskedasticity-robust standard errors in parenthesis. The dependent
variable is the current status (exporter vs non exporter); ;1 istnestatusatt — 1; dsize isthe number of employeesin
deviation from the yearly (Iog) mean; dX isthe value of exportsin deviation from the yearly (Iog) mean. All the estimations
include all the regressors of the full model of column [6] in Table 6 (therefore including a constant term, sectora and location

dummies). * identifies significance of the coefficient at 0.1 per cent, ** identifies Sgnificance at 1 per cent.



Table 11

I nformation

(1] 2 (3] 4 [5]
Yi1 1963* 1973  2035*  1994* 1999
(015)  (015) (195  (014)  (.014)
(distr xy); 1 -026"* -030**  -025%
(010)  (.010)  (.010)

(ICT xy) 1 -154 -149¢
(018)  (.018)
(dsize * y)i_y -059*  -.055* -.054*
(009)  (.009) (.009)

No. obs 159214 159,214 159214 159214 159214
Prob > ? 000 .000 000 000 .000

Notes: Random Effects Probit estimates, heteroskedasticity-robust standard errors in brackets. The dependent
variable is the current status (exporters vs non exporter), ¢ 1 isthe statusat ¢ — 1, 1CT is a dummy variable that
takes on a value equal to 1 for the sectors where the use of information and communication technologies is higher than
average: for the list of sectors see the text in Section 8. All the estimations include all the regressors of the full model of
column [6] in Table 6 (therefore including a constant term, sectoral and location dummies). * identifies significance of the

coefficient at 0.1 per cent, ** identifies significance at 1 per cent.
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