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Abstract

This paper studies the effect of correlation in the 
rational beliefs of agents on the volatility of asset prices. 
We use the technique of generating variables to study stable 
and non-stationary processes needed to characterize rational 
beliefs. We then examine how the stochastic interaction among 
such variables affects the behavior of a wide class of 
Rational Belief Equilibria (RBE). The paper demonstrates how 
to construct a consistent price state space and then shows 
the existence of RBE for any economy for which such price 
state space is constructed. Next, the results are used to 
study the volatility of asset prices via numerical simulation 
of a two-agent model. If beliefs of agents are uniformly 
dispersed and independent, we would expect heterogeneity of 
beliefs to have a limited impact on the fluctuations of asset 
prices. On the other hand, our results show that correlation 
across agents can have a complex and dramatic effect on the 
volatility of prices and thus can be the dominant factor in 
the fluctuations of asset prices. The mechanism generating 
this effect works through the clustering of beliefs in states 
of different levels of agreement. In states of agreement the 
conditional forecasts of the agents tend to fluctuate 
together, inducing more volatile asset prices. In states of 
disagreement the conditional forecasts fluctuate in diverse 
directions, tending to cancel each other’s effect on market 
demand and resulting in reduced price volatility. This time 
variability of the variance of asset prices is consistent 
with the well-documented GARCH behavior of asset prices.

(*) Presentation at a Seminar held by the authors at the 
Research Department of the Bank of Italy, 2-3 July 1996.

(**) Stanford University, Department of Economics.
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1. Introduction 1

The theory o f rational beliefs developed in Kurz (1994a) explains why rational and equally 

informed economic agents may have different probability beliefs about the dynamics o f exogenous 

and endogenous variables. The theory leads both to a new concept o f equilibrium called Rational 

Belief Equilibrium (in short, HRBEH, see Kurz (1994b), (1997), Kurz and Wu (1996) and Nielsen 

(1996)) as well as to a radically different paradigm of the nature of uncertainty in economic 

systems which is called Endogenous Uncertainty"(see Kurz (1974a)). This is the uncertainty 

which is propagated endogenously by the beliefs and actions o f the agents.

It is clear that the effect o f diversity o f beliefs on market performance depends upon the 

correlation among the agents. We use the term HcorrelationH rather than "coordination" to stress 

the fact that we are not studying a problem of market failure which can be corrected by some 

collective and coordinated action. Aggregate market performance is very sensitive to the nature 

o f this correlation. When actions o f agents are "independent", aggregation across agents acts as a 

"market law o f large numbers" and when correlation among agents is present, amplified aggregate 

behavior emerges. In the latter case a complex dynamics o f price movement need not be caused 

by any exogenous factor; it can be an endogenous consequence o f the structure of correlation 

among agents. In this sense the structure o f correlation among agents is one component o f the 

explanation o f endogenous uncertainty. The main purpose o f this paper is to study the effect of 

spontaneous correlation among agents with diverse beliefs on the volatility o f equilibrium prices.

’This research was supported, in part, by the Fondazione Eni Enrico Mattei o f Milan, Italy, 
and by the Research Incentive Fund o f Stanford University. The authors thank Carsten K. Nielsen 
and Ho-M ou Wu for valuable discussions on an earlier draft. Carsten K. Nielsen also made an 
important contribution to the development of Section 3. Apart from the appendices, this paper is the 
same as Kurz and Schneider [1996].
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Thus, suppose that agents observe data generated by a system (Cl, 63, II, T). The main theorem 

of Kurz (1994a) (see also Appendix (IV)) characterizes a set B (II ) which is the set o f beliefs 

which are rational with respect to I I . We hold the view that there are two factors which generate 

correlation in beliefs. The first is the clustering (of similarity or opposition) within B (II ) which 

can be considered to be caused by communication among the agents. The second factor is the 

fact that in forming conditional probabilities, all agents condition on the same observed data.

In order to explore these ideas we need to develop tools for simplifying the representation 

o f stable but non-stationary processes. Nielsen (1994),(1996) takes an important first step in this 

direction. He studies a broad class o f stable but non-stationary processes called SIDS processes 

for which one can characterize the set o f all rational beliefs. Using the structure o f SIDS 

processes he shows how to construct the price state space of an RBE. Kurz and Wu (1996) use 

SIDS processes to study the financial structure which is used to trade the endogenous uncertainty 

o f future prices in an RBE. The main tool used in describing the non-stationarity o f an SIDS 

process is a "Generating Process" and we briefly explain this concept with an example from 

Appendix (IV), which is discussed in Section 2. In order to apply these ideas to our problem we 

need first to expand the scope o f this tool to more general non-stationary settings and this is done 

in Section 3 under the heading o f "Conditional Stability Theorem". Since this theorem is the 

main tool o f  the paper we provide in Section 4 an explanation o f the perspective offered by this 

theorem. Our main results on correlation are developed in the context o f a multi-agent, 

overlapping generations, stock market economy developed in section 6. This section also 

contains several numerical examples o f RBE for this OLG economy. In Section 5 we show how 

the conditional stability theorem can be used to construct the price state space o f a single agent 

stock market economy. In fact, one technical result o f the paper is that the approach developed 

here can be applied both to the OLG economy as well as to the single, infinite lived, agent 

economy.

Our notation is the same as in Kurz (1994a). X is a Borel subset o f RN. Data realized in
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this economy are represented by infinite sequences x = (x^, x,,...) € X*. The sequences x are the 

realizations o f a stochastic process on the measurable space (X00, 63(X~)) where 63(X“) is the 

Borel o-field o f X". The probability II (or II with a subscript) denotes the true probability o f the 

random sequence and therefore the true dynamical system is (X00, <^I(XW), II, T). The dynamical 

system (X“,63(X~), m, T) is the unique associated stationary system and we refer to m as "the 

stationary measureH of II. In general, for any stable system (X", 63(X~), Q, T) we denote by 

mQ the unique stationary measure associated with it. Since we discuss in this paper various 

random variables and processes, we use the following compact notation: Random variables are 

identified by lower case letters, i.e. x,, y,, z , . Infinite sequences o f random variables are denoted 

by lower case letters ( i.e. x , y , z ). Stochastic processes are denoted by either one o f these 

notations :{(x,, yt), t = 0, 1 , 2,...}= [ x ,y ] .

2. On Generating Processes

Stable non-stationary processes are difficult to work with and complex to describe. One 

o f our objectives is to  simplify the description o f the changes over time in the probability o f the 

process while ensuring that the process is stable in the sense o f Kurz [1994a]2. To motivate we 

start with example (A.21) Appendix (IV). Thus pick a process [ y ] o f i.i.d. random variables 

taking values in {0, 1} with probability o f 1 being, say, 1/4 and generate an infinite sequence of 

observations (y0*, y ^ , ...) o f this process. Now, define the process [ x ] where x, € X = {0, 1} 

to be a sequence o f independent random variables satisfying

if y ;  = i 

if y; = o.( i)  p { * ,= o =  “

2 The reader may consult Appendix (IV) which contains a brief review of the theory of Rational Beliefs.
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The probability on (X~ ,C3(X")) implied by [x] is denoted by I ly .3 and the dynamical system by

(X" ,C3(X~), Ily*, T). This system is stable and has a stationary measure m represented by the

i.i.d. process [v ], v, e X with P{v, = 1} = (l/4 )a  + (3/4)P. The i.i.d. process [ y ] is called a

generating process and y* = (y0*, y ,* ,...) a generating sequence. A particular realization y*

is thought o f as a sequence o f "structural" parameters which generate the probability 11^. Since

y* specifies how the probability o f the l's changes with time, it generates the non-stationarity in

the process [ x ]. As explained in Appendix (IV), a rational belief o f an agent can be defined with

a "private" generating process [ z ] o f i.i.d. random variables on {0, 1 } with probability o f 1

being n. Using a generating sequence z* with the frequency o f z*  = 1 being n an agent can
(cc- if z * = 1

now define the perceived process [ x ' ] by P {x ' = 1} = \ m independently over
I P* if zt = 0

time. This sequence o f random variables defines a stable measure P and is a rational belief if 

Tta' + (1 - 7i)p' = ( l/4 )a  + (3/4)P .

We referred to [ z ] as a "private" generating process in order to express the fact that this 

process may be different from the true process described above. It also stresses the idea that each 

agent generates the sequence but he is the only one who "observes" it. In more complex contexts 

this is what a private research department does in an organization. We do not view [ z*] as an 

objective signal or data which gives objective information to an observer in the sense o f a true 

insight into the unknown structure o f some process4. The sequence z* should be interpreted as 

a quantitative formulation o f  the belief o f the agent about the impact o f  structural change (i.e. 

non-stationarity) on the observed variables in the economy\ the x/s.

One may note that in the example above we can construct a rational belief by the densities 

defined by any finite sequence o f z,*’s from, say, date 1 to date T followed by the i.i.d. process

3 The notation n Y will be used to denote the marginal measure of II on (Y“ Y~ )). The notation 
Ily is used to denote the probability which has a generic sequence y as a parameter and this will later be

defined to be a conditional probability of II on a joint space ((X*Y)~ ,63(X*Y )~) given y.

4 The question of the exact sense in which z, is Mobserved” and its implication to the question of 
rationality is discussed in Appendix (A. III).
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with probability ( l/4 )a  + (3/4)P after date T. Moreover, we could define a joint process [ x’ , z ] 

as a perceived process o f data and o f parameters and in later sections we refer to the probability 

o f this joint process itself as a rational belief if the implied distribution on the observables satisfy 

the rationality axioms. Under such a modeling strategy the agent takes as known at each date t 

the past observed data (Xq , , x , ) as well as the past assigned parameters (z©, ,  z ,). This 

view o f rational beliefs turns out to have major advantages that will be discussed in Section 4.

We conclude by stressing that a generating process is a tool which we introduce to enable 

both a systematic selection o f the time dependency o f the joint distributions o f the x/s as well as a 

characterization o f the statistical stability properties o f the process. In general, a generating 

process is a dynamical system (Y~, 63(Y~), T) where ^ is a generating measure. These terms 

will be used in the discussion o f the Conditional Stability Theorem to which we now turn.

3. A Conditional Stability Theorem for a Joint System

We study now a system ((X* Y)~, 63(X* Y)~, II, T) (the HjointH system) and throughout 

this section we use the simplified notation o f Q = (Xx Y)°* and C8 = C3((X* Y)~). In any 

application we think o f y as a sequence o f parameters so that the data x are a realization o f the 

true, possibly non-stationary, dynamical system (X~,C8(Xm), Ily, T). Ily is the conditional 

probability o f II given y. Our primitive assumption is then that the joint system is either stable 

or stationary and we derive all analytical conclusions from this postulate. This structure implies 

that the statistical properties o f the parameters y are interrelated with the statistical properties of 

the data x but both are derived as a consequence o f the stability properties of the joint system.

In contrast with the true system (X°\C3(X~), Ily, T) which generates the data, we think o f the 

joint system either as a hypothetical system which is used in order to assess the stability properties 

o f (X",63(X~), Ily, T) or as a model which a rational agent may use in formulating his belief.

Relative to the joint system we use in this paper various terms which we define here, 

risking some repetition o f well-known textbook terms. Given Yc RM denote by (Y~,63(Y~), jj, T)
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the generating system as discussed in the previous section. Now consider the map

(2) n y( - ) : Y“ x a o c )  -  [0, 1].

Standard properties o f conditional probabilities imply that for each A e 63(X“), Ily(A) is a 

measurable function o f y and for each y, IIy(*) is a probability on (X~,63(X~)). For A e C3(X~) 

and B e 63(Y") we have that

(3) II(A *B ) = J n y(A)n(dy).
B

In addition to the generating measure we define the marginal measure y on (X",63(X~)) thus

(4a) Y(A) = n(A  x Y~) for all A € 63(X~)

(4b) H(B) = II(X- x B) for all B e 63(Y“).

Now suppose that (£5, 63, II, T) is a stable dynamical system with a stationary measure 

m. Then we define the two marginal measures of m as follows:

(5a) mx(A) = m(A x Y**) for all A € 63(X-)

(5b) my(B) = m(X“ x B) for all B e 63(Y").

With this notation we also have IIX = y and Ily = \i. We now have the following result.

Theorem 1: Let (Q, 63, II, T) be a stable dynamical system then

(a) the systems (XTiC3(Xm)> y, T) and (Ya,,63(Y"), \xy T) are also stable with mY and 

mM as the associated stationary measures.

(b) mY = mx and mM = my.

(c) If (£5,63, II, T) is stationary then the two marginal systems are also stationary with

II = m, = mY = IIY and y = mx = IIX.

For each y € Y~ we denote by (X",63(X"), Ily, T) the dynamical system defined by the
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conditional probability Ily. Our primary interests are the stability properties o f  this conditional 

dynamical system for different sequences y € Y~.

In theorem 2 which is central to this paper we postulate that the joint system is stable and 

ergodic. Unfortunately, conditional probabilities do not, in general, inherit the ergodic properties 

o f the unconditional probability measures from which they are derived. The Lemma below will 

examine this question with respect to  a special class o f  conditional probabilities which is o f 

interest to  us. In order to do this denote by C the set o f  cylinders in 63 and for C € C let

(6) Kc = l ( x , y ) e Q  : lim ^  £  l c ( T k( x ,y ) )  exists *.
[ n-~ N k=o

Now define the following sub o-field o f  C3

(7) $£ = o{S : S = X~ x B, B e  63(Y“)}.

Lemma 1: Let (Q, 63, II, T) be a stable dynamical system and consider the conditional 

probability II( • | 3? )(x , y) on 63. Then, for any C € C

(8) II( Kc | S£ )(x , y) = 1 for II almost all (x , y).

P roof: Since Q = (X * Y)“ is a complete and separable metric space we take II( • | $£ )(x , y) as 

a regular conditional probability and since (X* * Y") € SP it follows from the definition o f 

conditional probability (see Ash (1972), page 249) that we have

/  I I ( K c |c £ ) (x ,y ) I I (d (x ,y ) )  = n (K c n (X * Y )- )  = II(K C).

(X*Y)-
From (6) and the assumption o f  joint stability we have that II( Kc ) = 1. Since the measurable 

function II(Kc iSfXx* y) satisfies 0 s II( Kc | 9? )(x , y) s 1 for all (x , y) € Q it follows from 

Theorem 1.6.6 o f  Ash (1972) (page 47) that Et( Kc | )(x , y) = 1 for II- almost all ( x , y).B

Rem ark: The thrust o f  the Lemma is that given a stable probability on C3((X * Y)**), the 

conditional probability on C3(Xm) will inherit the stability properties o f  the unconditional 

probability if  the conditioning is done on a fixed o-field o f  CS{ Y~). In Theorem 2 we shall be
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concerned with sets o f the form (A x Y“) where A e63(Xm). In that case we shall write 

Ily (A) — n(A xY" | )(x, y) independent o f x due to (7).

Theorem 2 : (Conditional Stability Theorem) Let (£2,63, IT, T) be a stable and ergodic 

dynamical system and let Y be countabl. Then

(a) (X°\£^(X"), Ily, T) is stable and ergodic for II a.a. y.

(b) The stationary measure o f Ily is independent o f y and if we denote it by m11 then it 

satisfies the condition mn = mx.

(c) If (Q,63, II, T) is stationary then the stationary measure o f Ily is the X" marginal 

measure o f II. That is,

(9) mn = y = mx = IIX.

Proof: see Appendix (A.I).

4. Interpreting Rational Beliefs with the Perspective of the Conditional Stability Theorem 

As stressed in Section 2 the function o f the generating sequence is to identify the 

parameter structure o f the economy at each date. For example, in the case o f an SIDS process 

the value yt selects a one period probability on (X, CB(X)) from a finite or countable set o f such 

probabilities. If agents think that the observables form a Markov process, the generating 

sequence specifies at each date which among a finite or countable set o f transition matrices is to 

be in effect at t.

For processes such as SIDS, yt at each date t is independent o f x,.,. The crucial feature 

o f the Conditional Stability Theorem is that it permits a fully general interdependence between 

sequences x and y. More specifically, within the joint system where observable variables and 

parameters are random variables, past values o f economic variables and parameters jointly cause 

the determination o f their future values. Hence, if an agent uses a joint process as a model of his 

belief then at date t he observes (Xq, x,, ...,x ,) and he "knows" (y0 ,y , , ...,y ,) which his model
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generated. His "research department" can generate y, +1 but it is not feasible to generate the 

entire infinite sequence o f y’s from t+1 on without knowing the future values of the observables 

x’s. Suppose then that the agent specifies his belief based only on finite sequences o f y’s and 

suppose also that the joint system with probability Q is stationary. Each finite vector y1 = (y0 ,yt 

, ...,y,) defines a stable system (X~ , C3(X~ ), Q yi,T ) with a stationary measure m yt. The 

Conditional Stability theorem tells us that m yt = Qx for all t. Note that Q y» and Q yt, t * t ,  are 

different measures on (X0*, 63(X~ )), hence by conditioning on the varying sequence y1 the agent 

adopts an entire family o f  stable beliefs { Q yt, t = 1,2, ...} each o f which has Qx as its 

stationary measure. But if the agent uses past data of the x’s to determine future values o f the y’s 

then it is useful to define Q to be a rational belief of the agent on ((X* Y)*\ 63(X* Y)0*) together 

with the specification that the probability measure on (X°\C3(X“)) which he uses at each date t is 

Q yt. This definition applies to any stable probability Q defined on ((X*Y)**, 63(X*Y)~) and II 

defined on ((X*Z)~, 63(X*Z)~) where Y and Z are countable spaces. The Conditional Stability 

Theorem then motivates us to define Q to be a rational belief with respect to II if m* = m* .

Our approach also raises some questions with regard to the statistical and economic interpretation 

of the generating variables. This issue is addressed in detail in Appendix (A. III).

A rational belief as a probability Q on ((X* Y)~, C3(X* Y)“) offers significant analytical 

simplifications. To see this suppose that {(x,, y ,), t = 1,2 is jointly a Markov process. Then, 

an agent who solves a dynamic programming problem treats the pair (x ,, y ,) symmetrically: he 

observes x, in the market and y, in his own private research department. For the state space 

X*Y and a realization (xt , y ,) € X* Y the optimization of the agent is entirely routine. In 

contrast consider the case when y is an infinite sequence and the belief is represented by Qy. At 

any date the optimizing agent faces an infinite sequence ( y ,, yt + l , yt , 2 , . . .  ) which defines his 

"state" at t. This means that no matter what the dimensions o f X and Y are, the state space for 

his optimization is o f infinite dimension raising the level of complexity o f the problem at hand.

In the rest o f this paper we represent beliefs o f agents as stationary probabilities on a joint
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space of observables and structural parameters. We use Markovian systems on finite state spaces 

and hence a belief is represented by a finite dimensional transition matrix on (X*Y)* (X*Y).

5. Asset Prices in a Single Agent Economy: An Application o f the Conditional Stability Theorem 

One o f the conclusions of this paper is that the mathematical structure o f RBE of the 

multi-agent OLG stock market economy of section 6 is essentially the same as the structure o f 

RBE of economies with a single, infinitely lived, agent. The asset pricing theory o f such an RBE 

is an analogue to the Lucas (1978) Rational Expectations theory. Since that model has been 

extensively used, the study of RBE for a single agent economy has an added interest on its own. 

We thus proceed in two steps. First we introduce the single agent model and its assumptions with 

the aim o f explaining how the definition o f an RBE is simplified by the Conditional Stability 

Theorem. We then specialize to the case of finite state spaces and study the construction o f a 

consistent state space for endogenous uncertainty and the existence of RBE. This construction is 

then extended in a natural way to the OLG set-up o f Section 6 below.

(5 .a) The Model and the Definition of an RBE

To describe the single agent stock market economy let [ d ] be an exogenous dividend 

process where dt e D c  R? are N-vectors o f output o f a single perishable consumption good 

whose price is denoted by ptc The state space D is a Borel subset of RN. The dividend process 

represents N activities each producing a random stream o f output. These are organized as firms 

and pt e R* denotes the price vector o f the firms’ ownership shares which are traded in 

competitive markets. The supply o f all ownership shares is 1 . The price process {(p ‘ ,p t)e P , t=

N * 11, 2 ,...}  is the main object o f our study and the Borel subset P c  R* o f feasible prices will be of 

central importance in the analysis below.

Proceeding as in the Conditional Stability Theorem, let Y be a countable subset o f R ; it
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is the domain o f the generating sequence. As in Section 3, the primitive of the agent’s belief is a 

joint process o f generating variables and observables and we assume that this joint process is 

Markov. That is, we define the agent’s belief Q on ((D*P><Y)~, 63((DxP*Y)~)) and 

assume:

Assumption S .l: Under the belief Q the process {(  ̂,ptc ,p ,, y,), t = 1, 2, ...} is jointly a Markov 

process and the system ((D * P x  Y )“ , 6 3 ((D * p x  Y)00), Q, T) is stationary and ergodic.

We can now formulate the standard portfolio problem of the agent given his belief Q:

Max EQ E  6 t u (x l)
( x . 0 )  t = l

( 10) subject to

Ptxt + 0 , * P. 5 e , - 1 * (P, + P.C(1t) t = 1, 2 , ...

0 s 0 t i  0  , H H  , x,  ̂ 0 all t .

Here 0, e RN is the stock holdings at t and x, is the consumption at t. Our assumption on the 

utility function is standard:

Assumption S.2 : u (-) is a C l, strictly increasing and strictly concave utility function.

Given that Q is jointly stationary on ((DXP><Y)", C3((DxP><Y)“) the standard theorems o f 

dynamic programming apply when we assume that at each date the agent knows (d ,, p,c , p , , yj. 

This in the sense that he observes the prices and dividends in the market while he knows the 

parameter y, which is generated internally. We then derive a pair (<px , <pd ) o f demand functions

(1 la) x, = <px( d , , p‘ , p , , y , , 0t _i)

(H b ) 0 , = <p9( d t , p t\ p t ,y ,  , 0, . , ) .
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An equilibrium o f  the stock market economy requires that 0 t = 1 for all t and a solution 

o f  these N + l  equations implies that there is a map O*: R(NM) -  R(NH) such that

( 12)
/

c

P' = <&’( dt , yt ) t = 1, 2, ...

Equation (12) shows in the clearest way what the RBE theory maintains: that equilibrium prices 

depend both upon the exogenous state d, as well as the "state o f beliefs" represented by y , !

We now turn to a description o f  the true primitives o f  our economy as distinct from the 

perception o f  the agent as reflected in his belief Q. Although IID is an exogenously given 

probability on (IT , 63(D" )) the true dynamic movement o f the economy is influenced by the 

realized generating sequence y. To understand how the generating mechanism comes to be, think 

o f  the agent as constructing a model o f  how the structure o f  the economy evolves. Such a model 

combines stochastic specifications which the agent knows exactly and conditional dependence 

upon past observed values o f  dividend payments and asset prices as well as past realized values 

o f  the generating process. For example, the agent may select a sequence o f  random variables {€,, 

t = 1 ,2 , ...} where €f and d, may be correlated. He then defines the stochastic sequence

(13) y, =
1 if  a  + Pdt - ] + Y P ,- i+ r i y , - i + e , * a  + P d + y p  + iiy 

0 if  a  + Pdt _1 + YP,_, + Tiy t . 1 + et < a  + p d + y p + T|y

which, together with the price functions ( 12), establishes an actual stochastic relation between the 

processes [d , p] and [ y ]. This implies that the joint probability distributions o f  the d, and the e, 

together with (10) and ( 12) define the true probability measure IIDY which we lake as a 

primitive in the development below. We stress that these relationships need not be the same as 

those perceived by the agent since he knows neither the true probability distributions o f  the d,’s 

nor the market clearing map (12) and his belief is formed without this knowledge. Moreover,
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although he selects the mechanism which generates y this does not mean that he perceives 

correctly the correlation between and y ,. By construction he knows Qy , the true 

unconditional probability o f the generating process [ y ], and hence our construction implies that

(H ) q y = n Y.

Assumption 5.3: Under IIDY the dynamical system ( ( D * Y )~, C3(( D x Y)~), IIDY, T) is stable 

and ergodic with a stationary measure mDY

The probability IIDY and conditions (12) define a probability lip on (P", C3(P~ )). The 

stability o f the process [d , y] together with the fact that O* is a measurable function imply (by 

Proposition 1 o f Nielsen [1996]) that [pc , p] is an ergodic and stable process with probability lip 

induced by <I>* and by IIDY. Denote the stationary measure o f IIP by mP Next, for any 

rectangle (A*B *C) e (<^(D>63(P°°)xC3(Y“)) define 

(15) H(AxB x Q  = n DY((AxC) n  <t>"\B ))

where 0 * ‘l(B ) = { (d , y ) e  (D x Y )00: (p  c , p )e  B and (ptc , pt) = <&*(dt ,y t)}. As in (4), one 

extends II' to a measure II on the full space ((DxPx Y)~, C3((DxPx Y)“). We have thus specified 

two measures Q and II which, in the case at hand, are defined on the same space. We then have

Lemma 2: The dynamical system ((DxPx y )", 03((D*Px Y)"), II, T) is stable and ergodic.

We denote the stationary measure o f the system ((D xP xY)00, 63((DxP xY)~), II, T) by m.

The proof follows from (12),(15), Assumption 5 .3 and Proposition 1 ofNie!sen[1996]. The 

Conditional Stability Theorem motivated the rationality conditions which Q must then satisfy:

Q is a Rational Belief with respect to II if QDP = m ^ .

We can finally define a Rational Belief Equilibrium:
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Definition 1: A triple { II , Q , <p0( dt , ptc , pt , yt , 6t _ {) } is a Rational Belief Equilibrium 

of the single agent stock market economy if 

1 • Q dp =  m DP ♦

2- <Pe ( d f  P t . P t . Y t *  0  = • n  a e

(5 .b) The Construction o f a Consistent Price State Space and the Existence o f RBE

The study o f RBE raises the important methodological problem of how to construct a 

consistent state space for prices which, in principle, may change with the RBE considered. Recall 

that for the purpose o f studying endogenous uncertainty in an economy we characterize it in part 

by the "state o f belief*. The space of states of belief is a component o f the agent’s probability 

belief and consequently, from a general equilibrium perspective, the determination of the state 

space over which prices are defined is "endogenous" in the sense that it is part o f the description 

o f an RBE We now show how to solve this problem for the case where the three state spaces D, 

Y, and P are finite. Thus, we now assume that D ={d\ d2, ..., dN} and Y = {y1, y2, ..., / }  and 

focus on the two finite state spaces 

(16a) SD = { 1 ,2 , ...,N}

(16b) SY = {1, 2 ,..., J}.

Note now that from (12) it follows that the maximal number M o f different prices which can 

ever be observed in this economy is finite and equals NJ. This leads to the observation that for 

the problem at hand the state space o f the price process can be viewed as

(16c) SP = {1, 2 ,..., M} where M = NJ.

Now, any probability on a finite collection such as D or Y can be redefined as a 

probability on the state space on which these objects are defined. In our case these are the spaces
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SD, SY and SP. Without introducing new notation we shall, therefore, consider Q and I I  to be 

probabilities on the measurable space ((SDxSpxSY)°\ <^(SDxSpxSY)~)). We then regard 

Assumption 5.1 as applicable to the dynamical system ((SDxSpxSY)~, <^((SDxSpxSY)“), Q , T) and 

Assumption 5.3 to the dynamical system ((SD x SY)°\ C3(SD x Sy)"), n DY, T). However, the 

translations o f the probabilities appear to depend upon the particular map in (12). We claim 

that one can separate between the statement o f the probabilities which do not depend upon the 

map £>* in ( 12 ) and the specification o f the value o f the market clearing prices which do depend 

upon <I>*. To see this we let 0 :  SD x Sy -  SP be any 1-1 and onto, invertible map o f the form

(17) s(k j)  = <D (k,j) ( k , j ) e S Dx Sy.

The map $  shows that the state space SP can be partitioned by the exogenous variables into N 

blocks (Sp, Sp, Sp) where Sp is identified by d k e D as Sp = { ( k , j ) , for all j e S Y} 

and keSD. However, it is possible that the market clearing map <I>* associates the same value 

o f the price with different members o f the subset Sp o f indices. To put it differently, the map 

$  associates with (k , j) and (k , i) different price indices but the map 0 * does not necessarily 

imply that Pkj * Pk,» • If Pkj *  Pk.i t*ie probability o f the common value is simply the sum of 

the probabilities o f the indices over which the value of the price is the same. This argument shows 

that for any economy with a market clearing map O* one may specify the probabilities Q and II 

only on the indices specified by the state spaces and without any reference to the absolute value of 

the market clearing prices which are, in turn, specified by "Endogenous Uncertainty" is then 

the additional variability o f prices which results from variability in the states o f belief rather than 

changes in the dividend process. This amounts to requiring that some prices are different on 

different members o f each block Sp .

We conclude that under assumptions 5.1, 5.2 and 5.3 the probabilities Q and II can be
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formulated with the aid o f an arbitrary invertible map 0  as in (17) and with no reference to 0 *.

That is, both the probabilities ( Q , I I ) as well as the conditions of rationality of belief can be 

formulated entirely on the spaces of indices. To formalize this idea we introduce:

Definition 2: The collection (SD, SP, SY ) is called a consistent price state space5 for ( Q, II, 3>) if 

1. Condition (17) is satisfied;

2- QdP = mDP •

Considering now the single agent stock market economy we take the probability n DY as 

the given primitive. To relate our terminology to Definition 2 we shall then say that given a 

probability IIDY the single agent stock market economy with belief Q has a consistent state 

space fo r  (Q , II) i f  (SD, SP, SY) is a consistent price state space for ( Q M , &). Definition 2 

intends to pave the way to a proof o f existence of an RBE by identifying the conditions which a 

pair o f probabilities Q and II on abstract spaces of indices must satisfy in order to become 

candidates for an RBE. We stress again the fact that these conditions are specified without any 

reference to the equilibrium values of prices defined on SP. With the aid of the Conditional 

Stability Theorem we have then demonstrated in this section an important practical principle. 

Suppose that the single agent economy satisfies Assumptions 5.2 - 5.3 on u and IIDY . Then 

there is a family o f probabilities Q which satisfy Assumption 5.1 such that without specifying the 

equilibrium values o f  prices we can construct a consistent price state space for (Q, I I ).

Turning now to the question o f existence we note that given a pair (Q , I I ) for which a 

consistent price state space exists what is left to do is to determine the equilibrium values o f prices 

by solving the system of equations in (12). In the stationary case when the conditional probability 

Qy is independent o f y the existence theorem of Lucas (1978) applies since an RBE is a rational

5 A HConsistent Price State Space" is similar to Nielsen’s (19%) concept of a "Rational Belief Structure".
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expectations equilibrium. Our result is broader:

Theorem 3: Consider a single agent stock market economy which satisfies Assumptions 5.1,5 2 

and 5.3. For any pair (Q , I I ) for which the economy has a consistent price state space there 

exists an RBE.

Proof: Theorem 3 is a special case o f Theorem 4 which is stated in the next section on OLG 

stock market economies.

Remark: The presence o f endogenous uncertainty in an RBE is essential if the theorem is to be 

o f interest. We address this issue below (see remark after Theorem 4).

Although Definition 1 o f RBE does not address the issue o f multiple equilibria we note 

that the economy is modeled as a dynamical system in which infinite random draws are associated 

with definitive sequences o f economic allocations. If at any date the economy can have multiple 

market clearing outcomes, then as part o f the dynamics postulated there is a procedure for 

selecting a particular one which generates the data observed. In the Markov case at hand this 

implies that if at two different dates the economy reaches the same state o f the exogenous 

variables and the same state o f belief then equilibrium prices should be the same at both dates

Before concluding this section we make a technical remark. The rationality condition 2 in 

Definition 2 needs some clarification. Note that rational agents do not know the equilibrium map 

$* . From observations they can deduce that the following set of states never occurs:

(18) A° = { (sp , k )€  SP* S D | there is no j e SY such that sp = 4>(k , j)}  .

This means that the stationary measure m assigns zero unconditional probability to the set of 

states in A0. Thus the partition (Sp, Sp, ..., Sp ) o f SP is respected by the stationary measure 

o f a rational belief Q in the sense that given d, = dk the stationary measure places a conditional
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probability o f 1 on the block Sp. This is not a condition which Q itself must satisfy.

6. Correlation Among Agents in an Overlapping Generation Rational Belief Equilibrium

We turn now to the problem of correlation among multiple agents which will be studied in 

the context o f an OLG stock market economy.

(6. a) The RBE of an OLG Stock Market Economy

We formulate our stock market economy as a standard OLG model with K young agents 

in each generation which we denote by k = 1, 2 ,... ,K. There are also K old agents at each date 

but only the young receive an endowment cok, t = 1 , 2, .  . . . o f a single, perishable, consumption 

good. The stochastic processes [ o>k ] for k = 1, 2, ... ,K o f the endowment will be specified 

below. Each young person is a replica of the old person who preceded him where the term 

"replica" refers to the utilities and beliefs hence this is a model o f a finite number o f "dynasties". 

The economy has N infinitely lived firms which produce the consumption good. The firms 

generate exogenously a stochastic process { dt e R tt , t = 1 , 2 , o f strictly positive outputs 

with no inputs. These net outputs are then paid out to the owners of the shares of the firms as 

dividends at the date at which the net outputs are produced.

The stock market economy has N +1 markets. First, the market for the single 

consumption good which is traded in each period with an aggregate supply which equals total 

endowment plus total production. In addition, there are N markets for ownership shares o f the 

firms and at date 1 the supply (which equals 1 for each common stock ) o f the securities is 

distributed among the old. This distribution initiates the financial sector and ultimately ensures 

intergenerational efficiency by allowing intergenerational redistribution o f the endowment.

There is some similarity between the assumptions made here and those made by Kurz and
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Wu (1996). However, Kurz and Wu (1996) focus on the structure o f Price Contingent Contracts 

used to allocate price uncertainty and in that case the randomness o f the endowments and 

dividends is not essential: they assume that aggregate endowment is not observable and the 

dividends are not random. Our focus here is on the mechanism of correlation among agents and 

for our purpose it is sufficient to focus on the randomness o f dividends and asset prices. For this 

reason we assume that the endowment is not random andfor each k it is a known constant (J  

over time. This assumption is standard in OLG production models in which a young agent is 

assumed to have a certain endowment of one unit o f labor which, in our model, is transformed 

into a unit o f the consumption good. The notation which we employ is as follows: 

xjk - the consumption o f k when young at t;

x*, - the consumption o f k when old at t + 1. This indicates that k was bom at date t; 

0k - vector of stock purchases of young agent k at t;

Go - endowment vector of stock to an old agent k at date 1 where 0q > 0 for all k; 

iok - endowment o f k when young at t. This means that k = 1 , 2 , ,  K is among the 

young bom at t. Writing colk is unnecessary since only the young receive an endowment; 

pt - the price vector o f common stocks at date t; 

ptc- the price o f the consumption good at date t;

d, - the vector o f positive dividends paid by the n firms at date t d, e Dc R ? ;
N ♦ 1

P - the price space. When normalized we can set P = A = { x e * : E  x. = 1 };
j = i

Y* - the state space for the generating sequences o f agent k with generic element y k ;

Q* - the probability belief o f k which is a measure on ( (  D*P*Y*)~, 63(DXP X Y4 )*); 

without changing notation we shall later think o f Qk as a probability on the subsets o f the 

index space ( SD * Sp * SY *)~ ; 

uk ( • , • ) -  the utility function o f agent k.
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Assumption 6.0 : Dividends are strictly positive in all states and short sales are not permitted so 

that for all t and k 0 ,k * 0.

Assumption 6 .1 : For all k, under the belief Qk the process {d, ,p,c ,p ,, y,k), t = 1, 2, ...} is jointly 

a M arkov process and the dynamical system ( (D * P x Y k)" , C3( ( D * P x Y k)“ ), Q, T) is 

stationary and ergodic. The non-stationarity induced by each private generating sequence y11 is a 

selection, at each date, o f  a Markov transition function ( a matrix if the set o f  prices is countable) 

which is determined by the value taken by y,k.

Assumption 6 .2 : uk( • ,  • )  is a C1, strictly increasing and strictly concave utility function, all k. 

Given Assumptions 6.1 and 6 2 we can define the optimization problem o f  k when young:

We now make the following assumptions:

The budget constraints (19b)-(19c) are homogenous o f  degree zero in prices and due to price 

normalization, the uncertainty about ( p, „ , ,  d, . , )  is all the uncertainty an agent faces.

An RBE requires market clearance at all dates Thus, we say that markets clear at all 

dates if, for almost all histories

(19a) Max
<*lk. e*. * 2k)

EQk{uk(x ,lk , x,2*, )| (ptc , p , . dt , y,k ) j

subject to

(19c)

(19b) . C  l k  CL*. „ c V
p . x . + p r 6. * P tu

c 2 k Ak / c i \
P t . l x « . |  S 0 . - ( P . , l  + P « Md . . | )

(20) £ e M  t = 1 , 2 ,...
k = l

If  follows from (19b) - (19c) and (20) that when markets clear then

(2 1a)

(21b)

PtXt‘ + P,, i' = p Ju , t=  1 ,2 ,... 

P tx f = (P , + P td, ) • !  t = 1 ,2 ,...
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i ikwhere x} , x< and o>t are the aggregates defined by x* = E  x j i = 1, 2 and <ot = E  o)tk .
k= l  k=l  

It follows from Assumptions (6. 1) - (6.2) that the demand functions o f  the young have the form

e,k = <Pe( P»C» P, > d,»Ytk)
* '  Ik Ik /  c , kvXt = <Px (p. . p, >d, > y« )

K
M arket clearing requires E  <p0(p tc , pt , dt , yt ) = \ which implies that we can solve for

k =l

(p tc , pt) in the general form

(23) p* =<r»-(dt , y |)

where yt = ( yt\ y tK) € Y s Y ^ Y 2* . .. *Y K . Clearly, (23) and (12) are the same and 

hence, following the development in the single agent economy we can then define the measure 

nDy on the measurable space ( ( D * Y)~ , 63( ( D * Y )~) as a primitive o f  the theory. By the same 

argument note that by the construction o f  the K generating processes we must have equality o f  

the marginal measures, i.e.:

(24) ^(DY)yk = Q y k-

In comparison with (14), (24) applies to each k separately. Our corresponding assumption is

Assumption 6 .3 : Under I1DY the dynamical system ( ( D * Y)°°, C8( ( D * Y )"), IIDY, T) is stable 

and ergodic with a stationary measure mDY

As in the single agent economy we show that [ pc , p] is an ergodic and stable process with 

probability lip induced by <&* and by IIDY. The stationary measure o f  lip is denoted by m* 

Proceeding as in (15) the probability IIDY together with the map 0 *  in (23) induce a stable and 

ergodic equilibrium system ((D *P *Y )°*  , C8( ( D * P * Y )“ ), II, T) with a stationary measure m 

and a marginal measure mop. This enables us to restate (24) in the form IIY k = QY k as in (14).
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Definition 3: { I I ,  {Qk ,cpe(ptc , pt , d( , ytk), k = 1, 2, is a Rational Belief Equilibrium of

the heterogenous agent stock market OLG economy if

1 m D P  =  Q d p  f o r  k  =  1,2, ...,K

2 E <P0(P.C.P , .d t ,y tk) = I  n  a.e. 
k = l

The joint system on (D ><Y)" with probability IIDY is the central dynamic mechanism of 

our RBE. The process o f dividends is exogenous but the probability IIDY is determined jointly by
t l 2 Kthe dividend process and by the collective generating sequence (yt , yt , . . yt ) for t = 1 , 2 

of the K agents. The correlation among these variables arises from two sources: communication 

among the agents and the fact that agents form their beliefs conditional on past data. To put it 

differently ytJ and y,1 may be positively or negatively correlated partly because agents i and j 

communicate with each other and thus influence each other’s models. But in selecting their 

models the random process o f selecting y,j is conditioned on the past values o f the y* s as well as 

past observed variables such as dividends and prices; the Markov condition in Assumption 6.3 

does not prohibit the dependence o f ytj upon past realized values of the observed variables.

Proceeding as in the single agent economy we now assume that D and i* fo r  all k are 

finite  and conclude that in any RBE only a finite number o f prices, M, is observed. Thus define 

SD = { 1 , 2 J } with a generic element sd 

SYj = { 1 , 2 , . . . ,  Nj} with a generic element sy]

SY = {sy = (syi , s y2, . . . , s yic)eSYi x Sy 2x . . .x S y k}

SP = { 1 , 2 , . . . ,  M} with a generic element Sp where M = (J-N,-N2—NK). 

Given these state spaces select any 1-1 invertible map $  : SD x SY -  Sp which we write as

(25) Sp = <D(sd , s,)

With this noted the Conditional Stability Theorem suggests the following:
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Without changing our notation we now view the Qk as probabilities on the spaces 

((SD *SP * SYk)", 63((Sd ><Sp x SYk)*)) and n  on ((SD xSP x SY)“ , ^ ( S D xSP x SY)-)).

Definition 4 : (SD ,SP ,S Yi , . . . ,  Sy k) is a consistent price state space for (II, Q 1 ,...,QK, $ )  if

1. Condition (25) is satisfied;

2 - m D P  =  Q d p  f o r  k  =  1 ,  2, ■ ,K.

We shall use simpler terminology in applying Definition 4 to the multi-agent OLG stock market 

economy when IIDY and Q* for k = 1, 2, . . .,K are being considered. We then say that the 

economy has a consistent price state space for (II, Q1,0* ,..,Q K) i f  (SD,SP, SY■, Sy j , . . .  ,SY k)  

is a  consistent price state space fo r  (II, Ql yQ?.....QK, &) •

(6.b) The Existence o f an RBE for Every Consistent Price State Space

The general question o f existence o f an RBE is resolved by Gottardi (1990) if all agents 

ignore their generating sequences. In that case an RBE is a stationary rational expectation 

equilibrium. Our result is much broader and extends Theorem 3.

Theorem 4: Consider a multi-agent OLG stock market economy which satisfies Assumptions 6.0, 

6.1 and 6.2 and 6.3. For any pair (Q, I I ) for which the economy has a consistent price state 

space there exists an RBE .

Proof: See Appendix (A.II).

Remark: As suggested earlier, the presence o f endogenous uncertainty in an RBE is o f central 

importance if Theorems 3 and 4 are to be o f interest. We shall not give a formal proof which can 

be constructed using a transversality argument. Instead, the numerical simulations below well be 

used to illustrate the observation o f sensitivity of equilibrium prices to the belief parameters . This 

results is true as long as the utility functions are "forward looking" in the sense that changes in
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beliefs change individual portfolio demands.

The explanation why endogenous uncertainty is generically present will be provided with the 

results o f  the simulations in Section (6.c. 2).

(6.c) Correlation and Price Volatility: Simulations o f  a Two Agent Economy

In Section (6.b) we showed that the probability IIDY determines the dynamics o f  the price 

states in any RBE. Moreover, IIDY measures the implicit correlation among the generating 

variables o f  the agents and how this correlation is affected by the common data which they 

observe. Here we formulate a relatively simple model which is numerically solved with the aim o f 

showing the impact o f  the correlation among the agents on aggregate price dynamics. We stress 

the implicit nature o f  this correlation since agents do not incorporate it directly in their belief.

(6.c. 1) The Simulation Model

(a) The Economy. The simulation model is a relatively simple one with two agents denoted k =

1, 2 who have the same utility function over consumptions (x1, x2) o f  the form

The economy has only one consumed good, N = 1 with D = {dH, dL}, Y* = {1, 0} for k = 1, 2. 

The individual generating processes are i.i.d with the probabilities o f  1 being a { and cc2 . 

Normalizing the prices select p* = 1 for all t. It follows that M = 8 and (P„ P2, ..., P8) is the 

vector o f  8 possible prices o f  the common stock o f  the single firm. The map <I> in (25) is then

(26) u ( x 1, x 2) = — !— ( x l) 1‘ Y ♦ —L ( x 2)J-y y>0.
1 - Y 1 -Y

(27)

d, = d H, y / = 1, y,2 = 1

‘ i dj = d H, y2* = 1, y22 = 0

2 d, = d H, y3‘ = 0, y32 = 1

4 = ^  d4 = d H, y4‘ = 0, y42 = 0
5 '  d5 = d L, y5l = l , y 2 = 1

7 = d \  y6‘ = 1, y62 = 0

8 J  dj = d L, y) = 0, y 2 = 1

d* = d L, y8l = 0, y82 = 0
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We refer to dH as the Hhigh dividends" and to dL as the "low dividends".

The two agents believe that the variables in the economy constitute a Markov process. In 

specifying the beliefs Qk for k = 1, 2 Assumption 6.1 stipulates the state space o f agent k to be 

DxpxY* For simplicity we assume that each agent has two Markov transition matrices on the 

observables (d, ,p ,) which he selects depending upon the value of y,k. More specifically, when 

y k = 1 one matrix is used while when y k = 0 the second is employed. The y,k are assumed 

serially independent. Note that since the agent does not know the map (27) his transition matrices 

are o f dimension 16* 16 . However, given the map (27) it is clear that 8 o f the states in the 

agent’s models will never be observed (e g: p2 with dL). The rationality conditions obviously 

ensure that in each o f the two matrices which represent the models of the agents, the stationary 

probability o f these states is 0 and since the system is ergodic these are transient states and have 

no effect on the long run statistics of the economy. Since we are concerned here only with the 

long run characteristics o f the economy we simplify the exposition considerably by ignoring the 

transient states and consider only the 8 non-transient states specified in the map (27). We later 

specify the two Markov transition matrices of the agents on P XP with a full understanding that 

the first four states are the Hhigh dividend" states and the last four are the "low dividend" states.

Formulating the budget constraints of the two agents in terms of the price states (as in 

(A.9a) - (A.9b), Appendix) we have for k = 1,2 and s, j = 1, 2, ..., 8

(28a)

(28b)

Ylk -X .  - C l) 0 J p ,

x *  = e ^ P j + dj)

Denote by Qk( j | s, / )  agent k’s conditional probability o f price state j given price state s and 

the value o f y* but without k’s knowledge o f the map (27). Optimization with respect to 0k,
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implies that the first order conditions for k = 1, 2 can be stated in the well known form

(29)
8 P +d 1-Y

P £ j j Q k( j | s , y k)
j - 1 e.k

s =  1, 2 , 8 .

Once we specify (Qk, o>k) for k = 1, 2 and the vector (d„ d2, dg) o f dividend values we 

can compute 0k for k = l , 2  as a function o f the 8 prices. In equilibrium

(30) 0,1 ♦ 0,2 * 1 for all s.

(29) - (30) implies a system of 8 equations in prices.

We now select the probability IIDY so that its marginal measure IID is compatible with 

the Markovian assumptions commonly made in the literature (e.g. Mehra and Prescott [1985]). 

This specifies the stationary measure o f the dividend process with a transition matrix o f the form

(31) <J>, I -  <J>
1 - <{>, <J>

W« also want the joint process [ y1, y2 ] o f the generating variables to be simple so that we can 

state the rationality conditions with ease. We then require that

(32) the marginal measures IIYk specify y,k to be i.i.d. with P{ytk = 1 } = a* ;

The following transition matrix T defines a stationary probability IIDY 6 satisfying these conditions:

"Thus Ddy is not necessarily stationary but if non-stationarity in the dividend process is represented with 

a generating variable then this variable is required, in the simple case of this paper, to be independent of the 

individual generating variables.
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(33) r  =
<t>A, (1 - <}>) A 

(1 - <{>)A, «j)A

where A is a 4*4 matrix, characterized by the 6 parameters (a,, a 2, a) and a = (a,, aj, a3, a4) :

(34) A =

a l> « i  ~ a P « 2 - a „ 1 + a i -  « l  "  <*2

a j- « i a 2 - a j . 1 + a 2 -  a ,  -  a 2

a ,  - a j , “ z - a s - 1 + a3 -  a ,  -  <x2

*4> “ i ' a 4> a 2 ' a 4. 1 + a 4 -  « i  -  «2

It follows from (34) that under I1DY, P {yt = 1} = for k = 1, 2; this is compatible with our 

individual specifications in (32). Also, although each process [ y* ] for k = 1, 2 is very simple, the joint 

process may be complex: it allows joint correlation among the y,k over time, and this is our next topic,

(b) Correlation and Implicit Consensus. Our interest in correlation arises from the fact that correlated 

actions o f agents have far reaching effects on the dynamics o f the economy. However, there are two 

basic ways in which correlated actions are realized in the model at hand. The first is purely statistical: 

when the generating variables (y,1, y,2 ) are correlated the generating states ((1,1),(0,1),(1,0),(0,0)) are 

not equally likely. However, the lack o f statistical independence o f these variables is not meaningful 

without the second form of "implicit consensus" which we define as the degree o f commonality o f the 

two Markov matrices selected by the agents given the realized values o f their private generating 

variables. In short, we think o f "correlation" as a statistical relationship between generating variables. 

On the other hand "implicit consensus" is related to the way the agents interpret their private generating 

variables and in our model can be defined in terms o f a specific collection o f matrices which the agents 

may select. This will be explicitly formulated below.

Turning first to statistical correlation we aim to identify parameters o f the model whose change 

leads to increased correlation between the generating variables. However, observe that statements 

about "the effect o f increased degree o f correlation on price volatility" depend upon the baseline for
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comparison. The reason for this is that when we change a parameter which changes correlation we also 

change equilibrium prices. Hence changing any parameter has two effects on price volatility: the first is 

a pure correlation effect which changes the stationary distribution o f a given set o f equilibrium prices 

and the second is the effect on equilibrium prices. In order to simplify the evaluation o f these two effects 

we take the pure i.i.d. case as the basic reference. This case is defined by the parameters <J> = .5 , a, =

02 = .5 and a* =.25 for i = 1, 2, 3, 4. It is easy to see that in this case the stationary distribution (rc,, n 2t 

... ,7Tf ) implied in (33) is 7tj = .125 for all i. If we assume, in addition, that the agents adopt the 

stationary measure as their belief, then equilibrium prices are constant. Hence the variance o p2 = 0 in 

this rational expectations equilibrium provides a natural reference point to the endogenous effect of 

correlation on price volatility in an RBE.

Under <}> = a x = a2 = .5 we calculate the stationary distribution (ti,, tt2, ..., re,) implied by (33). 

Let £ = a t + a4 -  % - % then the solution is

1 2 (^4 + 83)
(35) 7i. = jr. = n , = tt.  = -----------------

1 4 5 8 8 1 - 5
(36) 7T2 = 7T3 = 7T6 = 71? = .25 - 7*1 .

In this case, each o f the sums (a,+a4) and (a ^ a j)  is a scalar measure o f correlation: an increase in each 

o f them increases the probabilities (71,, tt4, tt5, n t) o f the states o f agreement when ygl = y$2. These 

probabilities can move between 0 and .25. In the calculations below we evaluate some models in which 

the condition 4> =ccj =04 =.5 does not hold. We turn now to the second issue o f implicit consensus but 

in order to discuss it we must first review the structure o f rational beliefs o f the two agents.

(c) Rational Beliefs. The probability beliefs o f the agents are constructed with the aid o f two pairs of 

matrices, (Flf Fj) for agent 1 and (Gb G2) for agent 2. Given the definition o f the generating 

sequences it follows from Nielsen (1994, page 40) that rationality o f beliefs requires

(37) ctjF, ♦ (1 -  a ,)F 2 * T , a 2G 1 + (1 - a 2)G2 = T .



37

Given this condition, the following conditional probabilities (where F*J is the (s, j) element of Ft )

(38) Qt' ( j  I s , y,1) =
F ?  if y,1 = 1

F ‘j i f  y,1 = 0
Qt2 (j I s ,y ,2)

G*j if ytJ = 1 

G*J if yt2 = 0

define the beliefs Q* for k = 1, 2 . We next select the four matrices (F ,, F 2, G,, G2) by using two sets 

o f 8 parameters A. = (A.,, A.g) and n = (n ,, jj8) which will be motivated later. To

do that we introduce the notation for the row vectors o f A :

\> = (aj, a, - a;, - a j; aj4) aj4 = 1 + aj -  (a , + Oj)

With this notation we define the 2 matrix functions o f z = (z„ Zj, ..., z,) as follows:

z, A 1 (1 -<J>z,)A'

(39) A,(z) =
^ A 2 
Z3 A 3
Z4A4

£ 'n' 11 (1 -4>z,)A2 
(1 -4>z,)A3 
(1 -4>z4)A4

We then finally define

(40) F.
4>A ,a) , Aj(X)

( i \ a ) G, =
<t>A,(n) , A2(n) 

(1 -  <j>)A,(n), A2( m)

and (F2, G J  determined by (38). The motivation for this construction o f the matrices F, and G, is that 

the parameters X, and n, are multiplied by the rows o f the matrix A and hence are interpreted as 

proportional adjustments o f the conditional probabilities o f the four states (1, 2, 3, 4) and (5, 6, 7, 8)
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relative to the stationary measure represented by T. Since the first four are the "high dividend" states 

and the last four are the "low dividend" states, A, > 1 means that when using F, agent 1 perceives the 

conditional probabilities o f the high dividend states given s to be larger by a factor A., than the 

corresponding probabilities in T. n, > 1 has a similar interpretation for agent 2. This means that the 16 

parameters (A , \i) measure the relative degree o f "optimism" or "pessimism" o f an agent in a given state 

about the probabilities o f the states o f high or low dividends. We can now relate the above definitions 

to the concept o f agreement or "implicit consensus". The central case which we consider in the 

simulations below is the one where A#> 1 and n§> 1 for all s. It follows from the definitions (39)-(40) 

that in this case both agents become relatively more optimistic about the high dividend states when ytk =

1 for k = 1,2 and both become relatively more pessimistic when y,k = 0 for k = 1,2. Given the way in 

which the agents interpret y,k we say that the states (0,0) and (1,1) are states o f  agreement or implicit 

consensus. When A= fi, this common value measures the intensity o f  such consensus when they agree 

or, simply, the degree o f variability in the beliefs o f  the agents. Consequently, a natural case which we 

shall consider is =z for all s and then we use the number z as a scalar measure o f intensity. We 

shall examine below how increasing this measure changes long term price volatility.

(6 .C .2 ) Simulation Results

In this section we present four sets o f calculations and in the next section discuss the 

interpretation o f their results. In all cases we use the following parameter values: P = .85, y = 2, dH = 

10, dL = 0 and in cases (a),(b),(c) we set o>1 = 100, a>2 = 100. In case (d) we consider the effect of 

income distribution by varying the co’s.

Case (a) The Presence o f  Endogenous Uncertainty. We promised earlier to use the simulations in order 

to illustrate how variations in the state o f belief cause variations in equilibrium prices. Thus, consider 

our model with the following parameters: ^  = 25 for all i, 4> = 4, a , =.4, = 6, X = (.4, .9, .5, .6, 1.3,
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.7, .9, 1.6), ji = (1 5 , 1.4, 1.3, 1.2, 1.1, 1.0, .9, .8). Equilibrium prices are (P ,=  95.16306 , P2 

=95.59644, P3 =94.64301, P4=95.12190, P5 =93.93110, P6= 94.70204, P7 =94.41132 , Pt = 94.47654 ). 

The agents’ beliefs are characterized by the 18 parameters (A, n, a lf a 2) and we now claim that a change 

in any one o f these parameters changes the vector o f equilibrium prices.

Case (b) Increased Intensity in Consensus states. Consider now the following scalar measure of 

intensity mentioned above: Af = \i9 = z for all s, ai = .25 for all i and then vary the number z. The results 

are as follows:

z 1 1.2 1.4 1.6 1.8

°p2 0 .0576 .2304 .5186 .9227

Recall that the underlying economy is the pure i.i.d. case and Ag = \i% = 1 is a rational expectations 

equilibrium in which prices are constant (hence op2 = 0). Also, note that the variations in (A, n) have no 

effect on the stationary distribution o f prices which is nt =125 for i = 1,..., 8. The effect o f increased 

intensity on volatility is then entirely a result o f the change in equilibrium prices.

Case (c) Increased Correlation with Fixed Level o f X = /i. We now fix A, = n, = 1.8 for all s while 

setting <}> = <*! = a j = .5. Relative to the i.i.d. economy with a* = 25 for all i we increase simultaneously 

(a,, a4) or (aj, aj). As shown above this increases the correlation between ytl and y,2 and the stationary 

probabilities and n t . The results are then :

a a4 .25 a,=a4= 35 a,=a4=.49
a2=a3=. 25 a  ̂ a3 .25 a3 .25

V .9227 1.1536 1.7750

a a,=a4= 25 a,=a4=.25 aj—a4 .25
a2=a,=.25 a2=aJ=.35 a2=a3=.49

.9227 1.0765 1.2220
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These results complement the volatility calculations o f Case (b). The value op2 = .9227 is obtained in 

case (b) only by increasing z while maintaining the independence o f y,1 and yt2. By introducing the 

correlation between the generating variables the variance o f prices is nearly doubled to 1.7750 in the 

table above. There is one subtle difference between Cases (b) and (c). In case (b) we change only 

equilibrium prices while keeping the stationary distribution of the price states fixed. In case (c) we 

would have liked to  change only the stationary distribution while keeping prices fixed  but this is not 

possible: changing a ^ a ^ ^ a ^  changes equilibrium prices and this change could reduce volatility. It 

is interesting to note that in the case at hand the correlation effect dominates the potential price change 

effect on volatility. We return to these considerations in section (6.C.3) when we discuss these results. 

Case (d): Effect o f  Income Distribution. Changes in income distribution change the demand for risky 

assets. To see the effect on volatility consider the case where 4>=a1= a2=.5, a* = 25 and Xt = n# = 1.4 for 

all i and all s. Relative to this baseline consider the effect of changing the distribution o f (g)1, ^ 2):

(0 > V ) (100,100) (80,120) (60,140) (40,160) (20,180)

°p2 .2304 .2396 .2672 .3133 .3778

The results do not show a dramatic effect but the changes are significant enough to be noted.

(6.c.3) Theoretical Implications o f the Simulation Results

The simulation results in Cases (b) and (c) show that endogenous uncertainty can be the 

dominating cause o f price volatility in asset markets. However, the mechanism which generates price 

volatility needs to be explored. We stressed that the method o f changing the common value o f (A, n) 

has the property o f having no effect on the stationary distribution o f prices. Explaining the causes for 

increased price volatility in this case is central to this paper and is formulated in terms o f the Regime
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Process {R, f t = 1, 2 ,...} . This process is defined by

(41)
1 *r» 1 2
i «f y, = y,
o if y,1 * y.2-

A regime process arises in a natural way in this model o f endogenous uncertainty since it provides a 

quantitative representation o f  the interaction among the generating variables o f the agents. The regime 

process attains its significance from the correlation among the generating variables and from the 

interpretation o f  the states o f  the process in relation to the states o f  implicit consensus. In general, the 

regime process has a complex distribution but under the assumptions a,=a4> a ^ a j  and <t> = 5, {R,, t = 1,

2, ...} is a stationary Markov process with transition matrix and stationary distribution

1 - 0 , - 0 2  + 2 8 , , a , + a 2 - 2 a, 

1 - 0 ,-0 2  + 282, a , + a 2 -2a2

1 - a ,  - o 2 + 2 aj 

1 - 2 (a , -%)

a , + a 2 - 2 a,

1 - 2 (a , - a j )

In Case (b) we assume that a , = 04 = .5 and a, = ^  = 25 and in this case all the entries in the matrix TR 

are .5 and hence the R, are i.i.d. with a frequency o f  the consensus states ((0,0),(1,1)) being the same as 

that o f  the disagreement states ((1,0),(0,1)). However, the economic implications o f  the R, = 1 regime 

are drastically different from the implications o f the R, = 0 regime. To see this note that when an agent 

is relatively more optimistic in one state, then rationality o f  beliefs requires him to be relatively more 

pessimistic in the complementary states. But fluctuations between optimism and pessimism cause 

fluctuations in his demand for assets. I f  one agent is optimistic and the other pessimistic they tend to 

cancel each other out and hence the regime o f  disagreement (R, = 0) is a low volatility regime while
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when R, = 1 there is agreement and consequently this is the high volatility regime. In fact, in Case (b) 

p i= p5i P2=P6» p j=p7> p 4=pgi and in all cases P2=Py ?! is the low price and P4 is the high price o f the 

high volatility regime. As the common value o f Xt = n, increases the low price P, decreases and the high 

price P4 rises further The intermediate price P2=P3 (which is the single price o f the low volatility 

regime) remains in the same range. As the common value o f  Xt = \it = z increases the variance o f prices 

in the volatile regime increases while the variance o f prices in the low volatility regime remains zero.

To clarify how the regime structure affects the time series o f  prices in the economy consider the 

case A.t = \it = 1.8, <j> = 5 , =  a4 = .47, aj = a3 = .02 . This case yields higher level o f  persistence o f the 

regime process relative to the i.i.d case. As in case (b) there are two prices in the volatile regime and a 

single price in the low volatility regime. A typical time series realization o f 200 observations o f 

equilibrium prices is plotted in diagram 1.
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Turning to the effect o f correlation we note that here we selected a fixed set of (A,, \x). As we

increase (al=a4) or (a ^ a j)  we increase the correlation between y/ and y,2 and this changes the transition

matrix r R and the distribution n R. In fact, in Case (c) a ,= a 2=. 5 and hence the transition matrix is 
“2a, , 1 -2a,]

and as a,- .5  the relative frequency o f the volatile regime increases
2a2 , 1 -2a2

towards 1. Thus, increased correlation increases long term volatility in this case mostly by

reduced to r R =

increasing the frequency o f the volatile regime. We use the term "mostly" in order to remind the reader 

that in this case the changes in the parameters do change equilibrium prices and these changes can 

reduce equilibrium volatility. Since the correlation effect dominates the price change effect the net 

result is increased volatility.

The regime process also helps clarify the nature o f the asymmetry in the response to changes in

a,=a4 vs. a2=a3 seen in case (c). It is clear that the stationary probability o f the high volatility regime

increases when either a,=a4 or a ^ a j  is increased. However, when a l=a2=.5 then as a ,- .5  the stationary

probability o f R=1 tends to 1 for any aj>  0 while as ^ . 5  the stationary probability o f R=1 tends to

---------- which is generally less than 1. The explanation for this asymmetry is that as a ,-  .5 the
2(1 -a ,)

consensus states (1, 4, 5, 8) become absorbing states and the disagreement states (2, 3, 6, 7) become 

transient states for any d^> 0. On the other hand a ^ .5  does not ensure that states (1, 4, 5, 8) become 

absorbing unless a^ .5 . Since in case (c) the baseline parameter values are a* =.25 all i, it is seen that 

increases in a,=a4 have a stronger effect on price volatility than increases in a2=a3.

A more complex regime structure arises when dividends provide useful information and that is 

the case if 4>*.5. Consider the case <J> = 6, a, = a4 = 47, % = a3 = 02 and Xj =\ii =1.6 for all j. In that case 

there are four regimes: (R,'= (y,1 = y,2 , dH ), R2= (y,1 = y,2 , dL), R,'= (y,‘ <• y 2 , dH), R«= (y,1 * y 2 , dL)). 

Prices are now driven by the interaction o f two independent Markov factors: the distribution of beliefs 

as parametrized by R, and by dividends. The result is a Markov process in which the regimes o f 

agreement (R ,, R2 ) are the high variance regimes and the regimes o f disagreement (R3, R4 ) are the low
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variance regimes. The level o f  prices and their variances change with dividends: in the low variance 

regimes each regime is characterized by a single price. The value o f the stock is lower when the 

dividend is higher. In the high variance regime o f agreement prices are negatively correlated with 

current dividend while the variance o f prices is positively correlated with current divided. A typical 

time series o f  300 equilibrium prices is plotted in diagram 2

Diagram 2

It is obvious that other patterns can be constructed which will result in more complex volatility 

regimes. In particular, interesting complexity may result from the interaction between the dividend 

process and the process R . However, the relatively simple cases presented here explain the nature o f 

the non-stationary mechanism which the generating sequences play in the economy. They constitute the 

mechanism which drives the endogenous propagation o f diverse price volatility regimes while the 

probability structure o f  these generating processes are the quantitative tools for describing the time
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variability of the volatility regimes. The variability over time of the variance of asset prices is a well 

documented empirical phenomenon and has given rise to the GARCH family of statistical models which 

describe such price movements ( see, for example, Hamilton (1994) Chapter 21). The theory presented 

here provides a micro-economic explanation for these empirical observations. Equally important, the 

available empirical evidence provides a strong support for the theory advanced here.

7. Summary and Conclusions

The methodological and the substantive results o f this paper are interrelated. We have 

attempted to show that the method o f generating variables, expressing the private signals which agents 

receive or perceive, is a useful tool for the study of stable and non-stationary processes. With the aid of 

such variables a rational belief is viewed in this paper as a stable joint system of generating and 

observable variables where the rationality conditions place restrictions on the marginal measures. We 

also show that the use-of generating variables enables us to study the structure o f a large family o f RBE 

and prove the existence o f an RBE for any economy which has a consistent price state space. This 

implies the existence o f different RBE for an economy with the same exogenous physical characteristics.

The use of generating variables provides a powerful tool for the study o f the effect o f correlation 

among agents on price volatility. The results o f this paper are central to the study o f RBE in that they 

show that heterogeneity o f beliefs has aggregate implications only to the extent that these beliefs are 

correlated in some way. If beliefs o f agents are uniformly dispersed on the set B(II) and if the 

mechanisms for individual selection o f probability distributions at each date are "independent" across 

agents then we should expect heterogeneity of beliefs to have little or no aggregate economic impact.

On the other hand, our simulation results show that the effect o f correlation across agents on the 

volatility o f asset prices can be very dramatic and can be the dominant factor in the fluctuations o f such 

prices. The mechanism which generates this effect works through the clustering o f beliefs in states of
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different level o f  agreement. In states o f  consensus the conditional forecasts o f  the agents fluctuate, to 

some degree, together and for this reason asset prices tend to be more volatile. In states o f  

disagreement the conditional forecasts fluctuate in diverse directions tending to cancel each other’s 

effect on aggregate demand and resulting in reduced price volatility.

A ppendix

(A.I) Proof of Theorem 2:

Let € x be the cylinders in To evaluate stability we need to consider cylinders of the form (C x Y")

where C € Cx. Observe that for such cylinders one considers convergence only on the cylinders in X~ since

TT £  lc .Y -O V .y ))  = ^  £  lc CI*x) Hence, define N k-o N k-o

K£ = jx e X "  : lim lc O*x) exists|.

We then have KCxY- = K£ * Y 00. Lemma 1 implies that for each cylinder (C* Y**) there exists a set Bc € CB(Y~) 

such that n (K ^xB c ) = 1 and for any y €BC, n(K£x Bc | S£)(x, y) = 1. Stability for II almost all y requires a set 

B € C8(Y~) such that II( K£ * B | S£)(x, y) = 1 independent of C. By an argument similar to the one used in 

Proposition 2 of Nielsen (19%) it follows that such a set exists if Y is countable. This proves that (X~,£3(X~), Ily, 

T) is stable for II almost all y with a stationary measure which we denote by m ̂ . This establishes the 

stability part of (a). Now let GeC  defined by G = A*Y~ where A e C x. Stability (proved in (a)) requires

(Al) IaCTM = m ^A X x) IL a.e.
N— N ’

However, lA(TSt) ■ loCHx, y)) hence

(A2) ^  £  lA(T kx) = 1  £  10 (T “(x, y))N k-o N k-o

Now take limits on both sides of (A2). Since the joint system is stable and ergodic, the limit of the right hand
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side of (A2) exists and is independent of (x, y) II a.e. Hence, modify (A 1) to have

m V )(x) = m n(A) independent o f (xyy) II a.e.

The limit of the right hand side of (A2) is m(A * Y") = m^A). Hence, on € x the two measures mn and mx 

agree and this implies that mII(S) = mx(S) for all S in£3(X~). This proves (b).

To prove that (X~,C8(X~)y IIv T) is ergodic for II a.a. y we recall again that Cx is a generating 

field of 63(X~)- Hence, it follows from the proof of Lemma 6.7.4 of Gray (1987) that it is sufficient to prove 

that for any cylinder A € Cx

(A3) n y(T-kA nA ) = m n(A)II(A).
N-® N k-o

To show (A3) note that for II a.a. y we have

(A4) ^ ( T ^ A n A )  = f  l ^ M i y d x )  = J ^ e r S O i y d x ) .
A A

Hence

(A5) l u n l  E  Dy(T'kAH A) = lun 1  £  f  lA( T kx) I I  (dx).
N -- N k-0 N-o® N k-0 J

By the bounded convergence theorem we have

(A6) \im 1  £  IL(T"kA nA ) = f  lun 1  £  lA(T kx)l II(dx).
N— N k-0 k"° '

But by (Al), (A2) the limit on the right hand side of (A6) is mD(A) and is independent of x II a.e. and hence Ily 

a.e. as well. Hence we can conclude that for II a.a. y

(A7) l i mi E  n j T ^ A n A )  = m n(A)II (A)
N— N k-0

and this proves (A3). Conclusion (c) is immediate. ■

(A.II) Proof of Theorem 4:

To prove the existence of an RBE for any (Q , II) which has a consistent price state space we need to prove 

that (23) in the text has a solution. Our argument is brief at times since it is similar to the existence proof of Kurz
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and Wu (1996). Wc translate the agent’s maximization to the price state space by writing the utility in ( 19a) for a 

belief (^ ( j  | i , as

M
(19a') U k(Xilk , Xjjk) = £ u k(x ilk , x if £) Q k( j | i , y k) ,  i = 1, M 

j ’ *

We use the notation q = ( q , , q ^ )  e IRMCN̂l) where q4 = (p®, pu , ...,piN) € RN*! and the vector 

(x{lk, 0k) e Rn o  denotes the choices of young traders in state i . The homogeneity of (19b) - (19c) with respect 

to prices leads us to select the standard simplex

(A8) Pic + £  pif = i
f = 1

and hence q e E = A*Ax...*A (M times).

The budget correspondence of young traders in state i is then written, for k = 1, 2, ...,K as

C lk ■tf-P:SD;C(J‘
(A9a) B f h v , - « f >  —

The correspondence (A9a) is sufficient to allow a trader to select his consumption and portfolio when young 

so as to maximize (19a ): the consumption when old ( i.e. the vectors x2*) are determined by the choices 

when young. We do introduce the optimization of the period 1 old which is rather trivial, but useful. Their 

budget set is

(A9b) B f ( q j , 0j|) = { yk e R. | p‘ yk s 0j*(Pj ♦ p f t ) , 0ok * o ) , q. eA 

The following is standard:

Lemma 3: The budget set correspondences of the young and the period 1 old are non-empty and 

for each q they are convex and compact valued, and continuous on the interior of S .

We now encounter the usual problem where demand correspondences are not defined on the boundary of the 

simplex. We denote by W our real economy and introduce a sequence of economies # n where for each n the 

economy # n is bounded in a cube nW. W is a compact cube centered on the zero vector and all the original
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budget sets are then intersected with nW to create new budget sets which are compact subsets of nW even when 

some prices equal 0. These budget correspondences are non-empty, convex and compact valued, and continuous at 

all price vectors in E . A construction of the economies %n requires complex additional notation. Since this is a 

standard procedure we avoid this added notation (for details see, for example, Kurz (1974b, sections 6-7)). Thus, 

when we say below that "a variable takes the value + n in W*M we mean that it is on the boundary of the restricted 

budget set of the agent in W*.

Our notation for the demand correspondences of the young for k = 1,...,K and i = is

*iU e 9io. tffe  <4, f  = 1 ,..,N , = ( «pf0»<Pn . - .< & ) .  <Pk( q ) = ( ‘Pi.....<Pm) For period 1 old agents we

k 2k k 2k 2k use the notation € <pj (qi9Oo) , <p \q ) = (<Pi > ,<Pm ) Thus, define the demand correspondences

(AlOa) <p|c(q,a)k)= |(x ilk,0f)€R^xRN|(x ilk, ^ )  maximizes (19a')on Bk(q ,ĝ )} qe  intS.

(AlOb) <pfk(q j , 0j) * { y fe R J y *  maximizes (lQa') on B,2k(qi ,9 j)}  q ^ in tA .

It then follows from the theorem of the maximum and from Lemma 3 that

Lemma 4: The demand correspondences (<pk(q), (p^q)) for k = 1,2, ...,K are non empty, convex and compact 

valued, and upper hemicontinuous on in tS  . In each of the uniformly bounded economies # n, the vector of 

demand correspondences (<pk (q) , (p2* (q)) is non-empty, convex and compact valued, and upper hemicontinuous on 

the entire price space S

The market clearing conditions stipulate that the aggregate consumption of the young and the old at date t

£  khas to add to the total supply. That is, let c*)j = L o>, then we require that
k- 1

K K
(A ll) E  Xjlk + E x?* = ♦ dj* 1 for i,j = 1,..., M.

k- I k- 1

K K
Now let xil = E  Xjlk , yi = E  yk . We construct an RBE in which all dates are symmetric hence date 1 material 

k - 1 k - 1 k

balance requires that x*1 + yt = cjj + d, • 1. Comparing with (A 11) we can conclude that in equilibrium E x?k = yt
k-1

holds at all dates. We summarize this observation by
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K IC
Lemma 5: For all q, i and j, E  p .V ?1k = E p^y* . Also, in equilibrium E X:-k = E  y* = y-.

k - l  k - l  k - 1  J k -1

By Lemma 5 we can reformulate the equilibrium condition (Al l )  to require
K K

(A12) E  Xjlk + E  y* =o) i + d i - l ,  for all i = 1,2,
k-l k-l

Next, the financial markets must clear and since all stocks have unit supply we require that

k .
(A 13) E  Of = 1 for all i = 1,2,

k- i

(A 12) - (A 13) is a system of M(N + 1) market clearing conditions. Now use the 

notation introduced earlier to define the excess demand correspondences for i = 1 , M by

K K
Ci0(q) = £  <p!o(q) -  £  ‘pfk(q i ) -  ( < * ,+ < V > )

(A 14) k*' k- '

Cij(q) = <p^(q) -  1 , j  = 1, —. N.
J k - l

We shall prove that any q satisfying 0 e  C*(q) = (£i0(q ), £u ( q ) , £ iN(q))  for i= l,...,M  is an equilibrium 

price system. A standard calculation shows that Walras* Law applies:

Lemma 6: Under Assumption 4, q;*Cj(q) = 0 for i = 1,2,..., M , that is,
M

(A 1 5 ) PiCio(q) + £  PifCif(q) = 0
f -  1

Recall that we use the notation (x' e  R, x̂ j € R, yj€ R) for the aggregates over k. We now use the 

notation (x , 0 , y )e R KM<N*2> fortht  entire array

(A 16) ( x , 0 ,  y) =((X ilk, 0 f , yik), k = 1, 2 ....... K, i = 1, 2, M).

Define the maps \it by

9 , y) = {qj€ A |p-(xjl +yi -<Ji -di- 1) ♦ pj-(0 -  1) is maximized over A}
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M
and n(x , 0, y) = X Hj(x, 0, y). Finally, define the map T  bv 

i -  1

*P((x, 0, y), q ) = C(q)x^(x , 0, y).

It follows from Lemma 4 that in £?n, Y is a non-empty, convex and compact valued, and upper 

hemicontinuous correspondence from nW*S into itself. It follows from the Kakutani fixed point theorem that it 

has a fixed point (x \0 \ y \  q‘) in nW*E (Note: as our practice, we do not designate the variables in by n). 

Hence we conclude that

(A 17a) q * € n (x -,0 * ,y -)

(A 17b) ( x \  0 \ y #) € C(q*) •

Condition (A17a) states that for any (p®, p{) € A

(A 18) pic*(xil* + y * -o j- .-d j-l)  + Pi*-(0‘ -  1)^ Pic(xiI* + y ' - u, - d ^ l )  ♦ Pj-(0* - 1).

Condition (A 17b) states that (x\ 0*, y-) are individually optimal in &n relative to q* and hence satisfy the budget 

constraints (A9a) - (A9b). But then by Lemma 6 we have that for all i

(A 19) P*(Xi“  + y* -  <*>•, -  dj-1) + P i(0* -  1) s 0 for all (p‘ , Pi) e 4 .

(A 19) implies that

(A20a) x/* + y * - <0j - dj-1 *0 all i

(A20b) 0 * - U O  all i.

Lemma 7: For large n, the fixed point (x\ 0 \  y \ q#) in satisfies ( pc*, p )»  0 for all (i, j ) .

Proof: Suppose that p**» 0 for some i. q**€A implies p[#+ pjM  * 1 and hence pj**l 3 1. But 

then (A9b) and Assumption 4 imply that in y* is unbounded and in &n is equal to + n. Hence for large n 

such that the cube is larger than Max, (g>, +d< • 1), (A20a) is violated. This proves p[*>0 for all i. Asymmetric
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argument shows that p /  > 0 since dividends are strictly positive in all states. ■

The argument up to now has then demonstrated that for large enough n there exists an RBE in &n with 

(p c *, p *) »  0 .We complete the existence proof by noting that there exists a convergent subsequence of the 

equilibria in &n which is an equilibrium in & with positive prices. To see this note that by the material balance 

which is satisfied in £’n, all real equilibrium quantities are in a compact set since 

0 s Xjlk sMaXjfo)., + d4* 1), 0 s yf s Max^ojj + dj* 1), 0$  x jk s Max^cjj + dj-1 )for all i, j and k.

Also, qe S. Hence a convergent subsequence exists. To prove that the limit prices are positive note that since 

Pj*y/ = Pj*‘ l + pj*dj* 1 and pj* + pj**l = 1 hold for all n it follows from the strict positivity of the 

dividends that pj * > 0 in the limit for all j. The positivity of the limit p " follows from the same argument 

since when all p** > 0 , the convergence of prices to zero will generate unbounded demand. Finally, the sequence 

of 0k is in a compact set by assumption 6.0 and hence converge. ■

Remark: We note that the technical Assumption 6.0 is used in Lemma 3 and in the last step of the proof. Under the 

assumption of non-negative dividends some assets may have zero value in states in which the beliefs of all the 

agents place positive conditional probabilities only on subsequent states in which dividends are zero. This 

conclusion would complicate the argument and would require some condition on the distribution of beliefs to ensure 

that prices of some assets remain positive in each state. Subject to such a additional technical condition the 

assumption of strictly positive dividends is not essential for the validity of Theorem 4. The assumption of no short 

sales is standard for existence proofs in finance.

(A.Ill) A Comment on the Informational Interpretation of Generating Sequences

The generating process is the analytical tool used in this paper to describe stable and non stationary 

processes. In the discussion above we referred to y* as a sequence of privately specified parameters, structural 

variables or private generating variables which only agent k "knows” or "observes". These are entirely subjective 

measures which other agents need not even comprehend. By specifying that these are not objective observations we 

impose no rationality conditions on them. The reader may ask why such rationality conditions are not imposed as a
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way of insisting that it is not sufficient to define rationality with respect to the end product (which is the probability 

on the observables) but also on the process by which the agent formulates his belief. To be specific in stating this 

criticism, consider the simple example of the belief expressed in (A.22) Appendix (A. VI) below. If the sequence z,’ 

is taken as actual observations which the agent makes and records so that statistical analysis can be done with such 

data, then starting from date 1 he could examine the relative frequency of l's along the subsequence of dates when 

z*- = 1. After a long time he will find out that along this subsequence the frequency of l's is Vi and not a as 

specified in his belief (A.22) Appendix (A. VI). An application of the axioms of the theory of rational beliefs 

should lead the agent to conclude that he has been using the "wrong" theory which should be rejected as irrational. 

This in contrast with the fact that we defined it in (A.22) Appendix (A.VI) as a rational belief. Our discussion 

focuses on three distinct issues which provide a basis for a consistent interpretation of the mathematical model 

employed in this paper.

1. Generating Variables as Parameters of a Non-Stationarv Process. The starting point of view which was advanced 

in the introductory Section 1 is that a direct description of a non-stationary and stable process is difficult. A 

generating sequence is a tractable method commonly used by mathematicians who study non-stationary processes. 

The value taken by the generating sequence is then treated as parameters of the measure on sets of infinite sequences 

of observables. In our context this interpretation suggests that a generating sequence is nothing but a sequence of 

unobserved parameters. This interpretation does not view the generating variables as "observations" or recorded 

quantities on which one can carry our statistical analysis: agents do not observe or choose them and each sequence y 

is nothing but an abstract code with an alphabet Y which leads to a mathematical description of a measure Qy on 

the observable variables.

2. Generating Sequences as a Model of Changing Regimes. The model of changing regimes as a model of non- 

stationarity o f the observables in the economy has been used by economists before. In Kurz [1996] the model is 

formulated as an infinite sequence of regimes, or generating variables, where the added assumption of non- 

stationarity o f the generating sequence is represented by the assumption of non recurrence of regimes: a regime
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used never returns. With non-recurrence the issue of observability or measurability of the generating variables is not 

relevant since they are, by assumption, not comparable in any sense. The problem is that a theoretical model of 

infinite number of non-recurring regimes is difficult to work with and this non-tractability leads us to seek simpler 

approximations. Moreover, the use of any model with a finite state space for the generating variables would raise 

the issue of recurrence and statistical inference. We thus face a conflict of modeling strategy: the non-tractability of 

an infinite dimensional space versus the need to make simplifying assumptions to permit an analysis with a 

tractable, finite dimensional, model. The results of the present paper may be understood to hold under the 

interpretation which stipulates that an agent may observe the subjectively measured generating variables but he has 

no memory to record them for the purpose of statistical analysis. In the context of an OLG model or of any model 

where each agent has a finite economic life this is a very natural assumption. The subjective, judgmental, 

"observations'* of any agent are not publicly observable and therefore cannot be transmitted to the following 

generations. Hence, the system as a whole has no memory of subjective "observations" or judgements of agents.

Turning to models with infinitely lived agents the first point to make is that such models approximate the 

behavior of long lived institutions or families but do not propose to assume that any particular person lives forever. 

In separating between the infinitely lived institution and the particular manager or agent in charge of decision 

making within the organization, one opens the door to the same point made above. Subjective model variables are 

not public observations and have no public memory; they do not live any longer than the length of time that the 

decision maker is in charge. The results of the infinitely lived agent of Section 5 can thus be understood with the 

interpretation of no individual memory of private, subjective, variables as well.

3. Generating Variables as a Representation of Probability Beliefs about Future Events. Our third perspective 

proceeds to make the full assumption that the generating variables are indeed privately generated and privately 

observable and subject to statistical analysis. They are not, however, publicly observable. We then consider a 

finitely lived agent who starts his economic life at date t and who observes all past stored public data. By 

assumption, he does not know the past subjective generating variables of agents who preceded him. Without any
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past data on his own generating variables the model such as (A.22) Appendix (A. VI) is a rational belief about the 

future after t given what the agent knows up to date /! The agent proceeds to make decisions based on his model 

and, indeed, his decisions may be mistaken. Given the fact that the agent may be holding mistaken belief, how does 

he use the subjective "data” of his generating variables? One research approach proposes to note that an agent with 

a discount factor must make all his important decisions before he can test his theory by using the "observed” 

generating variables. However, by the time the agent has a long enough data set to decide if his theory is wrong, it is 

too late since the important actions have already been taken. Moreover, to be sure that his theory is wrong the 

number of observations needed by the agent is unbounded and since he is finitely lived he may view himself as 

unlucky rather than wrong.

An alternative research approach, which unifies the treatment of models with finite and with infinite number 

of regimes, is to continue and assume that each agent has finite life and can conduct statistical analysis on the "data" 

of his own generating variables. In this case the problem shifts to two alternative problems. First, do regimes recur 

often enough within the lifetime of any agent to enable him to conduct reliable statistical analysis of his own 

generating variables? If the number of possible regimes in Y is large and the recurrence rate per lifetime is small 

then the number of elements in Y has no practical effect. Second, does each regime last a long enough time for an 

agent to make sufficient number of "observations" to test his theory? If a regime lasts long enough, an agent may 

make initial mistakes but can ultimately estimate the true structure of the operating regime. Under this strategy of 

research one must model the process of "within regime learning" but this subject is outside the scope of our present 

paper.

(A VI). A Brief Review of the Theory of Rational Beliefs

We start with some notation, x, € RN is a vector of N observables at date t and the sequence {x,, t = 0,

1,...} is a stochastic process with true probability H  Since every x = (x«, x ,,...) is an infinite sequence in (RN)“ 

we use the notation Q = (RN)“ and denote by the Borel o-field of Q . We thus think of the probability space 

(Q , II) as the true probability space. A belief of an agent is a probability Q ; such an agent is then adopting



56

the theory that the probability space is (Q, Q). An agent who observes the data takes (Q, II) as fixed but 

does not know IL Using past data he will try to leam as much as possible about II. The theory of Rational Beliefs 

aims to characterize the set of all beliefs which are compatible with the available data.

The basic assumption made is that date I has occurred a long time ago and at date t, when agents form their 

beliefs about the future beyond t, they have an ample supply of past data. We think of the vector x = (x*, x„ xJ? 

x„...) as the vector of observations generated by the economy. However, in studying complex joint distributions 

among the observables, econometricians consider blocks of data rather than individual, primitive observations. For 

example, if we study the distribution of (x ^ , x ^ * ,) we would consider the infinite sequence of blocks (x*, x,), (x„ 

x*), (x,, x,),... It is thus useful to think of the data from the perspective o f date 0 as the infinite vector x = (x* ,x„ x, 

,...) and the data from the perspective ofdate n as x" = (x., x^,,...) where x = x° and

x" = T x-1. n = 1, 2 , 3

T is known as the shift transformation. The stochastic dynamical system at hand is denoted by (Q, 9", D, T) 

where II is the unknown probability. Now for any Be^consider the set T"nB which is the preimage of B under 

Tn defined by

T"nB = { x e Q  : Tnx e B }  .

T ’nB is the set in Q such that if we shift it by n dates we enter B; T"nB is the event B occurring n dates later. A 

system (Q, n , T) is said to be stationary if 11(B) = H(T *1B) for all A set SeP" is said to be invariant if

S = T ]S ; it is said to bc invariant IIa.e. if H(SAT'lS) = 0 ,( SAT’lS= (SuT ’S^SnT 'S )). The distinction between 

these two concepts of invariance are minimal and will be disregarded here. A dynamical system is said to be 

ergodic if II(S) = 1 or II(S) = 0 for any invariant set S. In the discussion below we assume for simplicity of 

exposition that (Q, SF, II, T) is ergodic but this assumption is not needed (see Kurz [1994a] where this assumption 

is not made).

In order to leam probabilities agents adopt the natural way of studying the frequencies of all possible 

economic events. For example, consider the event B



B =
price of commodity 1 today s $1, price of commodity 6 tomorrow * $3 ,

2 s quantity of commodity 14 consumed two months later s 5
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Now using past data agents can compute for any finite dimensional set B the expression

m „(B )(x) = 1  £  lB(Tkx) = 
n k-o

The relative frequency that B occurred among 

n observations since date 0

where

, (v) = /  I if y e B  
\ 0  if y * B

This leads to a definition of the basic property which the system (Q, ^  II, T) is assumed to have:

Definition 1: A dynamical system is called stable if for any finite dimensional set (i.e. cylinder) B

lim mn( B ) ( x )  = m exists II a.e.
n

The assumption of ergodicity ensures that the limit in Definition 1 is independent of x. In Kurz [1994a] it is shown
o

that the set function m can be uniquely extended to a probability m on (Q, 9*). Moreover, relative to this 

probability the dynamical system (Q, 9 ,  m, T) is stationary. There are two crucial observations to be made at this 

point.

(a) Given the property of stability, in trying to learn II all agents end up learning m which is a stationary 

probability. In general m * I I : the true dynamical system (Q, H, T) may not be stationary. II cannot 

be learned.

(b) Agents know that m may not be II but with the data at hand m is the only thing that they can learn and 

agree upon.

Non-stationarity is a term which we employ to represent the process of structural change which cannot be 

explained by the statistical regularity o f past data. Hence, a stable but non-stationary system is a model for an 

economy with structural change but in which econometric work can still be successfully carried out. If all agents 

knew that the true system is stationary they would adopt m as their belief. The problem is that they do not know if
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the environment is stationary and hence even if it was stationary, agents may still not adopt m as their belief.

It is important to see that m summarizes the entire collection of asymptotic restrictions imposed by the 

true system with probability II on the empirical joint distributions of all the observed variables. It is shown in Kurz 

[1994a] that for each stable system with probability II there is an entire set B(II) of stable systems with 

probabilities Q which generate the same stationary probability m and consequently impose the same asymptotic 

restrictions on the data as the true system with II. The question is how one can determine analytically (i.e. 

without observing any data generated by a system) if a dynamical system (Q, Q, T) generates m as a 

stationary measure. To examine this question let us return to (Q, 9"y D, T) and consider, for any cylinder B the set 

function

n»"(B) = -  E  n (T -kB) . 
n k-o

Note that ( B ) has nothing to do with data: it is an analytical expression derived from (Q, &”y n , T).

Definition 2: A dynamical system (Q , 9 ,11, T) is said to be weak asymptotically mean stationary (WAMS) if 

for all cylinders S e 9  the limit
O 1 VI
mVS) = lim — H (T 'kS) exists.

n-■» n k-0

It is strong asymptotically mean stationary if the limit above holds for all S € ST.

O _
It is shown in Kurz [1994a] that irr can bc uniquely extended to a probability measure on {Q , 9 ) .  We then have 

the important theorem which is the main tool in Kurz [1994a]:

Theorem 1: (Q, 9 y n , T) is stable if and only if it is WAMS. If m is the stationary measure calculated from the 

data, then
m(S)=mn(S) for all S e ^ ~ .

The implication of Theorem 1 is that every stable system (Q, STy n, T) generates a unique 

stationary probability m11 which is calculated analytically from II. This last fact is crucial since it 

is the foundation of the following:
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Definition 3: A selection of belief Q cannot be contradicted by the data m if

(i) the system (Q, T) is stable,

(ii) the system (Q, Q, T) generates m and hence mQ = m .

We can finally state the two axioms which define the Rationality of beliefs:

Rationality Axioms

A selection Q by an agent is a Rational Be lief if it satisfies

(I) Compatibility with the Data. Q cannot be contradicted by the data.

(II) Non-Degeneracy, if m(S) > 0 , then Q(S) > 0 .

One may interpret condition (B) to say that if a finite dimensional event S is observed infinitely often 

(generating a positive relative frequency) then one cannot be certain that S cannot occur from the perspective o f 

today. Now, to express a belief in the non-stationarity of the environment, an agent may select a probability QA. 

This probability is said to be orthogonal with m if there are events S and Sc such that

(i) S u Sc = Q , S n Sc a  0 ,

(ii) m(S) = 1, m(Sc) * 0 ,

(iii) QX(S) = 0 , QA(SC) = 1

We now characterize the set B(H) of all Rational Beliefs when the data is generated by (Q, H  T). 

Theorem 2 (Kurz f!994al): Every Rational Belief must satisfy

Q = XQ.  ♦ (1 - A ) Q -

where 0 < X z 1, Q, and m are probabilities which are mutually absolutely continuous (i.e. they arc equivalent) 

and QA is orthogonal with m such that

(i) (Q, ST, Qt, T) and (Q, Q \ T) are both stable,

(ii) mQ* = mQ" = m .

Moreover, any Q such that Xy Q. and QA satisfy the above is a Rational Belief.

The probability Qx is central since it represents the theory of the agent of how the probability of an event
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at any date differs from the stationary probability at that date. This reveals a crucial characteristic of non-stationary 

systems: the timing of events matters in terms of the probabilities w hich are attached to them. Thus, the probability 

Qx permits an agent to assign to a given event different probabilities at different dates at which it may occur. 

Rationality of belief requires that averaging the probabilities assigned to this event over all dates must yield the 

stationary probability assigned to it by m. However, non-stationary systems can give rise to an unbounded number 

of such events which are different from each other. Consequently, a Rational Belief Q may induce forecasts which 

are different from the forecasts of m at all dates and the difference between the forecasts of Q and m need not 

converge to zero. QA may also place positive probabilities on events on which m places zero probability.

Theorem 2 then says that two economic agents who are equally intelligent and who have identically the 

same information may make two different rational forecasts because they hold two competing theories which are 

compatible with the data. The agents may disagree on how much weight should be placed on the possibility that the 

environment is stationary ( represented by the subjective parameter A.). They may also disagree on the probabilities 

of time sequencing of events and on the likelihood of important and rare events. Disagreement among rational 

agents must, therefore, arise from their having different theories about the nature o f the fluctuations o f the system 

rather than about the behavior of its long term averages.

An Example.

In order to use the theory of rational belief we need to develop an understanding of processes which are non 

stationary but stable. Nielsen [1994] fully characterizes a broad class of such processes called Simple 

Independently Distributed Stable (SIDS) processes. This class is analogous to i.i.d. processes and hence extremely 

useful in applications. A simple example will help clarify the nature of this class. Pick a process {y) , j = 0,1, .. .}of

i.i.d. random variables taking values in {0, 1} with probability of 1 being, say, 1/4 and generate an infinite sequence 

of observations y*~ (y0*, Yi V -) of the process . The realizations y^ = 1 or y* = 0 arc now treated as parameters of 

the non stationary SIDS process {x,, t =0, 1,... }to be defined. That is, there is a set of parameters {a , p } and a 

map associating the value y-*m 1 with the value a and the value y}* = 0 with p such that the process {x,, t * 0, 1,



61

...} where \  e X = {0, 1} is a sequence of independent random variables satisfying 

(A.21) P{xt * 1} =
a if yt* = 1 

P if y,’ = 0.

If a and p satisfy (l/4)a + (3/4)p = .35 then the long term average of the \ s  is .35. Given the specification 

of y* and the assumption of independence over time, (1) will determine Ily., the probability of infinite sequences 

x € {0,1}“ = X“ given y* and hence the dynamical system of the xt’s is (X~, C8(X~)t Ily., T). This SIDS system is 

stable and has a stationary measure m represented by the i.i.d. process {zt, t = 0,1,...} z t€X with P{zt = 1} = 35. 

The stationary measure is independent of the specific realization of the generating parameters y*.

Theorem 2 above (Kurz [1994a]) implies that the dynamical system (X**, 63(X~), m, T) is a rational belief 

and, for brevity, we say that Hthe probability m is a rational belieF. At each t there are, however, other rational 

beliefs Q about { x*, x = t+1, t+2,...} such that mQ = m. For example, an agent may have a "private" generating 

process { zt , t =0, I , ...} of i.i.d. coin tossing with probability of 1 being ti and a generating sequence of 

parameters z* in the same way as above with the frequency of { z f  = 1} being 5 Define now the perceived 

process { xt',t  = 0 ,1,...} by 

(A.22) P{xt' = l}
a* if Z;  = l

P' if z; = o
independently over time. This independent but non-stationary sequence of random variables defines a stable SIDS

measure P with m as its stationary measure if 5 a' + (1 -5)p* = .35 . All probabilities Q * Am + (I - k)P with 

Ac[lf 0) are Rational Beliefs in accordance with theorem 2. In fact, in many of the papers cited we also think of P 

as a rational belief although it violates Axiom II of Kurz [1994a].
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