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1. Introduction1 

The advent of generative AI (GenAI), and specifically of large language models (LLMs), offers 

significant opportunities to implement innovative solutions to improve the efficiency and 

effectiveness of various domains of activities (Wu et al., 2023; Lai et al., 2023; Biancotti and 

Camassa, 2023; Horton, 2023; Homoki and Ződi, 2024).  

 

One of the most promising applications is the support to the navigation and analysis of complex 

regulatory documents (Wiratunga et al., 2024; Louis et al., 2023; Zhang et al., 2023; Abdallah 

et al., 2023), which can be particularly valuable for compliance officers, legal teams, and other 

professionals, who need to have a clear and timely understanding of the regulations and the 
consequent obligations. This is, for example, the case of the EU harmonised banking 

supervisory reporting obligations, i.e. the set of rules defined by the European Banking 

Authority (EBA) about the information that the banking system is obliged to produce and 
transmit to the national competent authorities (NCAs). It is an articulated set of rules including 

the Capital Requirements Regulation2  (CRR) and several delegated and implementing acts, 

technical standards, guidelines, and recommendations. In our work, however, for the sake of 

simplicity, we will only consider the CRR. 

 

The complexity of such regulatory documents, with their dense network of cross-referenced 

texts and specialised content, is a challenge also for the same NCAs whose experts always 

necessitate a careful and deep analysis across the various acts to retrieve the needed 
information (Prenio, 2024).  While LLMs offer advantages for this purpose, they also pose risks 

like bias and inaccuracies (Huang et al., 2023). Therefore, it is essential to establish strong 

verification procedures and retain human supervision to limit these risks.  

 

This study introduces a novel methodology to automate and expedite the "question & answer" 

(Q&A) process in regulatory compliance, leveraging advanced LLMs to provide accurate, 

complete and timely responses to inquiries3 usually presented by the banking sector about the 

EBA’s supervisory regulations. Our multi-step approach aligns with Retrieval-Augmented 

Generation principles (Lewis et al., 2020) through the implementation of mechanisms like 

explicit extraction of CRR references, implicit reference analysis, and a dedicated cross-encoder 

for precise regulatory text retrieval. Our work finds application within the domain of EBA 

regulatory rules, that are characterised by a large and complex set of interrelated documents, 

although in this first research we will limit the focus the CRR.  

 

Compared to standard inquiries of LLM engines, our approach improves the suitability of the 

response generation for the regulatory compliance context where precise and comprehensive 

answers are crucial, but the complex articulation of the legal acts makes the cross analysis very 

complicated and time consuming for the human expert. The business case is therefore both 

challenging and rewarding. 

 

 
1 The authors would like to express their sincere gratitude to Manuela Biagi, Vincenzo Capone, Francesca Monacelli, 
Roberto Sabbatini and Fabio Zambuto (Bank of Italy) for their insightful comments and stimulating discussions which 
greatly enhanced the clarity and focus of our work. A special thanks goes to Pamela Maggiori (Bank of Italy), whose 
careful analysis has significantly contributed to the development of the LLM evaluator.  
The authors would also like to thank the anonymous reviewers of the CLiC-it 2024 Conference and the participants 
of the 4th IFC Workshop on Data Science in Central Banking for their invaluable suggestions and constructive 
feedback.  
The views expressed in the paper are those of the authors and do not necessarily reflect those of the Bank of Italy. 
2 Regulation (EU) 2013/575: https://eur-lex.europa.eu/legal-content/en/ALL/?uri=celex%3A32013R0575 
3 For the purpose of this paper, we equally use the words “question” and “inquiry” to mean a request for clarification 
on the supervisory regulations presented by a domain expert. 
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Of all the possible topics covered in the CRR, in this work, we focus on inquiries related to 

Liquidity Risk as a first use case to evaluate the potential benefit of enriched context for an 

accurate response generation. The main reason for this choice is that this topic is regulated by 

a relatively limited number of documents, predominantly within the CRR. This manageable 

scope facilitated the initial development and evaluation of our methodology, especially 
considering the time-intensive nature of pre-processing regulatory information. 

We retrieve actual questions presented by banks and official EBA answers on the topic of 
Liquidity Risk from the “EBA Q&As database”4 as the foundation for developing a novel system 

capable of generating automated accurate and complete (i.e. contextually relevant) responses 

to inquiries. It is important to emphasise that the questions contained in the “EBA Q&A 
database” are characterized to be all particularly complex and challenging by nature, as they 

have proven to be difficult issues to answer for the industry experts who submitted them, 
requiring an authentic interpretation of the regulations by EBA specialists. This means that we 

aim to build an LLM-based Q&A tool able to provide the results of high-quality analyses of 

supervisory regulations. That said, given the relevance in the field of legal acts interpretation 

of producing a correct and complete answer, in formal and practical terms we consider the 

output of the tool as a draft text for refinement for the experts and not a replacement of their 

analysis. The ambition of course is to obtain a draft text that needs as little adjustment as 
possible. Lastly, to assess the quality of the results obtained with the tool, we leverage recent 

studies on the potential of LLMs for qualitative assessment (Ye et al., 2024; Zheng et al., 2023; 

Liu et al., 2023; Chan et al., 2023) and, in this work, we also propose the use of an "LLM 

Evaluator" to automate the validation process. 

The structure of this paper is the following. Chapter 2 introduces the methodology and 

provides a description of the approach adopted; it explains the dataset used and the retrieval 

techniques employed to identify the relevant regulatory documents necessary to address the 
questions on Liquidity Risk. Chapter 3 presents the LLM Evaluator and the evaluation criteria. 

Chapter 4 reports the experimental results and presents the main outcomes of the study. 

Chapter 5 discusses the challenges as well as the potential areas for future developments. 

2. Methodology

This research employs a multi-step methodology to construct a comprehensive prompt for the 

GPT-4 omni 2024-11-20 version (GPT-4o) language model (OpenAI et al., 2024), to 

appropriately enrich questions on EBA’s banking supervisory rules concerning Liquidity Risk, as 

contained in the EBA Q&A database,  in order to obtain an answer resembling the official EBA 

answer (also contained in the EBA Q&A database) as much as possible.  

Our stepwise approach focuses on enriching the context provided with the question in three 

steps: first, it identifies the relevant CRR references specified in the inquiry; second, it 

incorporates examples of other Q&As to ensure that the LLM’s output format is aligned with 

the EBA’s (e.g. lexicon, style, structure of the answer); third, this enriched context is then 
leveraged by GPT-4o to generate the answer (details in Figure 1). 

4  Stakeholders can submit questions to the EBA on the practical application or implementation of the banking, 
payment services, AML/CFT and other legislation that falls within the EBA’s remit. This includes the associated 
delegated and implementing acts, RTS, ITS, guidelines and recommendations.  
EBA Single Rulebook Q&A: https://www.eba.europa.eu/single-rule-book-qa 
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Figure 1: Multi-Step Approach for Answer Generation

 

2.1. Dataset construction 

As a preliminary step, we extract from the EBA Q&A database, all the pairs of question and 
answer submitted between 2013 and 2020 (to consider Q&As referring to a more stable 
regulatory framework, before the introduction of CRR2). We focused on the following variables: 
question ID, question, submission date, status, topic, legal act, article, background information, 
final answer, submission date and status (details in Table 1). Given our specific focus on CRR 
articles, we excluded variables such as 'COM Delegated or Implementing 
Acts/RTS/ITS/GLs/Recommendations' and the related and more granular 'Article/Paragraph'. 
While 'Subject matter' offers a concise headline for the question-answer, we prioritised the 
richer semantic context provided by ‘question' and 'background information' for our retrieval 
and answer generation process. Also 'Final publishing date', 'Type of submitter', and 'Answer 
prepared by' were deemed less relevant for this purpose and were therefore excluded." 

Table 1 
EBA Q&As dataset. For this research, we focused on the fields highlighted in yellow. 

VARIABLE NAME DESCRIPTION 

Question ID The unique identifier for each question. 

Topic The general topic or category under which the question falls. 

Subject matter The specific subject matter of the question. 

Legal act The specific legal act to which the question relates. (e.g., CRR) 

Article The specific article of the legal to which the question relates. 

 
COM Delegated or Implementing 
Acts/RTS/ITS/GLs/Recommendations               

Other legislation, standards, guidelines or recommendations to 

which the question relates. 

Article/Paragraph The specific article or paragraph within the above-mentioned 

Question The actual question asked. 

Background on the question Any additional information or context provided by the question 

submitter. 

Final answer The official answer provided to the question. 

Submission date The date when the question was submitted. 

Final publishing date The date when the final answer to the question was published. 

7



   

Status The current status of the question (e.g. Final, rejected, etc.). 

Type of submitter The type of entity that submitted the question (e.g. Credit 

institution, investment firm, etc.). 

Answer prepared by The entity that prepared the answer to the question. 

Secondly, we implemented a two-step filtering process aimed at strengthening the model 
efficacy: by excluding non-English questions, and by focusing on CRR-related questions.  

This resulted in a final dataset of 1,597 CRR-related pairs of question and answer, which was 
then split into training (50%), validation (10%), and test set (40%) for evaluation.  

The distribution of samples for the dataset is summarized in Table 2. 

Table 2 
Distribution across training, validation, and test sets for CRR-related Q&A and the subset of only Liquidity Risk Q&A. 

 

Set CRR-related Q&A Liquidity Risk Q&A (percentage) 

Training 798 58 50% 

Validation 162 12 10% 

Test 637 46 40% 

Total 1597 116 100% 
 

 

2.2. Context Enrichment 

The context enrichment process is a three-step approach designed to identify, within the dataset 
built as indicated in Paragraph 2.1, the most relevant CRR references to provide an appropriate 
background to formulate the answer to the inquiry. The first step simply involves extracting 
explicit CRR references, if directly mentioned in the question (content of the variable “Article” in 
Table 1). The second step leverages on the capabilities of GPT-4o (see “Prompt 1” in Appendix) 
to analyse the content of the variables “Question” and “Background information” to identify 
other CRR references that are not explicitly stated in the question. The last step of the process 
makes use of our “CRR Ranker” model, i.e. a cross-encoder architecture that has been trained 
to identify and retrieve pertinent references from the CRR in response to specific inquiries. This 
3-steps comprehensive approach provides a broader and more accurate context to what is 
included in the original question, thus improving the possibility for the model to “understand” 
the question and identify the specific CRR references deemed to be relevant. 

2.2.1. CRR Ranker training 

With regard to the last step of the context enrichment described in the paragraph above, we 
employ a specifically trained cross-encoder model (Chen et al., 2024) to identify the most 

relevant CRR references to be considered. We use a dedicated dataset of “question-article” 

pairs derived from our EBA Q&A Train Database, from which we exclude questions related to 
CRR Article 99 being this irrelevant for the purpose of our study. Each data point consists of a 

question (including the related background information - see Table 1), the associated CRR 
article, and a binary label indicating relevance. 

 

We constructed the training dataset by selecting positive samples, consisting of pairs of 

questions and articles where the article is deemed relevant to the corresponding question, and 
negative samples, consisting of pairs where the article is unrelated to the question: 
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• Positive samples comprise question-article pairs where the article is explicitly linked to 

the question (see variable Article in Table 1). Additionally, we include pairs formed by 

questions and other CRR references implicitly contained in the text, context 

information, and EBA’s final answer, that we extract using GPT-4o (see “Prompt 1” in 
Appendix); 

• Negative training samples are mined using the BAAI bge-large-en-v1.5 pre-trained 

language model (Xiao et al., 2023) employing a two-phase process. First, all CRR articles 
are encoded using the bge-large-en-v1.5 model, and cosine similarity is used to rank 

them relative to a question; second, a subset of 20 negative examples was randomly 
chosen from a pre-defined ranking interval 5  (250-300). The choice of 20 negative 

samples provides a good balance between computational efficiency and the availability 

of a sufficient number of training data. This approach aimed to balance the 
representation of relevant and irrelevant information within the training data, ensuring 

the model learns to select articles that are actually related to the question and discard 

those that, although semantically similar, are ultimately off-topic (Xuan et al., 2021). 

 

The final dataset comprises 12,533 unique "question-article" pairs with positive and negative 

labels. This dataset is then split into training (10,179 pairs) and development (2,354 pairs) sets 

for model fine-tuning to learn robust semantic representations for questions and CRR articles, 

enabling the model to effectively identify relevant CRR references for enriching the question’s 
context. 

 

We select the BAAI BGE Reranker v2 m3 model (Chen et al., 2024) as the basis for our cross-

encoder, owing to its task-specific aptness and its demonstrated superior performance relative 
to the BGE Reranker Large (Xiao et al., 2023), as reported in Section 4. We adopt the Cross-

Entropy Binary Classification loss function, following the approach suggested in the BGE Rerank 
Git repository (Xiao et al., 2024). To promote stable convergence, we incorporate a warmup 

schedule (with a number of steps 0.1 × len(train_data) × num_epochs step) that gradually 

increases the learning rate during the initial phase of training. The entire fine-tuning process 

was conducted over 4 epochs. We employed an evaluation interval of 800 steps during training 

and saved the model that achieved the highest F1 score on the development set. 

 

Finally, we evaluate the model’s ability to retrieve CRR articles for a given question present in 

the Q&A Test Database. This evaluation employes recall metrics at various retrieval cutoffs, 

including recall@5, recall@10, recall@20, and recall@30 (see the results in Section 4). 

2.3. Enriching the prompt with examples 

To improve the model’s understanding of the desired format to be used to formulate the 

answer, we adopt a few-shot prompting approach (Brown et al., 2020). This involves extracting 

5 relevant examples of “question and answer” pairs from the EBA Q&A Train Database 

concerning other similar issues within the topic of liquidity risk. These examples serve as 

demonstrations for the tool, showcasing the ideal structure, language style, and level of detail 

expected in the final answers. Notably, the selection process ensures variety within the chosen 

topic, meaning the examples cover various aspects to promote a broader understanding of the 
expected communication standards. Limiting the number of examples to five strikes a balance 

 
5  Of the overall ~500 articles, we chose the 250-300 range to select negative examples that are not 
obviously irrelevant but also not highly similar to the question. This "middle ground" provides 
challenging negative examples that help the model learn subtle differences between relevant and 
irrelevant content. 
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between providing diverse demonstrations and maintaining cost-efficiency during inference, as 

the LLM’s input token length is limited. 

2.4. Improving the prompt to enhance answer generation 

To generate accurate and contextually appropriate answers, we employ an advanced prompt 
engineering strategy leveraging GPT-4o's capabilities as detailed in Figure 1. Our approach 
integrates three techniques to enhance answer generation within a regulatory compliance 
framework (see “Prompt 2” in Appendix). 
 
Firstly, we implement a role-based contextualization method that aligns the model to specific 
regulatory requirements and professional communication standards. Secondly, we use step-by-
step reasoning to decompose complex queries into logical, hierarchical components. Finally, we 
employ few-shot prompting by carefully selecting and integrating examples from our training 
dataset as a contextual guide (as detailed in Paragraph 2.3).  
 
 

3. LLM Evaluator 

To assess the quality of the answers returned by the tool (following the steps illustrated in 

Section 2), we developed an LLM Evaluator that compares the answers produced by the tool 

with the official ones of the EBA “Q&A” database. Recent research highlights that employing 

an LLM Evaluator offers significant advantages in terms of cost-effectiveness and efficiency 

compared to the traditional human evaluation method when dealing with large-scale natural 
language evaluation tasks (Liu, Iter et al., 2023; Dubois et al., 2024; Fu et al., 2023). 

 

The evaluation process uses a scale from 1 to 4, based on two evaluation criteria: correctness 

and completeness. A generated answer is considered “correct” if its content aligns with the 

information presented in the official answer. Additionally, a response is deemed “complete” if 

it incorporates all relevant regulatory references provided in the official answer.  

The following scoring rubric outlines the evaluation criteria: 

• Score 1: The generated answer is completely incorrect and incomplete compared to the 

official answer. 

• Score 2: The generated answer is incorrect but either complete or partially complete 

compared to the official answer. It contains some useful information found in the official 

answer, but the main statement is incorrect. 

• Score 3: The generated answer is correct but only partially complete. The main 

statement matches the official answer, but some information from the official answer is 

missing. 

• Score 4: The generated answer is fully correct and complete. It is essentially a rephrased 

version of the official answer with no significant differences. 

To preliminary validate the effectiveness of our LLM Evaluator, we conducted an experiment 
using a synthetic dataset. This dataset was carefully designed to test various aspects of language 

generation and was evaluated by both a human expert and the LLM. The alignment between the 

human expert’s assessments and that of the LLM was then analysed (see “Prompt 3” in Appendix 

for the complete details of the final prompt used for the LLM evaluator). 

 

The synthetic dataset comprises 60 Q&A pairs, balanced across the four score categories. For 

each category, two pairs were excluded as they were used as examples for the prompt for the 

LLM evaluator, resulting in a final dataset of 52 Q&A pairs to measure the alignment between 
the human and the LLM Evaluator. Using GPT-4o, we obtained a Kendall-tau coefficient of 0.86, 

with a p-value of 6.23x10−11. These results justified the adoption of the LLM Evaluator, 
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especially for tasks involving prompt optimization. Figure 3 illustrates the complete process of 

evaluating the alignment between the LLM Evaluator and the human expert. 

Figure 3: Evaluating the alignment between the LLM Evaluator and the human expert

 

4. Experiments and Results 

This section describes the results obtained by measuring retrieval effectiveness and answer 
quality. The first is measured by the number of relevant articles retrieved (i.e. the recall) using 

different encoder models, the second is then evaluated by the LLM Evaluator. We compare the 
multi-step prompt approach with a few-shot and a zero-shot one focusing on a single topic 

within the EBA Q&A framework, specifically Liquidity Risk. Finally, we benchmark our multi-

step pipeline using other LLM models, such as Google Gemini Flash 1.5 and Llama 3.1 70B. 

4.1. Measuring the relevance of the CRR articles retrieved by the tool 

We employed the “recall” as the primary metric to assess the performance of bi- and cross-

encoder models in retrieving relevant CRR articles based on the information submitted with 
the question. The recall at N (r@N) is defined as the proportion of relevant CRR articles over 

the first N retrieved by the model (Manning et al., 2008). In the context of legal information 
retrieval, prioritizing the retrieval of all regulatory information pertinent to the question makes 

the recall a particularly relevant metric. Our primary objective was to identify a model that 

delivers high retrieval accuracy while maintaining computational efficiency. This potentially 
excluded models with an extremely large number of parameters, as they can be 

computationally expensive to run. 

 

We conducted an effectiveness comparison between our fine-tuned CRR Ranker and several 

other pre-trained models: 

• Bi-encoders: all-MiniLM-L6-v2 (Lewis et al., 2021), gte-large-en-v1.5 (Li et al., 2023), 
and bge-large-en-v1.5 (Xiao et al., 2023). 

• Cross-encoders: bge-reranker-large (Xiao et al., 2023), bge-reranker-v2-m3 (Li, Zhang 

et al., 2023; Chen et al., 2024). 

 

The detailed results on the EBA Q&As Test Database are presented in Table 3. Our fine-tuned 

CRR Ranker significantly outperformed all other models, achieving a more than 20% 
improvement compared to the best pre-trained model tested (bge-large-en-v1.5). 
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Table 3 
Recall scores on EBA Q&As Test Dataset 
 

 

Model r@5 r@10 r@20 r@30 

bge-reranker-large 0.17 0.23 0.31 0.38 

bge-reranker-v2-m3 0.24 0.31 0.39 0.44 

all-MiniLM 0.37 0.46 0.55 0.59 

gte-large 0.39 0.48 0.57 0.63 

bge-large-en-v1.5 0.41 0.52 0.62 0.67 

CRR Ranker (ours) 0.51 0.67 0.81 0.86 

  

 

4.2. Comparing our multi-step approach with standard ones  

This paragraph presents the comparison of our multi-step approach against a zero-shot baseline 
for answering EBA liquidity risk questions.  Our evaluation focuses on a subset of 46 liquidity 
risk-specific Q&As taken from the EBA Q&A Test database. We compared the answers produced 
by the multi-step approach described in the Section 2 (where the LLM receives a prompt 
containing the query, the enriched context and the examples) with the ones produced by a: 

• Zero-Shot approach: the LLM receives a standard prompt containing just the query; 
• Few-Shot approach: the LLM receives a prompt containing the query and some 

examples. 

The quality of the answers produced by the three approaches is assessed by our LLM Evaluator, 
which scores each answer based on correctness and completeness relative to the official EBA 
one, using a scale of 1 (fully incorrect and incomplete) to 4 (fully correct and comprehensive), as 
described in Section 3.  

To optimize the multi-step approach, we conduct experiments focusing on: 

• Optimizing the top-k parameter: we investigate the impact of the number of retrieved 
articles (top-k) on answer quality. Using the LLM Evaluator, we experiment with 
different values of k to identify the optimal number for achieving the best performance. 

• LLM Example filtering and re-ranking: we explore incorporating LLM-based filtering and 
re-ranking techniques (Lee and Roh, 2024; Chang et al., 2024) to further refine the 
retrieved information and the example selection. 

Table 4 summarizes the evaluation results for answers generated by different approaches. Our 

findings demonstrate the significant superiority of the multi-step approach over “zero-shot” 

and “few-shot” methods in terms of answer correctness.  Specifically, the "Multi Step - top 5" 

method, which retrieves the top 5 most relevant articles using the CRR Ranker, achieves the 

highest average LLM score (2.63 ± 0.90) and the highest percentage of correct answers (56.5%). 
This represents a significant improvement over the “zero-shot” and “few-shot” approaches, 

with average scores increasing by 14.4% and 3.5% respectively (from 2.30 and 2.54 to 2.63); 

more importantly, the percentage of correct answers increases by 23.8% and 30% respectively 
(from 45.7 and 43.5 to 56.5).  

 

This underscores the importance of combining advanced retrieval techniques with a well-

designed answer generation prompt.  
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Table 4 Evaluation results for responses generated by zero-shot, few-shot and multi-step. 

Approach with GPT4o AVG Score # Correct (score>2) % Correct 

Zero Shot 2.30 (±0.89) 21 45.7 

Few Shot 2.54 (±1.00) 20 43.5 

Multi Step - top 5 2.63 (±0.90) 26 56.5 

Multi Step - top 10 2.50(±0.94) 23 50 

Multi Step - top 20 2.48(±0.86) 23 50 

 + LLM-Reranker top 5 2.50(±0.89) 23 50 

 + LLM Examples filter 2.48(±0.96) 24 53.3 

It is important to highlight that the potential negative impact of incorrect information in this 

critical domain makes “correctness” the primary dimension for an immediate usage of the 

response. On the other hand, we argue that the “completeness” of the response serves as a 

key indicator of the tool’s overall usefulness, as it ensures the provision of a comprehensive set 

of relevant references that support the analyst’s assessment.  In addition, given the way the 
evaluation scale is defined, achieving a score of 4 is extremely difficult, as it requires the tool’s 

response to be nearly identical the one provided by the EBA or its paraphrase. This is very 

challenging, as there may well be different equally valid variations to the same official answer, 

each varying depending on the specific sensitivity and expertise of the analyst producing the 

answer.   

Our results also reveal a crucial caveat: enriching the context with too much information can 

introduce irrelevant or weak references, negatively impacting the quality of the answer. This 
emphasises the need to balance context enrichment with noise reduction.  That is why, while 

it is fundamental to retrieve relevant information, ensuring its quality is equally important to 

prevent hindering the LLM's reasoning and answer generation capabilities. In this regard, 
employing an LLM reranker to select the most relevant articles (see “Prompt 4” in Appendix) 

and filtering out irrelevant examples (see “Prompt 5” in Appendix) improves the correctness of 

the answer compared to the "Multi Step - top 20" baseline. 

These findings suggest that the context enrichment of our multi-step prompts effectively guides 

the LLM toward generating more comprehensive and informative answers. 

4.2.1. Other LLMs 

Our multi-step pipeline is also tested using other large language models (LLMs), specifically 

Google Gemini Flash 1.5 and Llama 3.1 70B. The first is widely recognized for its high-speed 

processing capabilities and efficiency in response generation, making it a suitable benchmark 

for comparative performance analysis. Conversely, the second is noted for its robustness in 

handling complex queries while maintaining moderate computational demands, providing an 

interesting contrast in terms of performance and resource efficiency. 

Our experimental results indicate that the average evaluation score achieved by Google Gemini 
Flash 1.5 was 2.0, whereas Llama 3.1 70B achieved an average score of 2.2. Notably, these 

scores did not surpass the performance of the GPT-4o zero-shot approach, which underscores 
the advanced capabilities of GPT-4o in addressing the complexities of the inquiries in our 

dataset.  

Future research will focus optimizing each step of the multi-step pipeline in a model-specific 

manner to further enhance the overall accuracy and reliability of the generated answers. 
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5. Challenges and Advancements 

In our work we were confronted with several challenges. One of the main issues was the limited 

size of our test dataset since, as already mentioned, we focused on the single topic of Liquidity 

Risk, to limit the very time-consuming preprocessing phase of regulatory documents.  

 

However, to achieve a robust alignment with the results obtained by the human expert and 

ensure that the tool addresses diverse inquiries across other EBA Q&A topics, future efforts 

should prioritize dataset expansion and human evaluation integration. The study also 

emphasizes the need to retrieve relevant CRR articles to properly enrich the context but 

warned against the risk of gathering too much information.  

 

Future research could also investigate methods to further refine the format of the generated 

answers by incorporating legal reasoning and argumentation capabilities into the LLM (Yu et 

al., 2023; Lu and Kao, 2024), and Q&As selected case by case as relevant examples for few-shot 

prompting (Wiratunga et al., 2024). 

 

It is also crucial to underscore the importance of optimizing prompts for this kind of application, 

and we plan to address this moving forward. Our future research will focus on investigating 

automatic prompt engineering techniques (Ye et al., 2024). Moreover, we intend to extend our 
study to test other models that have demonstrated similar performance levels as GPT-4o in the 

field of open question answering (Huang et al., 2024). This will help us identify the most 

effective model for our application (Panickssery et al., 2024). 

 

Similarly, in the context of LLM evaluators, we also intend to explore additional models, 

including open-source options (Kim, Suk et al., 2024; Kim, Suk, Cho et al., 2024), that have 
shown strong performance in assessing the quality of outputs of other LLMs. This approach 

could furtherly increase the correlation between human and LLM evaluations, thereby 

enhancing the tool’s overall accuracy and reliability. The scientific community is very active in 

this area to better understand the limitations of the different types of models considered as 

evaluators (Huang, Qu et al., 2024). 

 

By addressing the identified limitations through increased human involvement, expanded data 

coverage, and domain-specific evaluation methods, we believe it is possible to enhance the 

tool’s effectiveness and generalizability across a wide range of regulatory domains. 

 

6. Conclusion 

This study explores a novel approach for generating answers to questions on the Regulation 

(EU) 2013/575, specifically on the liquidity risk topic. We propose a multi-step prompt 
construction method that enriches the context provided to an LLM, enabling it to generate 

more accurate and informative answers. An LLM Evaluator, which demonstrated strong 

agreement with human experts, is employed to compare our multi-step approach with 

standard zero-shot and few-shot methods that lack context enrichment. The quality of the 

answers returned by the LLM is assessed, and our findings indicate that the multi-step approach 

significantly outperforms both the other methods, resulting in more comprehensive and 
accurate answers. These results suggest that the multi-step prompt construction is a promising 

approach for enhancing LLM performance in legal information retrieval tasks, particularly 

within domains with complex regulatory frameworks. Specifically, it is worth noting that the 

CRR Ranker enables the retrieval of most relevant documents in a fast and accurate manner, 

significantly aiding in the process of addressing a question. Even at this early stage, the tool has 
demonstrated its ability to make the work of the human analyst more efficient. We believe that 

answers with a quality score of at least 2 already provide a useful starting point for addressing 
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complex regulatory questions. The results obtained with our tool provide a solid basis for the 

human expert (who should always stay “in the loop” when dealing with sensitive issues such 

as legal requirements), reducing the time needed to analyse the issue behind the questions. 

 

The development of a more precise metric to quantify usefulness would require the 
involvement of additional experts in supervisory regulation, which would allow a more accurate 

assessment of the correlation between the score and perceived usefulness in improving 

process efficiency. Specifically, this could be achieved through a dedicated internal survey 
among the domain experts to quantitatively assess the “perceived usefulness” of the tool, for 

instance, by requesting to evaluate, for each pair of question and answer the estimated 

reduction in the time required to analyse the question and produce the answer with and 
without the tool. 

Finally, our research highlights the advantages of using public cloud infrastructures for LLM 
research and development. This approach enables efficient testing of diverse LLMs, resource 

and cost optimization, proving particularly suitable for projects utilizing public data. On the 

other hand, even when less desirable in terms of cost, powerful on-premises solutions remain 
preferable, if not the only ones, for managing sensitive data.  
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Appendix 

Prompt 1 - Extracting Law References  

Gpt4-omni Prompt 

#task 

Extract from the text (#text) any reference to regulatory documents contained in it and insert them into a 

list (e.g. ["regulatory document name": ["article 1","article 2",...]]). I will provide you an example (#text 

(example)) and the expected output (#output (example)): 

#text (example) "In accordance with Article 425 (1) of Regulation (EU) No. 575/2013 (CRR) institutions may 

exempt contractual liquidity inflows from borrowers and bond investors arising from mortgage lending 

funded by covered bonds eligible for preferential treatment as set out in Article 129b (4-6) of CRR or by 

bonds as referred to in Article 52(4) of Directive 2009/65/EC from the 75% inflow cap." 

#output (example) "["Regulation (EU) No. 575/2013 (CRR)": ["425","129b"], "Directive 2009/65/EC" : ["52"]]" 

#text 

> text_to_extract 

#output (list only) 

This prompt was used to extract any reference to regulatory documents from the provided text_to_extract) 

(placeholder to input text)  
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Prompt 2 - Answer Generation 

 

This prompt was used to generate answer given a question and context. #examples section (placeholder to include 5 

examples) and enhanced_context (placeholder to include CRR articles), highlighted in yellow, were used only for multi-

step approach. 

 

 
 

Liquidity Risk regulations. The user’s query specifically pertains to Regulation (EU) No. 575/2013 (CRR) or 
Delegated Regulation (EU) No. 2015/61 (LCR DA).""" 

#task 
Answer the question based on the instructions below. 

   
  
 . Leverage the Provided Context (#context  

  
user’s specific scenario. 

   
  

 
 Use only the information provided in the context and examples (if provided) to answer the question. 
 Craft a well-reasoned and informative response that covers all aspects of the user’s query. 
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Prompt 3 - LLM as Evaluator 

 

This prompt was used to compare an AI-generated answer (#generated answer) to an official one (#official answer), 

rating its correctness, completeness, and providing an explanation. 

 

 

 

 

 

 

 

 

 

 

  
 

 

 

 Correctness: A #generated answer is correct if its content aligns with that of the #official answer. 
  

 
Your task is to act as an evaluator and rate the #generated answer according to the following scale: 

 
RATING 2: The #generated answer is incorrect but either complete or partially complete compared to the 

 
incorrect. 

 
#official answer, but some information from the #official answer is missing. 

 
 

 

   
 

   

Compute the score in the following case: 

 

  

 

  

 

  

 
 

Output: 
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Prompt 4 – Rerank 

Gpt4-omni Prompt 

You are RankGPT, an intelligent assistant that can rank passages based on their relevancy to the query. 

I will provide you with num passages, each indicated by number identifier []. 

Rank the passages based on their relevance to query: {query}. Search 

Query: {query} 

Rank the {num} passages above based on their relevance to the search query. 

The passages should be listed in descending order using identifiers. The most relevant passages should be listed 

first. 

The output format should be [] > [] > [] > [] > ..., e.g., [1] > [2] > [3] > [4] > ... 

Only response the ranking results, do not say any word or explain.  
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Prompt 5 Examples Filter Prompt 

Gpt4-omni Prompt 

You are a virtual assistant for the European Banking Authority (EBA), responsible for analyzing inquiries related 
to Liquidity Risk regulations under Regulation (EU) No. 575/2013 (CRR) and Delegated Regulation (EU) No. 
2015/61 (LCR DA). 

Your task is to filter out irrelevant examples provided by the user. 

Follow these instructions to determine which examples are not useful for addressing the user’s specific 

question. 

1. Understand the user’s question (#question) by identifying its core topic, keywords, and references to

relevant regulations or concepts.

2. Analyze the provided context (#context), including the operational details and CRR articles referenced,

toclarify the regulatory framework applicable to the question.

3. Review the examples (#examples), which are numbered from 1 to 5 and contain separate Q&A entries,each 

with its own context and answer.

4. Evaluate the relevance of each example by checking if it directly contributes to answering the

user’squestion based on: - Relevance to the regulatory topic or specific articles mentioned in the question. - 

Applicability of the example’s context to the user’s scenario. - Alignment with the CRR or LCR DA framework 

relevant to the question.

5. For each example, determine if it is irrelevant and briefly justify why it does not provide useful

informationfor the specific question.

6 Output a list of the relevant examples by their number (do not provide any short justification but only the 

list of number).

#question: 

question 

#context: 

context 

#examples 

examples 
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