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Abstract

How are firms’ size and market power related? Using merged micro-data about pro-
ducers and consumers, we show that a firm’s size is mainly related to its number of
customers, while its market power is associated only with average sales per customer.
We study the macroeconomic implications of these facts by developing a firm dynamics
model with customer acquisition and endogenous markups. By allowing firms to grow
through customer acquisition, our model associates higher concentration at the top of the
productivity distribution with a lower aggregate markup. Nonetheless, our quantitative
analysis reveals (1) higher markup dispersion relative to conventional models, and (2)
large welfare and efficiency losses due to misallocation of customers across firms. By
concentrating customers among more productive firms, the efficient allocation achieves
10.8% higher aggregate productivity, 14.6% higher output and 13.6% higher welfare than
the equilibrium allocation.
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1 Introduction

Canonical macroeconomic models of endogenous markups generate a close relationship
between relative firm size and market power at the micro level (e.g., Atkeson and Burstein,
2008; Edmond, Midrigan and Xu, 2018), and a similarly tight link between concentration
and misallocation at the macro level. While these relationships follow from the assumption
that all firms face the same individual demand curve (henceforth, the intensive margin), in
reality, firms spend vast resources to expand their customer bases, i.e., to shift their demand
curves (henceforth, the extensive margin).! How does endogenous customer acquisition
change our understanding of the relationship between concentration and misallocation?

In this paper, we answer this question by empirically and theoretically analyzing how
each margin of demand contributes to firms’ size and market power. First, we exploit a
novel merged dataset between individual product-level consumption data and producer-
level data to uncover the role of the intensive and extensive margins of demand for con-
centration and market power. Our motivational evidence reveals that while firms grow
mostly through the extensive margin of demand, their market power is mainly associated
with the intensive margin of demand. Second, we develop a theoretical framework with
endogenous customer acquisition and variable markups that is consistent with these facts
to study their implications for the misallocation of customers across firms, concentration,
and market power. Third, we quantify efficiency losses from the misallocation of demand
across firms and find that, relative to the efficient allocation, equilibrium aggregate TFP and
output are 10.8% and 14% lower, respectively.

Our first contribution is to document the following three facts by merging the Nielsen
Homescan Panel and Compustat datasets. First, differences in the size of firms’ customer
bases account for three-quarters of the variation in firms’ sales. Second, firms” markups are
not correlated with their number of customers. Instead, they are only positively associated
with average sales per customer. Third, in assessing firms’ abilities to shift their demand,
we find that firms’ non-production expenses are positively associated with the acquisition of
new customers but not with the retention of their existing customers, nor with their average
sales per customer. These motivational facts serve as the foundation of the theory that we
develop to understand the relationship between different sources of firm size and market
power.

In our model of firm dynamics, monopolistically competitive firms with heterogeneous
productivity spend resources to acquire new customers in the presence of business-stealing
externalities. Moreover, firms face a semi-kinked demand schedule from each customer,

which implies a higher demand elasticity and lower market power at higher relative prices

1 Arkolakis (2010) reports total spending in marketing of as high as 5% of GDP in the US.
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(Kimball, 1995). Hence, while firms hold market power over each customer, the total num-
ber of customers only shifts their demand, as in Phelps and Winter (1970). These mecha-
nisms link the model to our three motivating facts: our model allows firms to grow through
both margins of demand (first fact), creates a comovement between markups and sales per
customer, but not necessarily between markups and the number of customers (second fact),
and implies an endogenous relationship between sales and non-production costs (third
fact).

By allowing firms to grow through the extensive margin of demand, our model breaks
the direct relationship between firm size and market power that is generated by the inten-
sive margin of demand in canonical models. Since the extensive margin only shifts the
firms” demand curves, it does not directly affect firms” market power. However, it allows
for a relationship between size and market power through the costs and benefits of cus-
tomer acquisition, as opposed to a direct relationship between demand elasticity and size.
High-markup firms anticipate higher gains from additional customers, and invest more in
their customer bases, subject to technological constraints on customer acquisition. Hence,
once matched to the data, our model generates a similar relationship between firm size
and market power, but one that is inherently different from conventional models and has
notably different macroeconomic implications.

To study these macroeconomic implications, we characterize the efficient allocation in
our model. Under the efficient allocation, the social planner increases aggregate produc-
tivity by allocating more customers towards more productive firms while equalizing the
relative demand per customer across weakly substitutable varieties. This result contrasts
with the efficient allocation in conventional models, where the planner has one instrument
to target two mutually exclusive objectives: concentrate demand among more productive
firms to increase aggregate productivity or equalize demand across varieties to increase util-
ity from consumption. In our model, this trade-off is non-existent because the planner uses
both margins of demand as instruments to achieve both objectives.

Even though our model implies lower distortions due to size differences across firms
when they mainly grow through the extensive margin, welfare losses are potentially larger.
This result follows from the observation that the endogenous allocation of customers pushes
the Pareto frontier of our economy beyond what the conventional models would suggest.
While the uniform allocation of customers across firms is still feasible, the planner improves
on this allocation by concentrating customers among more productive firms. Hence, welfare
losses can be large if the equilibrium allocation of customers is sufficiently distorted. Thus,
our analysis unveils a novel source of efficiency losses due to the misallocation of customers.

Next, we calibrate the model to study its quantitative implications, and to measure the

differences in the allocation of customers, aggregate productivity, and welfare between the
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equilibrium and the efficient allocation. One of the key challenges in this analysis is to iden-
tify model parameters that determine the equilibrium allocation of customers across firms.
To do so, we devise a strategy based on the model’s predictions that we implement with
available data on firms’ sales and cost structures. At the core of this strategy is the comove-
ment between a firm’s sales and its non-production expenses (conditional on production
expenses that control for confounding factors), which is informative of returns to scale in
the customer acquisition technology.

With the calibrated model at hand, we conduct two exercises to analyze the micro- and
macroeconomic consequences of endogenous customer acquisition in a model with variable
markups. First, we provide comparative statics by comparing our equilibrium with those
obtained in a restricted version of our model, in which customers are uniformly distributed
across firms (as in conventional models). This restriction has large aggregate consequences.
By forcing firms to switch their sales growth strategy from expanding their customer base
to increasing their sales per customer, the top 5% sales share declines from 50% to 17%,
but the aggregate markup increases by 12 percentage points. By giving more customers to
less productive firms, relative to our baseline model, the restricted model features higher
entry but much lower aggregate TFP and output. Thus, our model cautions against using
measures of concentration to infer the degree of market power, and more generally, the
degree of misallocation in the economy. Moreover, calibrating both models to the same set
of moments, our model generates a higher degree of markup dispersion, which anticipates
the large degree of misallocation that we find.

Our second quantitative result is that the misallocation of demand has large negative
effects on efficiency and welfare: the consumption equivalent welfare gains of the repre-
sentative household under the efficient allocation is 13.6%. The majority of this gain is
coming from the efficiency gains in aggregate TFP under the planner’s allocation, quanti-
tied at 10.8% higher than in the equilibrium. The planner achieves higher aggregate TFP by
reallocating customers from low productivity firms to the most productive ones. Indeed, in
the efficient allocation, the top 5% sales share increases by almost 40%, and the number of
operating firms declines by 11%. Finally, we verify that these results are mainly driven by
customer misallocation, which in the equilibrium is determined by the degree of decreas-
ing returns to advertising. To do so, we show that by moving half-way from the calibrated
model to an economy with constant returns to advertising, differences become much less
pronounced. Compared to this new equilibrium allocation, the efficient allocation generates
only 3.2% higher TFP, 4% higher welfare, and 15% higher concentration.

Literature review Our paper is closely related to canonical macroeconomic models of en-

dogenous market power, such as Rotemberg and Woodford (1992), Atkeson and Burstein



(2008), and Edmond, Midrigan and Xu (2018), which predict a positive relationship between
a firm’s market share and its ability to exert market power.? Our contribution to this litera-
ture is twofold. From an empirical perspective, we provide evidence that market power is
associated only with average sales per customer. From a theoretical perspective, we provide
a theory that links market power to the empirically relevant measure of concentration. By
endogenizing the extensive margin of demand in our framework, our calibrated model as-
sociates market concentration with higher markup dispersion but lower aggregate market
power, relative to canonical models.?

Our model also relates to a large body of work that analyzes the consequences of endoge-
nous customer acquisition through marketing or advertising activities (see, e.g., Arkolakis,
2010; Perla, 2019).4 Moreover, Fitzgerald, Haller and Yedid-Levi (2016) and Fitzgerald and
Priolo (2018) present empirical and model-based evidence in different settings in favor of
these models. In a related theme, Kaplan and Zoch (2020) analyze the implications of ex-
pansionary activities of firms for the distribution of labor income. Finally, recent analysis
by Einav, Klenow, Levin and Murciano-Goroff (2020) provide broader evidence of the im-
portance of the size of customer base for firm size, and study the implications of customer
acquisition in a growth model with constant markups. Relative to this literature, our main
empirical contribution is to document the relationship between markups and different mar-
gins of demand. Furthermore, our main theoretical contribution is to analyze a model with
variable markups and endogenous customer acquisition based on advertising activities. We
embed this framework in a firm dynamics model (as in Hopenhayn, 1992) to study the mis-
allocation of demand across firms by providing a comparison between the equilibrium and
the efficient allocations.

Our paper is also related to the literature that analyzes the role of misallocation of pro-
duction inputs across firms in affecting aggregate TFP (see the seminal work by Restuc-
cia and Rogerson, 2008; Hsieh and Klenow, 2009). This literature has focused on multiple

2A similar relationship holds in models used in the international trade literature (see, e.g., Gopinath and
Itskhoki, 2010; Hottman, Redding and Weinstein, 2016; Amiti, Itskhoki and Konings, 2019). See also Burstein,
Carvalho and Grassi (2020) for novel evidence on how markups and relative size are related at the firm,
industry and aggregate level.

3Thus, our model echoes a familiar argument against using measures of concentration to make predictions
about changes in market power. A similar point has been raised by Syverson (2019), Neiman and Vavra
(2019) and Covarrubias, Gutiérrez and Philippon (2020). For empirical analysis of the relationship between
concentration and market power, see De Loecker, Eeckhout and Unger (2020), Crouzet and Eberly (2019) and
Autor, Dorn, Katz, Patterson and Van Reenen (2020).

4See, also, Drozd and Nosal (2012); Sedlacek and Sterk (2017). Furthermore, for models of customer ac-
quisition through dynamic pricing see Phelps and Winter (1970); Bils (1989); Rotemberg and Woodford (1999);
Ravn, Schmitt-Grohé and Uribe (2006); Nakamura and Steinsson (2011); Dinlersoz and Yorukoglu (2012); Gou-
rio and Rudanko (2014); Foster, Haltiwanger and Syverson (2015); Cabral (2016); Gilchrist, Schoenle, Sim and
ZakrajSek (2017); Hong (2017); Paciello, Pozzi and Trachter (2018); Bornstein (2018). We further discuss the
relationship between our paper and these two branches of the literature in Section 3.7.



sources of misallocation: endogenous market power (Edmond et al., 2018; Peters, 2020), in-
formation frictions (David, Hopenhayn and Venkateswaran, 2016), adjustment costs (Asker,
Collard-Wexler and De Loecker, 2014), financial frictions (Buera, Kaboski and Shin, 2011;
Midrigan and Xu, 2014), and the interaction between frictions and the input-output struc-
ture of production (Bagaee and Farhi, 2019; Bigio and La’O, 2020). We contribute to this
literature by highlighting a new source of distortions in aggregate productivity that stems

from the misallocation of customers across firms.

Layout The paper is organized as follows. Section 2 describes the data and conducts the
empirical analysis. Section 3 presents the model, and characterizes both the equilibrium
and the efficient allocation. Section 4 presents the calibration strategy and results. Section
5 compares the baseline model with a restricted model to illustrate the role of endogenous

customer acquisition. Section 6 quantifies efficiency losses. Finally, Section 7 concludes.

2 Motivating Facts

In this section, using micro-level data, we document three new facts that shed light on the
importance of customer bases for firm dynamics and price-cost markups. To summarize,
we find that:

Fact 1. Firms mainly grow by acquiring new customers, as opposed to increasing their av-
erage sales per customer.

Fact 2. Price-cost markups are correlated only with average sales per customer and are un-

related to the number of customers.

Fact 3. The acquisition of new customers is associated with the firm’s non-production ex-

penses, whereas average sales per customer are not.

Our theoretical analysis in Section 3 integrates these facts to understand the implications

of customer acquisition for misallocation, market concentration and welfare.

2.1 Data Description

We construct a detailed customer-firm-matched dataset to decompose firms’ sales into the
size of their customer bases and average sales per customer. Formally, we consider the

following exact decomposition of log sales of firm i (In S;):

InS; = Inm; +1n(piq;), (2.1)



where m; is the number of customers firm i is facing, p; is the price it charges, and g; is the
average quantity purchased per customer.

To measure the number of customers each firm has, we use the Nielsen Homescan Panel,
made available by the Kilts Marketing Data Center at the University of Chicago Booth
School of Business. The data contain approximately 4.5 million barcode-level product sales
recorded from an average of 55,000 households per year in the United States. Nielsen sam-
ples households and provides in-home scanners to make those sampled households record
their purchases of products with barcodes. A barcode is a unique universal product code
(UPC) allocated to each product and is used to scan and store product information. Each
household is assigned a sample weight—or a projection factor—by Nielsen based on ten
demographic variables to make the sample nationally representative.” Nielsen assigns a
broad product-group label for each product, such as pet food and school supplies, and
records information about the retailer a household visited to purchase products at a given
time. According to Nielsen, the Homescan Panel covers approximately 30 percent of all
household expenditures on goods in the consumer price index (CPI) basket. The data we
use covers the 2004-2016 period.

Next, we combine the Nielsen database with GS1 US Data Hub to group individual
products according to their producing firms and merge in other firm-level information. GS1
is the business entity that provides barcodes to products and records the firm name for each
UPC available in the Nielsen data. This allows us to link customer- and producer-level data
for each product. The definition of a firm is based on the unit that purchased barcodes from
GS1. Therefore, a firm in our data corresponds to either a manufacturer or a retailer.

Finally, we incorporate firm-level balance sheet information from Compustat to ana-
lyze firms’ cost structures.® Compustat includes panel data on publicly traded firms since
1960. With the caveat that this dataset covers only publicly listed firms, it constitutes the
main source of data for firm-level analysis in the US and has been used in the recent litera-
ture on price-cost markups (see, for example, De Loecker et al., 2020; Edmond et al., 2018;
Traina, 2019). Throughout the analysis, we focus on two measures of a firm’s costs from
Compustat. From an accounting perspective, a firm’s costs associated with the running of
the firm are captured in the Operating Expense (OPEX), which is divided into the Cost of
Goods Sold (COGS, production costs) and Selling, General, and Administrative Expenses

5The ten demographic variables are: household size, household income, head of household age, race,
Hispanic origin, male head education, female head education, head of household occupation, the presence of
children, and Nielsen county size.

6We match the Nielsen-GS1 database with the Compustat database, similar to what has been done in Ar-
gente, Lee and Moreira (2018). We use the “reclink” STATA software command based on company name after
standardizing it with the “std_compname” command (Wasi and Flaaen 2015). Once Stata reports the match-
ing rate for each observation, we keep those having higher than .99 matching rate. We manually check the
company name for every observation and drop inconsistent matches.



(SGA, non-production costs). According to Compustat, COGS includes “all expenses that are
directly related to the cost of merchandise purchased or the cost of goods manufactured that are with-
drawn from finished goods inventory and sold to customers”. It records costs attributable to the
production of the goods sold by a firm, and its typical categories are the cost of labor and
intermediate inputs used in production. On the other hand, SGA expenses include “all com-
mercial expenses of operation (such as expenses not directly related to product production) incurred
in the regular course of business...”. It includes the costs incurred to sell and deliver products
and services and the costs to manage the company, and typical categories are advertising,

marketing, shipping, research and development, among others.

Table 1: Summary Statistics

Variable N Mean SD p10 p50 p90
Panel A: Nielsen-GS1, Firm-Product Group-Year Variables
Sigt 557,820 6,708.16 64,961.12 397  126.08 5,170.55
Pigtdigt 557,820 10.03 20.14 1.96 5.88 19.50
Migt 557,820  500.79  2,789.82  0.82 19.83 639.87
mgfw 557,820  250.34 988.95 0.48 16.03 424.89
mos 557,820 25045 1,963.09  0.00 1.60 194.18
Panel B: Nielsen-Compustat, Firm-Year Variables
SGA; 2,101 2,009.17 4,993.82 7.63  299.09 4,882.24
COGS;; 2,299 7,147.11 18,5558.75 1717 1,123.66  17,251.26
OPEX;; 2,299 9,147.10 21,337.48 2572 1,620.66  24,212.49
SGA-to-OPEX;; 2,101 0.30 0.20 0.08 0.27 0.58
Sales-to-COGS;; 2,299 1.79 1.06 1.14 1.49 2.61

Notes: The Nielsen-GS1 data in Panel A has 40,418 firms and 109 product groups in the period of 2005-2016.
Sigt denotes sales of firm i in product group ¢ and time ¢, p;¢;4;¢ sales per customer, m;¢; number of customers,

mgfw new customers in year t who did not purchase products in year ¢ — 1, and m%d customers who purchase
the products consecutively in year t — 1 and t (m;¢; = mg‘fw + m%d). Sigt is measured in thousands US dollar,

and Mgy, mg’fw, and m?gltd are in thousands of customers. All Nielsen variables are projection-factor adjusted.

The Nielsen-Compustat data in Panel B has 332 firms in the period of 2005-2016. All cost-side variables are in
millions US dollar and are deflated with the GDP deflator.

Table 1 presents summary statistics of the customer-firm matched data. Nielsen-GS1
data reveals that much of the firm-group-year sales is driven by the number of customers,
not by average sales per customer: more than 500,000 customers spend only $10 approxi-
mately for each product group and firm per year on average. Among the total number of

customers firms serve in product group g, approximately half of them are new customers



in any given year. Inspecting the SGA-to-OPEX ratio shows that non-production costs rep-
resent on average approximately 30% of the total costs and are an important component of
a firm’s total operating costs. However, there is a large degree of heterogeneity in firms’
cost structure in the Nielsen-Compustat data. For example, the p90-p10 gap of the SGA-
to-OPEX ratio is around 50%. Although we only have 332 firms in the Nielsen-Compustat
matched data, these cover close to one-fourth of total sales in Nielsen. Appendix A provides
a description of the data-cleaning procedure along with a more detailed description of the
data.

2.2 Results
2.2.1 The Role of Customer Base for Sales Growth

We start by documenting that the main source of variation in firm sales is the variation in the
number of customers, rather than average sales per customer. Following Equation (2.1), Ta-
ble 2 decomposes the variance of log sales into the variances of log sales per customer and
log number of customers, as well as the covariance between these two components. The
number of customers accounts for approximately 80% of the variation in sales across firms.
Average sales per customer accounts for approximately 11% of the variance of sales, and
the covariance accounts for the rest.” These results parallel the findings in contemporary
work by Einav et al. (2020). Using transaction-level data for a broad set of industries, they
document that differences in customer bases account for 74% of sales variation across mer-
chants. This shows that our finding extends beyond the consumer packaged goods sector

and is representative of similar patterns in a wider set of industries.

Var(In Siey)  Var(In pigsqie)  Var(Inmig;)  2Cov(In pigpige,In migy)
7.5807 0.8672 6.1146 0.5989

Table 2: Decomposing the Variance of Sales

Notes: Sjo; denotes sales, pjq1giq; sales per customers, and m;¢; the number of customers. We use 557,820 firm-
group-year-level observations in Nielsen-GS1 data. Sales and the number of customers are projection-factor
adjusted.

In addition to decomposing sales in the cross-section of firms, we find that the acqui-
sition of new customers is also the main driver of firms’ sales growth. As firms enter the
economy, they can grow in two ways: either by selling more per customer or by selling to

more customers. To document this fact, we analyze firm growth patterns after entry. We

7Our decomposition results are similar when we instead use the first-difference of log sales; approximately
78%, 20%, and 2% of the variation are explained by the A log number of customers, A log average sales per
customer, and the covariance between the two, respectively.
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mark a firm’s entry as the time when it appears in our data for the first time. To be conser-
vative, we drop entry events that occurred in the first four years in the dataset.® To quantify
the importance of each margin, we estimate the following equation:

8
InS;; = Z dal(age;,; = a) + A+ Ay + e,
a=1
where S;; stands for sales and its components of firm i in year t, age;, is the number of
years firm i stayed in the economy after entry in year t, and A; and A; are the firm and year
tixed effects, respectively (see Argente, Lee and Moreira (2019) for a similar analysis of the
life-cycle of individual products). The parameters of interest are J,, which measures the

dynamics of average sales and its components over the life-cycle of the firm.

0 2 4 6 8
Firm Age
—*—In Sn s Inp,q,
——4&—-1Inm,

Figure 1: Decomposition of Firm Sales Growth by Firm Age

Notes: This figure plots the average firm sales, sales per customers, and number of customers for each firm-age
based on Equation (2.2.1), after controlling for firm and year fixed effects. The blue circled line denotes average
log sales. The red diamond line denotes average log sales per customer. The green triangle line denotes the
average log number of customers as a dependent variable. There are 40,442 observations and 9,990 firms that
newly enter the economy starting from the year 2008 in the Nielsen-GS1 data. All estimates are normalized
based on age 0. All variables are projection-factor adjusted.

Regardless of the firm age, sales growth is mostly attributed to the increase in the num-
ber of customers. Figure 1 plots the average log sales as a function of firm age (J,;) and

decomposes it into the average log number of customers and the average log sales per cus-

8There is a large increase in the number of households and firms in the Nielsen Homescan Panel data in
the years 2006 and 2007. We choose the years 2004-2007 as the initial period to make the analysis conservative.
Thus the maximum firm age in our sample of entrants is eight years.
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tomer. At age 1, differences in the number of customers explain approximately 78% of dif-
ferences in sales, whereas sales per customer explain approximately 22% of sales. Although
the importance of the number of customers decreases as firms become older, on average, it
still explains approximately 70% of sales for the maximum firm age observed in the data.
Results are robust to including only those firms that survive at least 3 or 5 consecutive years
and analyzing average monthly sales as the dependent variable, which accounts for entry
throughout the year. Since the degree of durability of a product might affect the ability of
firms to grow through different margins, we repeat the analysis by splitting products ac-
cording to their durability and find similar patterns within both subsamples. See Appendix
B for further details.

2.2.2 The Relationship between Firm Size and Markups

Armed with the empirical evidence showing that differences in firms’ size stem mainly from
differences in the size of their customer bases, we revisit the predictions of a large class of
models that relate a firm’s size with its market power (see, e.g., Rotemberg and Woodford,
1992; Atkeson and Burstein, 2008; Edmond et al., 2018). These models predict that larger
tirms charge higher markups. Our decomposition of firms’ sales in Equation (2.1) raises
the following question: which margin of sales captures the relationship between size and
markups? We answer this question by estimating the following regression equation:

InMarkup;, = a1 Inpiqir +apInmg + Agp + €, (2.2)

where Markup;, is the price-cost markup charged by firm 7 at time ¢. The sector-year fixed
effects Ag; absorb all the variation at the sector-year-level, which allows us to interpret
markups and measures of size in relative terms. To measure markups we follow the method-
ology by De Loecker et al. (2020), where markups are equal to the inverse variable cost share
of sales multiplied by the output elasticity with respect to those variable inputs. Because
this methodology does not require information on all variable costs, we follow De Loecker
et al. (2020) and use data on COGS from Compustat as a measure of variable costs. In addi-
tion, since we are interested in relative markups within industries at a given point in time,
our specification in Equation (2.2) absorbs the output elasticity with the set of fixed effects.’

We find that firms” markups are highly correlated with their sales per customer but are

9The main challenge in the estimation of markups lies in the estimation of the output elasticity using only
data on firms’ revenues (see Bond, Hashemi, Kaplan and Zoch, 2020). Given our focus on relative markups,
we do not need to estimate output elasticities. Instead, our regression specification incorporates a set of fixed
effects which absorb these output elasticities. The underlying assumption we make, which is standard in the
literature, is that the output elasticity with respect to COGS remains constant across firms within an industry
and/or time.
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In Markupj;

1) (2) 3) 4) (@)
In pidic 0.092°* 0.091"* 0.060"* 0.059"** 0.060**
(0.033)  (0.033) (0.022) (0.022) (0.024)

In mj; -0.002 -0.002 0.002 0.002 0.003
(0.006) (0.006) (0.007) (0.007)  (0.007)
Observations 2433 2433 2433 2433 2433

R? 0.046 0.047 0.311 0.313 0.338
Year FE v v

SIC FE v v

SIC-year FE v

Table 3: Markups, Sales per Customer, and Number of Customers

Notes: * p < 0.10, * p < 0.05, ** p < 0.01; standard errors are clustered at the firm-level. Markups are
measured as the Sales-to-COGS ratio. The variable In p;;4;; denotes the log of the average sales per customers
and Inm;; denotes the log number of customers. SIC industries corresponds to a two-digit SIC code. All
Nielsen variables are projection-factor adjusted.

unrelated to their number of customers, as reported in Table 3. Results are robust to includ-
ing different combinations of year and sector fixed effects. With the inclusion of industry-
time fixed effects, our results show that firms that charge higher markups have a higher
market share in terms of sales per customer, not in terms of the number of customers. That
is, the relevant notion of market share is based on sales per customer. Appendix B presents
results of an alternative specification that replaces the number of customers with a firm’s

sales. The greater importance of sales per customer in explaining markups remains.

Additional Evidence Based on Product-level Markups Our results in Table 3 are limited
by the scope of the Compustat dataset, which focuses on large public firms and firm-level
markups. To demonstrate the external validity of these results, we perform two compli-
mentary analyses by using alternative measures of markups and samples. In the first ap-
proach, we measure the retailer-product-level markup as the difference between the retailer-
product-level price available from the Nielsen Homescan Panel data and the wholesale
cost obtained from the Nielsen PromoData, which is similar to the approach followed in
Gopinath, Gourinchas, Hsieh and Li (2011) and Stroebel and Vavra (2019). In the second
approach, we analyze the relationship between markups and each margin of demand by
exploiting the rich dimensions of our data and controlling for marginal costs through an
extensive set of fixed effects. This approach is similar to that of Fitzgerald et al. (2016) and
is valid under the assumption of common marginal costs across different subsets of obser-
vations. Appendix B.1.3 provides detailed descriptions of both approaches.
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Although we switch the focus to product-level markups and a broader sample of prod-
ucts and firms, both of our alternative approaches generate results consistent with those in
Table 3: markups are positively associated with average sales per customer, but not with
the number of customers.

2.2.3 Customer Acquisition and Firms” Non-production Costs

Our last set of results examine the scope of firms’ control to grow through different margins
of sales. For this, we use data on SGA expenses, which capture firms’ expenses on expan-
sionary activities, and provide empirical evidence indicating that: (1) firms that spend more
non-production costs have larger sales, and (2) these costs are associated with the number
of new customers firms acquire, but not with the number of old customers or average sales

per customer. More specifically, we estimate the following specification:
InSjor = ¥ InSGA;; + Xjpv + Ajg + Ast + Agt + gt

where S;,; stands for sales and its components of firm i in product group g and year ¢, X,
is a vector of firm-time-level control variables, Ajg are firm-product-group fixed effects, Ay
are 2-digit SIC-year fixed effects, and A¢; are product-group-year fixed effects. We allow
for both product-group fixed effects and firm-SIC-code fixed effects to compare products
within fine product categories. The vector of controls X/, includes lagged total sales and
lagged total number of customers, which allow us to compare firms with similar sizes and
customer bases. The coefficient of interest is vy, which captures the correlation between total
sales (and its components) and SGA expenses.

As shown in the first column of Table 4, firms that spend more on SGA expenses have
larger sales. Moreover, the second and third columns show that approximately 95% (0.090/0.095)
of the correlation between sales and SGA expenses is due to the correlation between the
non-production costs and the number of customers, not to the correlation with the average
sales per customer. Finally, the last two columns further decompose the correlation of SGA
expenses with the size of firms” customer bases into the acquisition of new customers and
the retention of old customers. We find that, while there is a strong correlation between SGA
expenses and the number of new customers, the regression coefficient for old customers is
neither economically nor statistically significant. These results show that non-production
costs of firms are associated with the acquisition of new customers, rather than maintaining
the existing customer base.!”

We have shown that firms” SGA expenses contribute to firm size only through customer

10As shown in Appendix B, we find similar results in our subsamples of durable and non-durable products.
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Decomposition of In Sigy  In mjg: New vs. Old

(1) (2) (3) (4) )
InS Inpg Inm  InmNw  InmOd
In SGA; 0.095*** 0.005 0.090*** 0.095*** 0.016
(0.036) (0.014) (0.028)  (0.032) (0.027)
Observations 13131 13131 13131 13131 13131
R? 0962 0909  0.965 0.943 0.961
Firm-year Controls v v v v v
Group-year FE v v v v v
SIC-year FE v v v v v
Group-firm FE v v v v v

Table 4: Sales and SGA: Decomposition

Notes: * p < 0.10, * p < 0.05, ** p < 0.01; standard errors are two-way clustered at the firm and product
group level. S denotes total sales, pg the average sales per customers, m the number of customers, mNeW
the number of new customers, and m°'d the number of old customers. New customers are defined as the
customers who do not purchase firm i’s products in group g at time ¢t — 1 but start to purchase those products
at time t, whereas old customers are the customers who consecutively purchase firm i’s products in group g in
both t — 1 and t (m = mNeW + ;O1d), SIC industries corresponds to a two-digit SIC code. All Nielsen variables
are projection-factor adjusted.

acquisition. Since firms’ markups do not depend on the size of their customer base, the ex-
tent of firms’ abilities to grow through investing in their customer bases weakens the rela-
tionship between firm size and market power. Anticipating our results in the theory, the ex-
tent to which firms can grow through customer acquisition depends on a variable component
of SGA expenses, which has been a topic of discussion in the recent literature (see Traina,
2019; De Loecker et al., 2020). The correlation between sales and SGA expenses in Table 4
is indicative of such a variable nature of these costs. However, as we show in Appendix B,
this contemporaneous correlation is weaker than the one between sales and COGS—which
is commonly considered as a measure of variable production costs. Therefore, total SGA ex-
penses seem to be composed of both variable and fixed components. While the Compustat
dataset is not detailed enough to separate these components, in our model we incorporate
both components and provide a strategy to measure how much firms can grow through

investing in their customer bases.

3 Model

Time is discrete and is indexed by t € {0,1,2, ... }. The economy consists of a representative
household with a unit measure of individual members denoted by j € [0,1] and a measure

of firms that operate in a representative industry and produce weakly substitutable goods.
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We index firms by i € N;, where N; is the set, and with a slight abuse of notation, the
measure of producing firms at time . We assume that only customers of a firm can purchase
its product.

3.1 Households

At any given time, the representative household supplies labor to the firms in a competitive
labor market and forms demand for the varieties produced by firms, taking their prices as
given. We let m;; denote both the measure and the set of variety i’s customers, and write
j € m;; when member j is a customer for variety 1.

Preferences The household members jointly maximize their utility using a Kimball aggre-

gator for aggregating their consumption utility. They solve:
1—9 L1+1p

= C
max Z gt — gt
{CoLucijn)icm } =0 [1 —y 1+

Yy (9 djai = 1

Ny r1 o N; .
/0 /0 Pi,tCi,j,td]dZSWtLt-F/O I di — Ty,

(3.1)

where ¢; j; is the consumption of member j from variety i, p;; is the price of variety i, C; is
the household’s aggregate consumption, L is total labor supply of the household, W; is the
wage, I1; ; is the profit of firm i and T; is an aggregate lump-sum tax. Moreover, the function
Y(.) is strictly increasing and strictly concave with Y(1) = 1.11

Demand for Varieties The first property of the demand is that all the customers of variety
i choose to purchase the same amount of it, where the other members of the household
purchase none:

aj _ Y7 () g€

Ct 0 JE miy

y y -1
Here, D; = UieNt fol 1{jem,-,t}Clc'_];tY/ (%—T) djdi] is an aggregate demand index and P is the
price of the aggregate consumption good, which, henceforth, we normalize to one.'? There-

fore, the household’s total demand for variety i is proportional to the number of its customers

1n the case of the CES aggregator, Y(x) = x1="" where 0 is the elasticity of substitution across varieties.
121n the special case where the aggregator is CES, this demand index takes a value of 1/ (1 — ¢~ 1); however,
with the generalized Kimball aggregator this quantity is not necessarily a constant. Moreover, one could
characterize the equations that pin down P; and Dy in terms of prices rather than quantities. These equations
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and is characterized by the following demand function:
1 .
Ci,t = /0 1{j6milt}ci,jlfd] = mi/tqi,tCt (32)

-1 ( Pit
qit =Y (PtDt>’ (3.3)

where ¢;; is total demand for variety i, and g;; is the relative demand per customer of variety

i. The expression in Equation (3.2) maps our theory of demand to the starting point of our
empirical analysis in Equation (2.1), where we decomposed the sales of a firm to its number

of customers times its sales per customer. In our model, the same decomposition holds:

In(S;4) =Inm;; +Inp; ;Y (%) +InC;.
t
It is important to note that this decomposition relies on the homogeneity of household
members’ preferences for the variety of firm i, or alternatively on the lack of sorting in how
customers are matched to certain firms. In Appendix C, we introduce an extension of the
model with heterogeneity in tastes as well as sorting and provide motivational evidence for

why we abstract from them.

Elasticities and Super-elasticities of Demand To generate variable markups, following
Edmond et al. (2018), we use the Kimball aggregator function from Klenow and Willis (2016)
for our quantitative analysis:

whereT(.,.) is the incomplete Gamma function.!? Intuitively, Kimball demand is a smoothed
version of a kinked demand curve (Dotsey and King, 2005; Basu, 2005) where the relative
demand is more elastic to the price at higher relative prices. Implementing this functional
form in Equation (3.3), we can derive the following expression for the relative demand per

are:

which jointly determine P; and Dy.
Br(s,x) = [ e tdt.
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customer for firm i at time ¢:

R P Pit i
Qi = [1 17ln <—Dt(1 _Ul))} , (3.4)

Moreover, this specification for Y(.) is a generalization of the CES case with parameters
c > 1and n > 0 that vary the elasticity and super-elasticity of demand. Formally, these
quantities are given by

dln(ciy) -1 . 3n(e(qiy)) ¢

T Tamn(py) T T T I T

where ¢;; is the expression for the elasticity of demand and shows that with the Kimball

S=

aggregator, the demand elasticity is a decreasing function of the relative demand per cus-
tomer. In the special case when the super-elasticity of demand approaches zero (3 — 0),
we are back to the standard case of the CES aggregator with ¢ being the constant elasticity
of substitution across varieties.

Dynamics of Customer Bases Firms launch advertising campaigns to attract new cus-
tomers from a pool of newly separated consumers. Two processes in the model cause sep-
aration and make potential customers available to all firms: at the end of each period, (1)
all customers of exiting firms separate, and (2) customers of incumbent firms separate at an
exogenous rate of § € [0,1]. Furthermore, we assume that the total number of matches that
can be generated is fixed and exogenous to the advertising choices of firms. Without loss of
generality, we normalize the total mass of matches to 1. This implies that while advertising
affects the distribution of customers across firms, it does not increase the total number of
customers that buy from an industry (see, e.g., Einav et al., 2020, for a similar assumption).
We discuss this assumption further in Section 3.7.

Formally, we assume that operating firm i at time t posts 4;; > 0 ads to acquire new
customers. Every available member then draws one ad from the pool of all available ads
and is matched to the firm that they draw. Therefore, the number of new customers that firm
i acquires at time ¢ is proportional to the number of ads that it posted, but it is normalized
by the total number of ads posted by all firms as well as the pool of available members at

any given time. Hence, firm i’s customer base evolves according to:

ajt
7
Pm t

7

mip < (1—6)mip 1+ (3.5)

where the inequality captures the notion that there is free disposal of customers should the

firm choose to exercise that option. Moreover, we interpret P, ; as the cost of a new customer
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in units of ads: it is the number of ads that a firm needs to post to get one new customer

and is determined in the equilibrium so that the matching market clears ( fol m;di = 1):

_ fONt ﬂi,tdi
1—(1-0) [y di

m,t

This expression shows that the cost of a match decreases with the total number of separated

customers and increases with the total number of posted ads by all firms.

Labor Supply The household’s labor supply is characterized by the following standard
intra-temporal Euler equation: éL;’b = W;C, .

3.2 Firms

On the firm side, we assume a structure with endogenous entry and exit, with the follow-
ing timeline of events—as summarized in Figure 2. At the beginning of each period, a set
of potential entrants are born with an initial productivity and decide whether to enter or
not. Incumbents also draw a new productivity in the beginning of each period and decide
whether to stay or exit. After entry and exit decisions are made, all firms pay an overhead
cost of operation, decide on advertising campaigns, set prices and produce to meet demand.

In the rest of this section, we provide a detailed description of these decisions.

Entry and Exit Decisions At each period f, a measure A of potential entrants are born,

each with an initial productivity z; ; drawn from a log-normal distribution:
ln(zi,t) ~ N(Zgnt, (TZZ) (36)

We let A; denote the set of these potential entrants at t. Incumbents, i.e., firms that en-
tered the economy at least one period ago, also draw new productivities according to the

following AR(1) process:
In(zj;) = pIn(zie—1) +€ir, € ~ N(0,07) (3.7)

With new productivities drawn, each incumbent or potential entrant then decides whether
to stay in the economy or to dropout.!* We refer to this decision by 1;; € {0,1}, with 1

14Following Clementi and Palazzo (2016) and Ottonello and Winberry (2018), we allow for the mean of
incumbents’ productivity distribution—normalized to 0—to be different than that of entrants, Z.,;. This intro-
duces a natural trend in firms’ productivity based on their age and allows us to account for differences in size
across age-groups, as reported in the Business Dynamics Statistics (BDS).
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being an indicator for entering or staying. Finally, all the incumbent firms who decided to
stay draw Bernoulli survival shocks, v;, that are equal to 1 with probability v € [0,1], and
drop out if v;; = 0. We assume v;; is i.i.d. across firms and time.

Figure 2: Timing of Events

° 2 > > >
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& o > e & &
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Notes: The figure shows the timing of firms’ decisions in the model.

Advertising, Pricing and Production Decisions Firms who stay or enter the economy pay
an overhead cost of x > 0 in units of labor at each period, which allows them to market and
produce their product using labor. In particular, firms can use labor to produce ads using
technology a;; = l?,js,t > 0, where [; ; ; denotes the amount of labor allocated to advertising
activities. The firm’s customer base then evolves according to the law of motion in Equa-
tion (3.5), where m; ;1 = 0 for operating firms that entered at time t. Moreover, ¢ € [0,1] is
the degree of decreasing returns to advertising.

Furthermore, for a given number of customers, a firm’s demand is given by Equa-
tion (3.2). Firms take this demand schedule as given and choose the price that maximizes
their life-time profits. Each firm i then produces to meet its realized demand using tech-
nology y;; = z,-/tl;.’fp’t, where z;; is the firm’s productivity, and [; ,; is its labor demand for

production. Finally, « € [0, 1] is the degree of decreasing returns to production.

Firms’ Problem Given an initial level of productivity and customer base, firm i’s problem
is given by

or(Mis—1,Zit) (3.8)

(Piyerdisedipein) ey

) - T C =
= max ;) (Bv) (H 1i,h> (CT> PiYic — Welipe — We(lise +X)
T=t t ~—~—

h=t —_— —————
total sales COGS SGA expenses
subjectto  y;jr = m;q;:Cr = zi,Tlﬁp,T (3.9)
Pix %
= |1—gln (=P .
ql,T |: 17 n <DT(1 o 0_1)):| (3 10)
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Mie < (1= 8)mir 1+ 52, liss 0. (3.11)

Pus’

The problem states that firm i maximizes the expected discounted stream of its profits
subject to Equation (3.9) that requires firm to meet its demand given its choice of a price,
Equation (3.10) that specifies demand per customer under the Klenow and Willis (2016)
specification for the Kimball aggregator, and Equation (3.11) that captures the law of mo-
tion for the number of firm’s customers and the non-negativity of labor allocated towards
advertising. Also, notice that we have separated the terms in the profit function to total sales,
COGS, and SGA expenses, all of which we use later to discuss how we map the model to the
data.

3.3 Characterization of Firms’ Decisions

In this section, we characterize the firms’ optimal decision rules for pricing, advertising,
entry and exit.

Prices and Markups For a firm that has decided to operate in a given period, and for
a given choice of advertising that determines its number of customers in that period, its
pricing decision has a static nature. Formally, the firm chooses to charge an optimal markup
over its marginal cost of production:

€ A Wil
piy = —4— o —2, (3.12)
gip—1 Vit
—— ~
markup marginal cost

This expression shows that despite the presence of variable advertising costs, the common
proportionality relationship derived in conventional models between the labor share and
the markup also holds in our model. This justifies our use of the De Loecker et al. (2020)
methodology in identifying markups from the Compustat data.

It is also important to note that the firm’s elasticity of demand, ¢;, is itself a function of
demand per customer in Equation (3.4) and varies with the firm’s pricing choice. Therefore,
as long as 7 is not zero, the optimal markup of the firm varies with its marginal cost, which

leads to the following lemma.

Lemma 1. Firms with higher marginal costs charge higher prices and lower markups. Formally, let
Wi denote a firm’s markup and mc; ; denote its marginal cost. Then, the elasticities of markups and
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prices to marginal costs are:

Pit 1 (mci,t>
din| == | = dIn 3.13
( D; ) 14+no=te;(pip —1) D; (3.13)
-1
no e (i —1) <mcit)
din(u;;) = — AR dIn . 3.14
Proof. See Appendix D.1. O

Equation (3.13), which is also known as the incomplete pass-through property of Kimball
demand (see, e.g., Gopinath and Itskhoki, 2010; Amiti et al., 2019), shows that for a one
percent increase in the marginal cost, the firm’s relative price also increases but by less than
one percent. The intuition for this result is that firms with higher marginal costs have to
charge higher relative prices to make a positive margin, but since at higher prices demand
is more elastic, their optimal markups are lower—in particular, this contrasts with a CES
demand system, which requires the elasticity of demand to be constant all across the firms’
demand curves.

We are now ready to prove the following proposition that links the model to our empir-
ical fact in Table 3.

Proposition 1. Firms with higher sales per customer charge higher markups. Formally,

dIn(pie) = 4o i — 1 In (Pig’zf’*) (3.15)

Proof. See Appendix D.2. O

While the relationship outlined by Proposition 1 is independent of firms’ customer base,
the relationship between markups and total sales depends on how firms’ customer bases
covary with markups. Definite statements about this relationship require characterizing
the optimal advertising strategies of firms; however, the results above are enough to make

comparisons across firms with the same size and productivity:

Corollary 1. Conditional on the same level of total sales and productivity, firms with a larger cus-
tomer base charge lower markups—only because they face higher marginal costs.

Proof. See Appendix D.3. O

Corollary 1 follows from the fact that once we fix productivity and total sales, firms
with a larger number of customers should be selling less per customer. This highlights the
main departure of our paper from the literature on variable markups, where customer ac-

quisition is not modeled explicitly. These models often implicitly assume that customers
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are homogeneously distributed across firms (i.e., a representative consumer buys from all
firms). Hence, in those models, larger firms are larger because of their higher sales per
customer, which creates an unbreakable link between markups and size with the Kimball
aggregator or kinked demand curves. However, in our model, firms can be large either be-
cause they sell more per customer—hence, charging higher markups—or because of having
a larger number of customers, which is associated with lower markups once we control for

productivity and sales.

Advertising Strategies A key feature of our model is that firms internalize the decision of
acquiring customers and can spend resources to do so. For this decision, while the marginal
cost is determined by the amount of labor that the firm needs to utilize to find a new cus-
tomer, its benefit is closely linked to the firm’s market power and the amount of relative
demand per customer. The following proposition formulates the optimality condition for

firms” advertising decisions in terms of this cost-benefit analysis.

Proposition 2. The optimal advertising strategy of a firm is characterized by

o e Y |- T () e 1
— By - 1T — LT i,TYi Tt
miy— (1 —06)mj; 1 = i C j
marginal cost o}ra new customer h probability of‘&atch survival g discounted (gross) mar?g?nal profit per customer
(3.16)
Proof. See Appendix D.4. O

Equation (3.16) shows that the marginal benefit of acquiring one more customer is linked
to the net present value of the gross profits that the firm will earn from that customer for
the duration of the match.

It follows from Proposition 1 that the marginal profits generated by a new customer
are increasing in the markup of the firm. Therefore, firms that charge higher markups (or
expect to charge higher markups on average for the duration of a match) anticipate a higher
return on investing in their customer base. Hence, our model predicts a positive relationship
between markups and the size of firms’ customer bases. This can be more easily seen for
the special case with § = 1, which allows for an analytical solution for the optimal customer

base m; ; as a function of static profits per customer:

1

(1= p; Dpiggid o

miy = 1 ’

Sien (=1 piegid o™ di

where the numerator is increasing in the firm’s markup by Proposition 1.
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Entry and Exit Policies A potential entrant enters the economy and an incumbent decides
to stay if their value, specified in Equation (3.8) is positive: v¢(m;;_1,z;;) > 0. It can be
shown that firms’ value functions are increasing in their productivity and hence, for any
given level of m_1, there is a threshold productivity z*(m_1) such that firms with produc-

tivity higher than z*(m_1) stay or enter the economy (Hopenhayn, 1992).

3.4 Equilibrium
A monopolistically competitive equilibrium for this economy is

(a) an allocation for the households {(c; t)jc(0,1], Ct, Lt }t>o0,
(b) aset of exit decisions for potential entrants and incumbents {(1;;)icA,uN,_; } >0,
(c) an allocation for operating firms {(p;, vit, m;4, Lip,ts list)ieN, } >0,

(d) a sequence of aggregate prices { Wi, Py, t }+>0 and a sequence of sets {N; } ;>0
such that

1. given (c) and (d), household’s allocation in (a) solves their problem in Equation (3.1),
2. given (a) and (d), firms” allocations in (b) and (c) solve their problems in Equation (3.8),

3. labor and matching markets clear:
Lt - / (li,p,t + li,S,t + X)dl, 1= / ml"tdi
1€N; 1€N;

4. the set of operating firms, N, follows
N; = {Z e AfUN;_1: li,tvi,t = 1}, N_4 given.

where v;; is the survival shock for incumbents and is defined to be 1 for entrants at .

Solution Method We solve the model globally by combining collocation methods and
non-stochastic simulation to approximate the distribution of firms. Appendix E provides a
description of the recursive formulation of the firm’s problem and the computational algo-

rithm that finds the steady state of this economy.

3.5 Efficient Allocation

The endogenous extensive margin of demand creates a new channel for the relationship

between size and markups. Not only this new channel affects the joint determination of
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size and markup distributions in the equilibrium, but also defines a new Pareto frontier for
the economy because the social planner now chooses the distribution of customers across

tirms. This section characterizes this efficient allocation in our economy.

The Social Planner’s Problem Given an initial distribution of productivity, the social
planner of this economy maximizes the household’s lifetime utility by choosing: (1) which
incumbent firms should exit and which potential entrants should enter at each period, (2)
how many customers each operating firm should get—which can be achieved either by
depreciating their customer base if the firm has too many customers or by launching adver-
tising campaigns if the firm needs to grow—and, finally, (3) how much each operating firm
should produce. A formal statement of the planner’s problem is included in Appendix D.5.

There are two sources of inefficiencies regarding customer acquisition and the allocation
of customers in the equilibrium. First, the planner might choose to allocate customers differ-
ently across firms than the equilibrium (misallocation of customers). A second source of in-
efficiency is the business-stealing externality of advertisement, which leads to an overuse of
labor for advertising in the equilibrium. In order to focus on the misallocation of customers,
we will abstract away from this second source of inefficiency by restricting the social plan-
ner to spend the same amount of aggregate labor for advertisement as in the equilibrium.
Therefore, as far as these two sources are concerned, our estimates of inefficiencies in the
equilibrium will only reflect the gains from redistributing customers across firms.

The following Lemma shows that restricting the planner to use a certain amount of ag-

gregate labor for advertisement does not restrict their choices for reallocating customers.

Lemma 2. Any desired distribution of customers across a set of operating firms can be achieved by
any strictly positive level of aggregate labor allocated towards advertisement.

Proof. See Appendix D.6. O

This result follows from the advertisement technology, which requires that returns to
advertisement are fully relative in labor allocated towards posting ads.

Given this result, we solve the planner’s problem in two steps. First, for any set of
operating firms, we characterize the optimal allocation of demand in terms of how many
customers each operating firm should get and how much they should produce. Second, we
characterize the optimal entry and exit rule that determines the sets of operating firms over

time.

Optimal Allocation of Demand Here, we characterize the efficient allocation of customers

and demand for a given set of operating firms.
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Proposition 3. Fix a choice for the set of operating firms. Then, under the efficient allocation
%
Zit
=
LENLL Zi,t dl

Proof. See Appendix D.7. O

x x
gir =1 mj; =

Proposition 3 shows how the planner breaks the link between size and misallocation,
and would like all customers to have the same level of consumption. Instead, to capitalize
on the higher efficiency of more productive firms, the planner gives them more customers.'®
This is in contrast to the equilibrium, in which more productive firms have higher sales per
customer and more customers than other firms (but potentially fewer customers than what
is efficient).

Our result in Proposition 3 is also at odds with the trade-off that the social planner faces
in conventional models where all firms are assumed to serve the representative consumer.
On one hand, the social planner would like more productive firms to produce more to create
more aggregate consumption (i.e., to equalize marginal product of inputs across firms). How-
ever, in those models, since demand comes from the intensive margin, instructing more
productive firms to produce more creates dispersion in relative consumption across varieties,
which is inefficient due to the weak substitutability of goods. Therefore, the social planner
has to balance these two opposing forces in choosing the optimal allocation of inputs.

However, in our model, the social planner does not face such a trade-off due to the
existence of the extensive margin of demand. The optimal allocation equalizes relative con-
sumption across all customers and, instead, equalizes the marginal product of inputs across
firms by giving more customers to more productive firms.

More generally, making the allocation of customers endogenous has two important macroe-
conomic implications. First, it widens the Pareto frontier of the economy because, in our
model, the social planner always has the option to replicate the homogeneous allocation
of customers across firms. Second, both the magnitude of losses from misallocation and
the distance of the equilibrium allocation from this new frontier, depend on how effective
the equilibrium advertising technology is in replicating the efficient allocation of customers
rather than the efficient allocation of sales per customer, as is the case in the conventional

models.

15Note that the allocation of customers does not depend on the initial distribution of matches. This follows
from Lemma 2. Since the implementation cost of all distributions is the same for the planner, one can assume
without loss of generality that the planner exercises the free disposal of matches in the beginning of every
period and re-matches all customers based on firms’ new productivities.

25



Implications for the Number of Firms Here, we derive the planner’s policy for entry and

exit decisions of firms.

Proposition 4. Let v{(z;;) denote the social value of a firm with productivity z;; at time t. Then,

this value is given by

o) T C* =
* _ T—t * T * * * X T ok *
Ut (Zi,t) = 1rnax E; Z(.BV) (H 1i,h> (F) mi,TCT - mi,TWTLp,T - WT?ﬁ ’
/ total sales COGS SGA expenses

where (C3, Ly -, Wy )r>t are the aggregate consumption, aggregate labor allocated to production
and the decentralized wage under the planner’s solution and m7, is the optimal number of customers
given to a firm with productivity z;,. The planner keeps a firm in the economy if and only if v} (z;) >

0, captured by the indicator 1;}.
Proof. See Appendix D.8. O

To compare this value with the equilibrium value of a firm, we have also separated the
terms in the firm’s within period value to the equivalent total sales, COGS, and SGA expenses.
The terms for the total sales and COGS show that a firm’s per period value in production
is proportional to the number of customers that the planner allocates towards them. More-
over, the term for the SGA expenses show that in assessing the value of a firm, the planner
considers only the amount of overhead labor that she has to spend to operationalize the
tirm. In particular, the advertisement labor cost of allocating customers does not appear in
this value because aggregate advertisement labor is a sunk cost for the planner and, at the
margin of keeping a firm, it does not affect her decision.

3.6 Aggregation

Given a set of operating firms, N, and an allocation of production inputs (li,p/t)ie N, across
these firms, we can recast the characterization of the aggregate output and production la-
bor of this economy in the form of an aggregated production function as well as an aggregate
markup that characterizes the wedge between the aggregate marginal product of labor and
the wage. In the rest of this section, we derive these aggregate objects and derive decompo-
sition results that allow us to compare the equilibrium and efficient allocations.

Aggregate Production Function We start by deriving the aggregate production function,
which can be obtained by defining the total production labor as the aggregate amount of labor

allocated towards production:
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where the second equality follows from the fact that the firm produces to meet its demand
as in Equation (3.9).

Defining aggregate output as aggregate consumption, Y; = C;, and rearranging Equa-
tion (3.17), we arrive at the aggregate production function expressed as

Y, = Z,L%, (3.18)

where Z;, the aggregate TFD, is derived as

-1 -

thl/ (L) di] . (3.19)
iENy \4qi,t1M ¢t

Aggregate Markup Given an allocation of production inputs and prices among a set of
operating firms, (li,p,tl Pit)ieN, we define the aggregate markup, M, as the wedge between
the aggregate marginal product of labor and the wage W;. Formally, having derived the

aggregate production function in Equation (3.18), the aggregate markup is defined as

_ /oLy Y

Mt Wt = (thLp,t.

We can also define the firm level markup as the analog of this wedge for firm i:

PitVYit

,ul',t =
thi,p,t ’

which corresponds to the equilibrium relationship between the markup and the labor share
in Equation (3.12)—with the exception that here we are defining this wedge for an arbitrary
allocation of inputs and prices. By combining the last two equations, we can then derive
the aggregate markup as the production cost-weighted average of firm level markups (as in
Edmond et al., 2018):

M, = / Wit i, (3.20)
1€N;
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where the weight w; ; is the production cost share of firm i or, as referred to by Baqaee and
Farhi (2019), the cost-based Domar weight of firm i:

o — Wil p 1
it = .
Jien, Welip,t

Decomposition of Welfare While the planner chooses different distributions of customers
and resources across firms, the following proposition shows that all the equilibrium ineffi-

ciencies affect the household’s welfare only through aggregate objects.

Proposition 5. For small perturbations around the equilibrium allocation, the welfare losses of the
household at a given time t, up to a first order approximation, is given by

AU, N L
L oxAIN(Z) 4+ a(l - M7HAIN(Ly) —aMt | x——AIn(N;) + 2AIn(Lsy) |,
U, :Cy ——— Ly, Ly,
ATFP ALosses from Aggregate Markup — —
AWelfare (C.E.) ALosses from Entry/Exit ~ ALosses from Advertising

(3.21)

where Z; is the aggregate TFP in Equation (3.19), M is the equilibrium aggregate (cost-weighted)
markup in Equation (3.20), Ly and L are the aggregate amounts of labor allocated towards pro-
duction and advertising, and Ny is the equilibrium measure of operating firms.

Proof. See Appendix D.9. O

Equation (3.21) decomposes the consumption-equivalent welfare changes of the house-
hold around the equilibrium allocation to four separate terms: (1) allocative and distribu-
tional changes that lead to changes in aggregate TFD, (2) losses due to underutilization of
labor in the equilibrium that arise from aggregate market power—and demonstrates itself
as a wedge between the marginal product of labor and the marginal rate of substitution
between consumption and leisure, (3) changes in aggregate labor supply that is allocated
towards the overhead costs of operating firms, and (4) changes in aggregate labor supply
that is allocated towards advertising in the equilibrium.

Proposition 5 lays out the road map for the rest of our analysis. As we move on to the
quantitative part of this study, our main objective is to quantify the importance of the first
three channels, while shutting down the fourth by restricting the social planner to use the
same amount of aggregate advertising labor as in the equilibrium.'® While this restriction is

a choice on our part and could be easily relaxed, it constitutes a clean benchmark that allows

16 As we discussed in deriving the efficient allocation, given the business-stealing nature of advertising, all
labor that is allocated towards advertising is inefficient from a social perspective.
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us to focus on quantifying the main channel of interest in our analysis, the misallocation of

demand across firms.

3.7 Discussion of Assumptions

Before moving on to our quantitative analysis, here we discuss our main model assump-

tions.

Mechanisms for Customer Acquisition In Equation (3.5) we have assumed a law of mo-
tion for customers that rules out (1) customer acquisition through prices, and (2) customer
retention through firm decisions (i.e., an endogenous separation rate).

The assumption that firms cannot attract new customers by lowering their prices is mo-
tivated by our empirical results in Table 3 that markups are not correlated with the size of
firms” customer bases conditional on sales per customer. Fitzgerald et al. (2016) also con-
clude that firms do not manipulate prices to shift demand by documenting that after firms
enter into a new market their markups remain the same while their quantities grow. Instead,
based on our findings in Table 4, we model customer acquisition through advertising-like
activities (as in, e.g., Arkolakis, 2010; Drozd and Nosal, 2012; Sedla¢ek and Sterk, 2017).
Table 4 also shows that SGA expenses do not covary with the retention of old customers,
which is why we assume that the separation rate of customers is exogenous to firm deci-
sions.

Therefore, in our model, customer acquisition can have the interpretation of a process
through which potential customers become “aware” of a product or a firm (as in Perla,
2019). Once they are aware of the product, however, the price affects their demand only in
the intensive margin and it does not affect their decision to leave the firm.

The Relative Nature of Advertising We have made the assumption that advertising, while
affecting the distribution of customers across firms, does not increase the total number of
customers that buy from an industry—i.e., it has a business-stealing nature (as in Drozd and
Nosal, 2012; Einav et al., 2020). This assumption is supported by evidence from the mar-
keting and IO literature.!” For instance, studying the publishing sector, Garthwaite (2014)
writes, “[book] endorsements are found to be a business-stealing form of advertising that
raises title level sales without expanding the market size.” Similarly, for prescription drugs,
Sinkinson and Starc (2019) find a positive own-elasticity of revenue to advertising, but a
negative and similar in size negative elasticity of revenue with respect to rival advertis-
ing. For consumer packaged goods, Hartmann and Klapper (2018) find that advertising in-

creases revenue per household, but when two major brands advertise together, this revenue

175ee Bagwell (2007) for a discussion.
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is lost. More specifically, in our model, this assumption ensures that independent of how

much firms spend on advertising within an industry, they cannot create new customers. '

4 Quantitative Analysis

To quantify the implications of customer acquisition for the efficiency losses from market
power, we calibrate the steady state of the model using the Simulated Method of Moments
and matching several micro- and macro-moments related to firm dynamics in the US econ-

omy in 2012.

4.1 Calibration Strategy

To provide an overview of our calibration strategy, the new and the most relevant parameter
to calibrate is ¢, the returns to scale in advertising—which disciplines the strength of the re-
lationship between a firm’s size and market power, by determining the size of its customer
base.!” Moreover, as we show in Appendix B.2, the composition of firms’ costs exhibits a
significant size profile based on firms’ sales. Therefore, it is also important to have a good
tit for the sales distribution in the economy. Ideally, we would combine aggregate data on
the size distribution of firms with aggregate data on firms’ cost structures. The fact that the
latter are only available from Compustat, which includes only a subset of firms in the econ-
omy, poses a challenge. We address this challenge in the following way. Whenever possible,
we calibrate the model to the aggregate US economy in 2012 by matching moments from
the Business Dynamics Statistics (BDS) and Statistics of US Businesses (SUSB) provided by
the Census Bureau. When matching moments regarding firms’ costs, we apply a filter in
the simulated data to account for the selection into Compustat based on size and age. In the
remainder of this section, we provide a detailed description of our calibration strategy.

Fixed Parameters We set the length of a period to one year. Panel A of Table 5 presents the
set of parameters that are externally fixed. We set the subjective discount factor B to match
an annual interest rate of 4%. The elasticity of intertemporal substitution v is set to 2. We
set the inverse of the Frisch elasticity of labor supply to » = 1 and the labor coefficient in

the production function to « = 0.64. In the calibration exercise, we normalize the measure

181t is also important to note that in our characterization of the efficient allocation, even the planner is
subject to this restriction: she cannot create more customers. This ensures that our measurement of welfare
gains does not hinge on more relaxed feasibility constraints for the planner and only comes from reallocation
of customers.

YNote that our model does not require firms to spend on customer acquisition and grow through the ex-

tensive margin of demand. This is because limy o l?]s ; = land limgy_,o Wi; 5 ; = 0. Thus, our model nests the
conventional model with exogenous customer bases as a special case.
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of potential entrants A and the disutility of labor supply ¢ to generate a steady-state output
of Y = 1and wage of W = 1.

We set the retention rate of customers to 1 — 4 = 0.72, which corresponds to the repur-
chase probability in the Nielsen-GS1 matched dataset in 2012.20 Although we use Nielsen-
GS1 matched data, which is limited to the consumer packaged goods sector, the repurchas-
ing probability is similar in other industries based on evidence from the marketing litera-
ture. For example, the repurchase probability is 0.7 in the automotive industry based on
survey data used in Mittal and Kamakura (2001). According to Bolton, Kannan and Bram-
lett (2000), the loyalty program member share is 0.693 and the cancellation probability is
0.187 for the financial service industry. Finally, Bornstein (2018) estimates an annual re-
tention probability of 0.85 for the top two largest firms in each product category from the
Nielsen data. If we also restrict the sample to the top two firms, our retention measure

increases to 0.84.

Calibrated Parameters We jointly calibrate the remaining 8 parameters by the simulated
method of moments (SMM).?! These parameters can be grouped in three sets, those shaping
firms’ cost structure (¢ and x), their demand (o, and 7), and their life cycle and shock struc-
ture (pz, 0z, Zent and v). Although these parameters are jointly identified by all moments, we
provide below a discussion of which moment should intuitively be more relevant to iden-
tify each parameter. We formalize this discussion in Appendix F by analyzing the local
elasticities of model moments with respect to each parameter and the sensitivity measure
developed by Andrews, Gentzkow and Shapiro (2017).

To calibrate the overhead cost x, we target the cross-sectional average COGS-to-OPEX

ratio from Compustat. The model counterpart of this ratio for firm i is

Wili _ COGS;;
thi,P,t —+ Wt (li,s,t + X) - COGS{/t + SGAZ'/t '

Intuitively, a larger fixed cost ), ceteris paribus, should increase a firm'’s total costs and drive

20More specifically, define Sales; ¢+ as the total expenditure of (projection-factor adjusted) households who
purchase products made by firm i in group g at time ¢. Define the probability of repurchasing firm’s products
Sales; ¢ 11t
Sale,-i,’,,]
purchase products made by firm i in group g in both periods ¢ — 1 and ¢. Then, we take a weighted average of
Si,¢+ across firms and groups, where the weights are the expenditure in firm-group bins across all years.

2IMore specifically, we calibrate the model by choosing a set of parameters PP that minimizes the SMM
objective function
!
(e ) W (5 ):
my my

where m;, and my; are a vector of model simulated moments and data moments, respectively, and W is a
diagonal matrix. Appendix E.2 provides the computational details of the calibration exercise.

as sjgt = , where Sale; ; ; 1 is the total expenditure of (projection-factor adjusted) households who
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down this ratio.

To identify the elasticity ¢, we exploit the observed relationship between SGA and sales
in Compustat. The following proposition illustrates the source of identification in the spe-
cial case of the model with § = 1, which admits a closed-form solution of the firm’s optimal

spending in customer acquisition.

Proposition 6. Suppose 5 = 1. Then, the total SGA, ; expenses of a firm can be decomposed into a
fixed (SGAF; ;) and a variable (SGAV; ;) component:

SGA;; = SGAF,; + SGAV, (41)

Proof. See Appendix D.10. O

Equation (4.1) is obtained from the firm’s optimality condition regarding customer ac-
quisition. The firm acquires customers up to the point where the marginal cost of an addi-
tional customer equals the marginal benefit, which equals profits from those marginal sales.
In this special case, ¢ is identified by the relationship between SGA;; expenses and sales,
conditional on COGS;; and time fixed-effects. For the relevant case with § < 1, Appendix
F shows a high sensitivity of ¢ to the same relationship. Thus, we calibrate ¢ to match the
coefficient on Sales; ; from an OLS regression of Equation (4.1) using data from Compustat.
In the model, we compute the moments related to firms’ cost structures after accounting for
selection into Compustat with two filters based on firms” age and size. That is, to compute
these moments we restrict the simulated sample of firms to those that are at least 7 years
old, as in Ottonello and Winberry (2018), and have sales above 19% of the average sales
in the simulated economy (which corresponds to the ratio of the 5th percentile of the sales
distribution in Compustat to average sales in SUSB).?

To calibrate the parameters shaping firms” demand, we set the elasticity of substitution
o to match a COGS-weighted average markup of 1.25 computed from Compustat. This
follows from the aggregation result that shows that the relevant aggregate markup corre-
sponds to the production cost-weighted average markup. Second, following Edmond et al.
(2018), the super-elasticity of demand 7 is pinned down by the relationship between a firm’s
relative average revenue productivity of labor and its relative sales. In a model without cus-
tomer acquisition, the revenue productivity of labor p; ;y;:/Wil; , + is directly proportional

to the production markup y;;. The following proposition shows that a similar relationship

22 Average firm sales in the 2012 US economy were USD5.7 million (SUSB) and the 5th percentile of the sales
distribution in Compustat was USD1.06 million.
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holds in a special case of the model.”> Appendix F shows that the super-elasticity 7 is sen-
sitive to this relationship in the general model as well.

Proposition 7. Suppose 6 = 1. Then, a firm’s average revenue productivity of labor is given by

PitYit _ Uit
Wi(lips +1lise)  a+¢(pip—1)

which is strictly increasing in the production markup y; ; if and only if & > ¢.
Proof. See Appendix D.11. O

When 1 = 0, markups and the revenue productivity of labor are constant and indepen-
dent of sales. When 1 > 0, both markups and sales are increasing in productivity. There-
fore, the relationship between labor productivity and sales is informative about 7, holding
the other parameters fixed. We summarize this relationship with the regression coefficient
of a sales-weighted OLS regression of relative revenue productivity of labor on relative sales
of 0.036 for firms with relative sales greater than 1, as reported by Edmond et al. (2018) and
computed using aggregate data from SUSB.?*

Finally, the parameters of the AR(1) productivity process for incumbent firms, ¢, and
P, are set to match a standard deviation of annual employment growth of 0.415 from Elsby
and Michaels (2013) and the unweighted distribution of within-industry relative sales from
Edmond et al. (2018). The mean of the productivity distribution of entrants Z.,; is set to
match the fact that old firms (those older than 11 years) are on average six times larger in
terms of employment than 1-year old firms (BDS). The exogenous separation probability v

is calibrated to match an average exit rate of 7.3% (BDS).

Results The set of calibrated parameters is shown in Panel B of Table 5. The process for
the productivity shock is quite persistent and volatile, although in line with estimates from
Lee and Mukoyama (2015). The calibrated elasticity and super-elasticity of demand are
6.49 and 4.95, respectively, which are close to values used and estimated in the literature

2The inverse of this relationship—a firm’s labor share—is the inverse-markup-weighted average of the
returns to scale in different uses of labor. A similar relationship appears in Kaplan and Zoch (2020).

24In our definition of model revenue productivity of labor, we include the variable component of SGA (5)
but not the fixed component of SGA (x). The former is due to the fact that the SUSB reports information on
the total wage bill across firms in a size group, without distinguishing between types of labor (e.g., production
and advertising labor). The decision not to include yx is due to the fact that part of overhead costs are, in reality,
not associated with labor costs (e.g., rent) and thus not included in the wage bill reported by SUSB. Ideally,
we would use data on the subcomponents of SGA expenses in Compustat to compute the share of labor costs
within SGA expenses. Unfortunately, a full disaggregation of SGA expenses is not available. To alleviate
concerns about this choice, note that we target a moment based on a sample of relatively large firms (those
with relative sales greater than 1), for which arguably the fixed overhead cost represents a smaller fraction of
total costs.
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Table 5: Model Parameters

Parameter Description Value
Panel A: Fixed Parameters
B Annual discount factor 0.960
¥ Elast. of intertemporal substitution 2.000
P Frisch elasticity 1.000
x Decreasing returns to scale 0.640
o Prob. of losing customer 0.280
Panel B: Calibrated Parameters
¢ Elasticity matching function 0.533
X Overhead cost 0.307
o4 Avg. elasticity of substitution 6.490
1 Superelasticity 4.956
v Exog. survival probability 0.964
0z Persistence of productivity shock 0.973
oy SD of productivity shock 0.218
Zent Mean productivity of entrants -1.453
A Mass of entrants 0.137
¢ Disutility of labor supply 1.981

Notes: This table shows the calibration of the model. Panel A contains parameters externally chosen. Panel B
contains parameters internally calibrated to match moments presented in Table 6 and Figure 3.

(see e.g., Gopinath and Itskhoki (2010); Nakamura and Zerom (2010)). Finally, note that the
calibrated value for the elasticity of the matching function ¢ = 0.533 is close to a model-
generated regression coefficient of 0.474. This similarity lends support to the identification
argument provided in Proposition 6.

Table 6 and Figure 3 show the targeted moments and their model counterparts. Over-
all, the model closely matches the targets. The model is able to reproduce the average cost
structure very well, but it slightly under-predicts the relationship between SGA and sales.
The model matches well the cost-weighted average production markup, and is able to gen-
erate a similar relationship between revenue productivity of labor and sales. Figure 3 shows
that the model approximates well the sales distribution of firms. For example, in the data
33% of firms have sales that are lower than 10% of the average sales in the economy and 1%
of firms have sales that are larger than 10 times the average sales. In the model, these shares
are 25% and 1.5%. The Figure also shows that the model is able to replicate the relative
size of old firms, 6.07 in the data and 6.4 in the model. In Appendix F, we show the data
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Table 6: Targeted Moments

Moment Data Model
Slope SGA on sales 0.492 0474
Avg. COGS-to-OPEX ratio 0.660 0.669
Avg. cost-weighted production markup 1.250 1.275
Slope labor prod. on sales 0.036  0.033
Avg. exit rate 0.073 0.071
SD. employment growth 0.416 0.447

Notes: This table shows the set of moments targeted in the calibration of the model. Slope SGA on Sales
refers to the OLS coefficient of the regression SGA;; = c + BSales;; + (pCOGS;; + ¢;;. Avg. COGS-to-OPEX
ratio refers to the average of the ratio across firms. Avg. cost-weighted production markup corresponds to
the COGS-weighted average markup from Edmond et al. (2018). These moments were computed using data
from Compustat in 2012. Slope labor prod. on sales corresponds to the OLS coefficient of the sales-weighted
regression of relative revenue labor productivity on relative sales from Edmond et al. (2018), restricting the
sample of firms with relative sales above one. This moment was computed using data from the SUSB in 2012.
The average exit rate was obtained from the BDS in 2012. The standard deviation of annual employment
growth for continuing establishments is obtained from Elsby and Michaels (2013). Growth rate of variable
x is computed as in Davis and Haltiwanger (1992): (x;; — x;;—1)/(0.5(x;¢ + xj;_1)). The last column shows
the model counterparts of each moment, which were obtained by simulating a panel of firms and computing
each moment with the simulated data. In the model, we account for selection into Compustat by restricting
the simulated sample of firms to those that are at least 7 years old and have sales above 19% of the average
sales in the simulated economy (which corresponds to the ratio of the 5th percentile of the sales distribution
in Compustat to the average sales in SUSB).

and model relationships between average labor productivity and SGA with sales, and the
average COGS-to-OPEX ratio by firm age and size. Although in the calibration exercise we
targeted specific moments of these relationships, the model matches the data patterns more
broadly.

4.2 Model Validation

Before proceeding with the main quantitative analysis, we provide over-identifying tests
of the calibrated model regarding its ability to match relevant untargeted moments. First,
we show that the model is able to generate firm dynamics similar to those observed in the
data. Second, we test the model’s predictions regarding the co-movement between a firm’s

production markup, average sales per customer and the size of the customer base.

Firm Dynamics Figure 4 shows two model moments that were not explicitly targeted
during the calibration exercise: the average exit rate by age and the average employment
growth by age. As Panel A shows, the average exit rate is decreasing in the firm’s age, as in
the data (see e.g., Haltiwanger, Jarmin and Miranda, 2013). The fact that entrants enter the
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Figure 3: Model Fit: Firm Size
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Notes: This figure shows moments targeted in the calibration of the model. Panel (a) shows the model fit
of the distribution of relative sales. The distribution of relative sales is obtained from the SUSB in 2012. Panel
(b) shows the model fit of average employment, relative to 1 year-old firms, by firm age. Average firm em-
ployment by age group was obtained from BDS in 2012. In the calibration exercise, we only target the relative
size of firms older than 10 years.

economy with lower average productivity and no customer base makes young firms more
likely to exit when faced with negative productivity shocks due to the presence of overhead
costs. As firms grow larger, their larger customer base and higher productivity allows them
to absorb negative productivity shocks without forcing them to exit. It is important to note
that in the firm dynamics literature, the decreasing profile of the average exit rate by age is
typically used as a target to indirectly calibrate the size of the overhead cost x. Here, we
took another route by directly matching the observed structure of firms’ costs. The fact that
the model is able to match well the profile of exit rates provides additional support to the
modeling and split of the firm’s cost structure. Panel B plots decreasing profiles of average
employment and sales growth as a function of firms” age. Both patterns are consistent with
the empirical evidence in Haltiwanger et al. (2013). For example, in the data, the average
net employment growth rate of 1-2 year-old and 7-8 year-old continuing firms is close to
12% and 2.5%, respectively. In the model, the average employment growth rates (computed
as in Davis, Haltiwanger, Schuh et al. (1998)) for 2- and 7-year-old firms are 12.5% and 2.1%,

respectively.

Drivers of Firm Growth We have previously documented that, in the data, the major
source of cross-firm differences in sales is the size of their customer bases. Here, we verify
the extent to which the model is able to quantitatively match this fact. Table 7 compares the
variance decomposition of log sales in the model with the decomposition from the data. In

the data, differences in log average sales per customer account for 11.4% of the variance of
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Figure 4: Exit and Growth by Age
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log sales. The model closely matches this fact, with a fraction of 15.2%. Also, in the model
the largest contributor to the dispersion in log sales is the variance of the log number of
customers, as in the data. However, since differences across firms are ultimately driven by
only one source of heterogeneity (i.e., the productivity shocks) the model naturally over-

predicts the size of the covariance term.

Table 7: Sources of Sales Dispersion across Firms

Var(In sales per customer) Var(ln n. of customers) Covariance
Data 11.44 80.66 7.90
Model 15.17 47.54 37.29

Notes: This tables provides a variance decomposition of firms’ log sales. The first column reports the variance
of the log sales per customer, var (Inp; ;Y'(p;;/Dt)), relative to the overall variance of log sales. The second
column reports the relative variance of the log number of customers, var (Inm;;). The last column reports
the covariance between both terms, cov (Inm; ¢, In p; Y'(p;¢/Dy)). The first row reports the results obtained
from the Nielsen Homescan Panel. Sales and the number of customers are adjusted with household sample
weights. The second row reports the results obtained from model simulated data.

Relatedly, we have shown that, despite not being the main driver of sales growth, av-
erage sales per customer are strongly associated with market power (see Table 3). In this
section, we show that our model is able to reproduce this fact quantitatively despite not
being a direct target in the calibration. For this, we regress simulated firms” markups on

sales per customer, the size of their customer bases and time fixed effects:

In(pis) = OoInp;irqis+ 011Inm; + K + €.
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Table 8 presents the results. The data show a statistically significant relationship between
markups and sales per customer, and an economically and statistically insignificant rela-
tionship between markups and the size of the customer base. The model matches these
facts fairly well. The model predicts that 1% higher average sales per customer are asso-
ciated with 0.11% higher markups. This point estimate is in between the baseline estimate
of 0.06 reported in Table 3 and the estimate of 0.187 reported in the additional analysis in
Appendix B.1.3. On the other hand, a 1% increase in the size of the customer base increases
markups by only 0.02%.% Therefore, the model captures the differential roles of intensive

and extensive margins of demand on firms” markups, as we document in the data.

Table 8: Sources of Dispersion in Sales and Markups

In Markupj;
Data  Model
Inp.q. 0.060***  0.111
(0.024)
In "y, 0.003 0.022
(0.007)
Observations 2433
R? 0.338  0.869
Year FE v v
SIC FE v

Notes: This table reports the results of an OLS regression of a firm’s log markup (In(y;;)) on log sales per
customer (In p; ;4; ;) and log size of the customer base (Inm; ;). Column (1) reproduces the empirical estimates
from Table 3. Column (2) reports estimates based on model-simulated data. The model-simulated panel is
restricted to mimic selection into Compustat (see Section 4 for details). In the model, we do not include SIC
FE as we model a single “representative” industry.

5 The Role of Endogenous Customer Acquisition

This section investigates the role of endogenous customer acquisition in (1) directly shaping
a firm’s optimal choices and (2) indirectly determining the aggregate properties of the equi-
librium. To do so, we compare the equilibrium allocation of the calibrated model (labeled
as “Baseline” from hereon) with the allocation under an alternative model where firms re-

ceive a fixed and equal number of total customers in each period, without having to spend

ZIn our model the size of the customer base is a demand shifter and does not directly affect the elasticity of
demand. The only reason that this regression coefficient is not 0 in the simulated data is the nonlinear nature
of the relationship between these variables.

38



any resources (labeled as “Restricted” from hereon). We present this comparison in two
settings. First, to illustrate the mechanisms at play, we provide comparative statics by as-
suming the same set of parameters across both models, while shutting down endogenous
customer acquisition in the Restricted one. Second, to study the quantitative implications,
we re-calibrate the Restricted model to the same set of empirical moments minus the one
that pins down returns to advertising ¢, and compare the implied distribution of markups

across the two models.

5.1 Comparative Statics

Implications for Concentration Figure 5 plots the firm dynamics of two entrants that start
with productivities equal to the 50th and 99th percentile of the productivity distribution
of entrants. After these initial draws, productivity follows the AR(1) process without any
further shocks. Panel (a) shows that in the Baseline model, firms front load their efforts to
acquire customers when young with more productive firms spending more on advertising
labor, I;;;. Panel (b) shows that the sales of the more productive firm are larger than the
ones of the less productive firm, and also that sales increase initially due to a growing stock
of customers but eventually decline due to the mean-reversion of its productivity.

How do firms grow their sales? Panels (c) and (d) of Figure 5 plot the dynamics of
the number of customers and sales per customer, respectively. Both firms build their cus-
tomer base gradually over time due to decreasing returns to advertising. However, sales
per customer are higher when firms are younger due to mean-reverting productivity and
decreasing marginal product of labor in production. Thus, over time, firms shift their sales
strategy from selling more to few customers, to selling less to more customers.

How does endogenous customer acquisition affect these dynamics? Relative to the Re-
stricted model, the more productive firm is able to achieve higher sales by selling less per
customer, but accumulating more than twice as many customers in the first year. Since
more productive firms charge lower prices but higher markups, profits per marginal cus-
tomer are increasing in productivity, which induces the more productive firm to accumu-
late customers more rapidly. Given a fixed stock of customers, this can only be possible if
tirms with lower productivity accumulate fewer customers, relative to the Restricted model.
Thus, endogenous customer acquisition increases the dispersion across firms of the number
of customers and decreases the dispersion of sales per customer. Table 9 shows that the
former effect dominates and overall concentration of sales increases: while in the Restricted
model, the 5% of the largest firms capture 17% of sales, in our Baseline model they capture
50% of sales.

39



Figure 5: Average Firm Dynamics
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Notes: This figure plots the firm dynamics of two new firms that start with zero customer base and produc-
tivities equal to the 50th and 99th percentile of the distribution of productivities among entrants. After this
initial draw, firms follow the AR(1) productivity process without any further shock. Solid lines correspond to
the “baseline” model. Dashed lines correspond to the “restricted” model with an exogenous customer base
(m;y = 1/Ny). For the latter, we compute the general equilibrium using the calibrated parameters of the
baseline model. Panels (a)-(d) plot the evolution of labor devoted to customer acquisition (I; 5 ¢), sales (p; ;i +),
customer base (1, ;) and output per customer (g; ;), respectively.

Implications for Market Power Table 9 shows that despite higher concentration, the Base-
line model features a lower aggregate markup, 1.26 as opposed to 1.38 in the Restricted
model. To understand the sources of this difference, Figure 6 shows the histogram of
markups and the scatter plot between markups and relative employment (the weights used
in the construction of the aggregate markup) across the two models. These figures illus-
trate two forces. On one hand, in the model with endogenous customer acquisition the
distribution of markups is more concentrated. That is, high productivity firms charge lower
markups relative to firms with similar productivity in the Restricted model. On the other
hand, in our model those high productivity firms account for a larger fraction of total em-
ployment.

The following decomposition of the difference in aggregate markups, which follows
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Figure 6: Customer Acquisition and Market Power
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Notes: Panel (a) plots the distribution of production markups in the Baseline and Restricted models. The
vertical dashed lines show the average cost-weighted production markup in each model. Panel (b) shows the
scatter plot of relative employment (/; 5+ /(Ls:/ N;)) and production markups y;;. The restricted model refers
to the model with an exogenous customer base (m;; = 1/Ny).

from Equation (3.20), quantifies each force:

—9.71% S ~ ~ 4
A Distribution: 9.00% A Market power: -18.71%

(M) ~In(MF) ~ [ (@i =@ Inudi+ [ (in(us) ~ In(uf) ) i,
t , t

where the superscript R denotes distributions and allocations in the restricted model.?® The
tirst term (denoted “A Distribution”) captures the contribution of differences in the distribu-
tion of relative employment across firms while keeping firms” markups fixed at their level
in the Baseline model. The second term (denoted “A Market power”) captures the contribu-
tion of differences in markups across models while keeping the distribution of relative em-
ployment fixed at its distribution in the Restricted model. As more productive firms charge
higher markups, switching the distribution of relative employment from the Restricted to
the Baseline model would increase the average markup by 9pp. However, the contribution
of lower markups in the Baseline model reduces the aggregate markup by 18.7pp, so the
aggregate markup ends up being smaller by 9.71pp. To summarize, why does the baseline
model feature much higher concentration but a lower aggregate markup? Because in the
baseline model firms grow through larger customer bases m; ;, rather than higher average

sales per customer p; ;q;;, which reduces their market power (but increases their lifetime

26While the equation presents the decomposition based on its approximation for expositional purposes, the
numbers we present are computed based on the exact decomposition.
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profits).

Aggregate Implications Beyond market power, endogenous customer acquisition also af-
fects other aggregate outcomes by allowing consumers to be concentrated among high pro-
ductivity firms. First, relative to the Restricted model, it allocates more of the economy’s
resources towards more productive firms, which reflects itself in higher aggregate TFP de-
rived in Equation (3.19). Table 9 shows that shutting down endogenous customer acqui-
sition in our model reduces aggregate TFP by 28 percent. This is because in the Baseline
model more productive firms utilize a higher share of production resources to meet the
demand from their larger customer bases.

Second, the concentration of customers among more productive firms leaves fewer cus-
tomers for firms at the bottom of the productivity distribution and brings them closer to
the exit threshold. Therefore, when we restrict customer bases to be equal across firms, the
equilibrium number of firms increases by 65 percent. This additional inflow of firms comes
from less productive firms that can now generate positive discounted profits due to a larger
(exogenous) customer base.

The higher number of firms in the Restricted also leads to higher demand for employ-
ment. Table 9 shows that in the Restricted model total employment is 8 percent larger that
in the Baseline model (despite the fact that there is no spending in customer acquisition
in the former). Part of this difference stems from the larger number of firms that requires
larger spending in overhead costs. The table also shows that aggregate production labor is
also 6.3 percent larger. This is the result of income effects that increases labor supply due to
lower aggregate consumption. Finally, the changes in aggregate TFP and production labor,

together, lead to an overall 24 percent decline in aggregate output.

5.2 Recalibrating the Restricted Model

The motivating question for this section is: how would the implied distribution of markups
differ if we calibrated both models to the same distribution of firm size? To answer this
question, we recalibrate the Restricted model to the same set of moments that we targeted
for the Baseline model, dropping the moment on the relationship between SGA expenses
and sales that was used to pin down returns to advertising, ¢. The results of this calibration
as well as results for goodness of fit are reported in Appendix G.

The main observation is that by matching the same distribution of sales as in the Base-
line model (Figure G.1), the Restricted model assigns a much lower calibrated value to the
parameter determining the super-elasticity of demand (7 /), similar to the one reported in
Edmond et al. (2018). The reason for this lower value is that the model is forced to gener-
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Table 9: Aggregate Effects of Customer Acquisition

Baseline Restricted
Model Model

TFP -27.9
Output -23.9
Number of firms 65.1
Employment 7.9
Production 6.3
Agg. markup 1.26 1.38
Top 5% sales share 0.50 0.17

Notes: The table reports equilibrium aggregates in the baseline and restricted versions of the model. The
restricted model refers to the model with an exogenous customer base (m;; = 1/N;). The second column
reports percentage differences with respect to aggregates in the baseline model, with the exception of the
aggregate markup and the top 5% sales share, which are reported in levels.

ate the wide distribution of sales using only the intensive margin of demand, i.e., it needs
to distribute all firms on the same demand curve. However, since higher 7 diminishes the
possibility of selling high quantities to the representative consumer (by generating higher
elasticities at higher quantities), the model needs a low value of # to match the dispersion
of sales in the data. It is important to note that the Baseline model is not constrained by a
high value of 7 as it can match the dispersion of sales by placing firms on parallel demand
curves using the extensive margin of demand.

How does shutting down endogenous customer acquisition distort our interpretation of
the data through the lens of the model? As shown in Figure G.2, because of the much lower
value of 77, the recalibrated Restricted model generates much lower markup dispersion with
a higher unconditional average markup across firms.?”” Two observations follow. First, the
Restricted model overestimates markups for small firms and underestimates markups for
large firms. Second, by generating a higher markup dispersion than the Restricted model,
the Baseline model implies much higher welfare losses due to misallocation, which pre-
views the main difference between our results and those in Edmond et al. (2018), and brings

us to our last exercise.

?’Recall that with 77 = 0, the Kimball aggregator converges to the CES aggregator and markup dispersion is
zero.
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6 Quantifying the Efficient Allocation

The objective of this section is twofold. First, we present the differences between the equi-
librium and efficient allocations and, in particular, we quantify the gains under the efficient
allocation of demand. In doing so, we also revisit our ex-ante decomposition of welfare in
Proposition 5 and quantify the contribution of each of the three channels (TFP, Aggregate
Markups and Overhead costs).

Second, in order to isolate the role of endogenous customer acquisition, we repeat our
tirst exercise for counterfactual values of ¢—the parameter that governs the proximity of the
equilibrium allocation of customers to the Pareto frontier—and study how welfare losses
change once the equilibrium distribution of customers gets closer to the efficient allocation.

Gains in Welfare We start by quantifying the three channels of welfare gains from Propo-

sition 5 in our calibrated model:

AU} 1. Ni _
~ Aln(Z)  —aM;x——AIn(N;) +a(l—M;HAIn(L,;)
Ui Cy ~—— Ly,
S—— TFP gains = 10.8% Losses from Underutilization of Labor = 0.78%
AWelfare (C.E.) = 13.6% Gains from Entry/Exit = 1.6%

There are two main takeaways from this decomposition: (1) the consumption-equivalent
welfare gains of the household under the efficient allocation are substantial and quantified
at 13.6%, (2) the majority of this gain is coming from the efficiency gains in aggregate TFP
under the planner’s allocation, quantified at 10.8% higher than the equilibrium TFP. In addi-
tion to this substantial gain in TFP, the planner is also able to generate 1.6% higher welfare
by reducing the amount of labor allocated towards the overhead cost of operating firms,
and 0.78% higher welfare by correcting for the underutilization of labor due to aggregate
market power.

Moreover, the ‘Baseline’ column in Table 10 presents the implied changes in other quan-
tities that arise from these gains. Stemming from higher TFP and higher production labor,
output is 14.6% higher under the efficient allocation despite the fact that the number of
tirms is 11.3% lower. This higher production with fewer firms is made possible by the fact
that concentration of sales among the top 5% largest firms is 39.2% larger than in the equi-
librium. In addition to the calibrated model, Table 10 also presents similar results for two
counterfactual values of ¢. In the remainder of this section, we dive into dissecting these

changes and study the underlying forces that shape these gains.

Implications for Misallocation It is known that without endogenous customer acquisi-

tion, this model would predict quantitatively small losses from misallocation (see Edmond
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Table 10: Comparison with Efficient Allocation

Endogenous m;
¢ =025 Baseline ¢ = 0.75

TFP 24.1 10.8 3.2
Output 27.5 14.6 7.7
Number of firms -41.9 -11.3 -2.6
Employment -5.0 2.1 4.4
Production 5.3 6.0 7.0
Welfare 37.9 13.6 4.0
Agg. markup -27.8 -22.8 -19.1
Top 5% sales share 88.8 39.2 15.5

Notes: The table compares aggregate variables between the social planner’s allocation and the equilibrium
allocation. Differences are reported as percent deviations from equilibrium allocations. Three comparisons
are presented by varying the value of ¢, while keeping the remaining parameters fixed at the values in the
baseline calibration.

et al., 2018, who find losses from misallocation to be in a range of 0.8% to 1.8%). However,
by explicitly modeling endogenous customer acquisition, in a way that is consistent with
our motivating facts, we find these losses to be significantly higher at 10.8%.

To further analyze the increase in aggregate productivity, we consider the decomposi-
tion of TFP derived in Baqaee and Farhi (2019) and separate the allocative efficiency gains from
technological change. For us, allocative efficiency refers to how differently the planner allo-
cates resources across firms, while technological change is a manifestation of the different
entry and exit policies that the planner adopts. Formally, let Z(N;, A;) denote the aggregate
productivity implied by the set of operating firms N; with an allocation rule A; = (I; ;1) ien,
among them. Then, we can decompose the difference in TFPs across two allocations as

7(N* A* 7 * 7(N* A*
In (—(Nt’At)) = In (—(Nt’At)) + In (—(Nt "Ai)> . (6.1)
S\zZWNGAY ) T T 2N A Z(Ny, A7)
A TEP = 10.8% A Allocative E}giciency =7.8% A Entry/Exit Ef?iciency =3.0%

The first term on the right hand side of Equation (6.1) shows that, keeping the set of
operating firms fixed, almost 75% of the efficiency gains under the planner’s allocations
are due to allocative efficiency gains. This is in fact the most important consequence of en-
dogenous customer acquisition: having the ability to reallocate customers across firms, the
planner shifts the distribution of customers towards the top of the productivity distribution,
and hence is able to allocate higher amounts of production labor towards them.

The extensive margin of demand is the key to the difference between our higher TFP
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gains relative to Edmond et al. (2018): once the extensive margin of demand is shut down,
the planner in their model can achieve higher aggregate productivity only by shifting de-
mand on the intensive margin towards more productive firms. However, since varieties
are weak substitutes, distorting the distribution of relative demand is costly. These costs
are even higher when demand is more elastic at higher quantities (as with Kimball prefer-
ences or any semi-kinked demand system), which is why the aggregate efficiency gains in
Edmond et al. (2018) are small.

In our model, however, the planner has an extra choice, which is the distribution of cus-
tomers across firms. As a result, she does not face a trade-off as in conventional models and
shifts demand only on the extensive margin. Completely equalizing relative consumption

across individuals (g}, = 1), the efficient allocation achieves much higher aggregate produc-
1
tivity by simply allocating more customers towards more productive firms (m;, o z;,*)—as

seen in Figure F.8, which shows a comparison of the allocation of customers between the
equilibrium and the efficient allocation. As a consequence of this reallocation of customers,
concentration of sales among the top 5% of firms increases by 39.2%. Higher concentration
of customers across more productive firms is efficient to the point that marginal costs of
production are equalized across all firms.

It is important to note that the efficient allocation of customers across firms is not re-
stricted by the decreasing returns to scale in advertising, even though that the planner is
subject to the same advertising technology as in the equilibrium. This follows from the
fact that the planner internalizes the business-stealing externalities of advertising, and by
Lemma 2 can implement any desired distribution of customers.

Finally, while the optimal allocation of resources accounts for around 75% of the change
in aggregate TFP, the remaining 25% is explained by sheer compositional changes in the
distribution of productivity, i.e., technological change. Under the efficient allocation, the
planner is more selective in allowing firms to enter and ends up choosing a higher pro-
ductivity cutoff for entry and exit of firms. A more selective policy increases productivity
because it increases the average productivity of firms that operate in the economy, and it
implies a fewer number of operating firms—since the planner does not control the measure
of potential entrants that are born in every period. This last observation brings us to the
next substantial difference between our model and the conventional models.

The Optimal Number of Firms We start by reviewing the usual costs and benefits of
having more firms in the economy and then discuss the new mechanism that comes into
play in our model. In conventional models, the optimal number of firms are affected by
the interaction of three forces: decreasing returns to scale, love for variety and aggregate

overhead costs. On one side, with decreasing returns to scale at the firm level, having more
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firms increases the aggregate efficiency by dividing resources across a larger number of
production units. Moreover, with love for variety, even fixing the average output produced
by a larger set of firms, the household enjoys the resultant aggregated output more and hence
the economy experience a higher productivity.?® While these forces form the benefits of a
higher number of firms, the cost is usually modeled either as a fixed entry cost for every
firm or, as we model here, a stream of overhead costs over time, both of which lead to an
optimal finite number firms in the equilibrium.

Our model shares all these forces with the conventional models but has an additional
force which is the allocation of customers across firms. In conventional models, to increase
productivity the planner would have to bring in more firms through the bottom of the pro-
ductivity distribution by lowering the entry productivity cutoff; in our model, on the other
hand, the planner can achieve the same objective by allocating customers towards firms at
the top of the productivity distribution. However, since the number of customers is fixed,
higher concentration at the top comes at the cost of fewer customers at the bottom of the
distribution of productivity, which in turn reduces the social value of such firms (as shown
in Proposition 4). Hence, with this additional instrument, our planner is able to achieve
a higher productivity without having to pay for the overhead costs of more firms, which
leads to a lower number of firms in the efficient allocation and increases the welfare of the
household by 1.6% as shown in Equation (6).

To summarize, more productive firms acquire fewer customers in the equilibrium than is
efficient because of the decreasing returns to advertising, which makes customers “cheap”

to acquire for less productive firms and leads to excessive entry in the equilibrium.

Aggregate Labor Supply Two forces work in opposite directions in affecting the differ-
ences of aggregate labor supply between the efficient and equilibrium allocations. On one
hand, the more selective policy of the planner for entry and exit reduces the amount of labor
required for financing the overhead costs of operating firms. On the other hand, production
labor is underutilized in the equilibrium due to the aggregate market power of firms. The
‘Baseline” column of Table 10 shows that while labor allocated towards production goes up
by 6% under the efficient allocation, which together with the higher aggregate TFP con-
tributes towards the 14.6% increase in output, the aggregate labor goes up only by 2.1%, as
it is mitigated by the lower use of labor in financing the entry cost of firms.

28Both of these forces can be summarized by the following simple example inspired by Edmond et al. (2018):
consider an economy with N firms indexed by i, where every firm produces with y; = I and aggregate output
is given by a CES aggregator, Y = [ fON y?fldi]g. For given amount of aggregate labor, L, every firms gets to
produce y; = (L/N)* and the aggregate output is given by Y = N®~*L*. Now if we shut down love for
variety (0 = 1), productivity is N'~* which increases with N. If we shut down decreasing returns to scale
(& = 1), productivity is N°~! indicating higher productivity due to love for variety with larger N.
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The Role of Returns to Scale in Marketing While, for the planner, the only relevant mar-
gin in allocating customers is returns to scale in production, it is important to note that the
efficiency gains from reallocation of customers depend on the returns to scale for customer
acquisition, ¢. A larger returns to scale in customer acquisition would imply that more
productive firms would invest more in customer acquisition, which is desirable from the
perspective of the efficient allocation. Figure 7 shows the scatter plot of firms” productivity
and output for both the equilibrium and social planner’s allocation and for three different
values of ¢ (a low value, the calibrated value and a high value). The figure shows that with

a larger ¢ the equilibrium allocation of customers is closer to that of the planner.

Figure 7: Allocation of Output: Equilibrium vs. Efficient Allocation

50 -
o Equilibrium
O Social Planner

Yit)T

2it/Z 2it/Z 2it/Z

(@) Low ¢ (b) Baseline (c) High ¢

Notes: This figure shows a scatter plot between relative productivity z; ;/Z and relative output y; ; /7, for both
the equilibrium and the social planner’s allocation. We present three plots by varying the value of ¢, while
keeping the remaining parameters fixed at the values in the baseline calibration. Low ¢ corresponds to 0.25,
baseline to 0.53, and high to 0.75.

Moreover, the ¢ = 0.25 and ¢ = 0.75 columns of Table 10 show how the allocation of
customers is solely responsible for the large efficiency gains under the planner’s allocation.
By simply allowing ¢ to be larger, the equilibrium welfare losses drop from 38% in the
case of ¢ = 0.25 to only 4% with ¢ = 0.75. When ¢ is larger, in the equilibrium, more
productive firms grow mainly through acquiring more customers (higher m) rather than
selling more per customer (higher g). As a result, they produce for more customers but sell
less per customer, which also implies that they charge lower markups. Hence, aggregate
TFP, output and concentration increase, but aggregate markups decrease and the economy
gets closer to the efficient allocation.
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7 Conclusion

In this paper, we revisit the role of the extensive and intensive margins of demand in firms’
market share and market power. Using a dataset that merges information from the con-
sumer and the producer sides, we document that while firms’ sales grow mainly through
acquiring more customers, their market power is only correlated with their average sales
per customer. Moreover, we find that firms” non-production costs are associated with their
customer acquisition but not customer retention or sales per customer.

Guided by these empirical findings, we develop and quantify a model that micro-founds
the relationship between market power and concentration in the extensive and intensive
margins. In our model, while firms hold market power over each customer, the total num-
ber of customers acts as a demand shifter. The model provides a new perspective on the
relationship between firm size and market power. Firms that are big due to a larger cus-
tomer base, have lower market power relative to equally big firms with higher sales per
customer. Our model predicts higher concentration than conventional models, but lower
aggregate market power. Nonetheless, we find substantive welfare gains under the effi-
cient allocation that stems from the new Pareto frontier of the economy under endogenous
customer acquisition.

Our analysis sheds light on the effectiveness of policies that target concentration, prof-
its and market power. In particular, our model highlights a new unintended consequence
from policies that target only firms” market power. In our model, although market power
is distortionary, it compensates more productive firms for their investment in customer ac-
quisition and improves the allocation of customers. Thus, policies that target larger firms
disproportionately may have adverse effects through the misallocation of customers. If
more productive firms are taxed for their larger sales due to larger customer bases, on the
margin they will sell to fewer customers at lower prices but higher markups—both of which

are inefficient from a social perspective.
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A

APPENDIX FOR ONLINE PUBLICATION

Further data description

This section further describes the process to clean the Nielsen and Compustat data used in
this paper. For this, we follow the previous studies that use these two datasets (Hottman et
al. 2016 for Nielsen and De Loecker et al. 2020; Traina 2019 for Compustat).

Al

Nielsen and GS1: Variables and Data Cleaning

We construct the following variables from the Nielsen Homescan Panel, Promodata, and
GS1 company data:

UPC: scanner-level product identifier available in Nielsen Homescan Panel and Promo
data.

GS1 Company Identifier: GS1 company id. GS1 provides both UPC and firm identi-
fiers along with company name and headquarter location. This information allows
us to identify firm boundaries in the Nielsen data and further merge the data with
Compustat.

Sales: We define sales as the sum of the total expenditures of households at differ-
ent levels of aggregation: UPC-year, firm-year, and group-firm-year. We use sample
weights (projection factor) to make the Nielsen household sample representative at
the national level.

Number of Customers: For each firm, product (UPC), or group-firm, we aggregate the
number of households with the sample weight adjustment.

Sales per Customer: At each level of aggregation, we define average sales per customer
as total sales divided by the number of customers.

Sample Selection of Homescan Panel data The Homescan Panel data we use covers 2004-

2016.

1.

Following Neiman and Vavra (2019), we balance the product modules across years
to exclude the effect of entry and exit of modules, which mainly arises from name
changes and potentially adds measurement error.

. To make the sample representative, we drop “magnet products” in Nielsen data which

are fresh produce and other items without barcodes.

. We drop products that do not have a product group identifier to make the analysis

consistent across different specifications.

There is a small number of observations for which the sampling year of the household
is different than the year when their purchases took place. They reflect the fact that
households were sampled in late December. While the corresponding purchases are
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recorded as the current year, their household panel years are recorded as the following
year. We drop these observations to use coherent sample weights across households
and years.

We restrict the sample in the Promodata to the years 2006-2011 since the data is incom-
plete for the other years. Following this data’s manual, we use both active and inactive files
and drop the duplicated observations in inactive files. We adjust for multi-package and unit
size in utilizing the UPC-level information; we do the same when we merge in price infor-
mation from Homescan Panel data. We exclude the small number of markets that are not
common across the Homescan Panel and Promodata.

A2

Compustat: Variables and Data Cleaning

We download and construct the following variables from Compustat:

Global company key (mnemonic gvkey): Compustat’s firm id.
Year (mnemonic fyear): the fiscal year.

Selling, general and administrative expense (mnemonic XSGA): the SG&A sums “all com-
mercial expenses of operation (such as, expenses not directly related to product pro-
duction) incurred in the regular course of business pertaining to the securing of op-
erating income.” They include expenses such as marketing and advertising expenses,
research and development, accounting expenses, delivery expenses, etc.

Costs of goods sold (mnemonic C0GS): the COGS sums all “expenses that are directly
related to the cost of merchandise purchased or the cost of goods manufactured that
are withdrawn from finished goods inventory and sold to customers.” They include
expenses such as labor and related expenses (including salary, pension, retirement,
profit sharing, provision for bonus and stock options, and other employee benefits),
operating expense, lease, rent, and loyalty expense, write-downs of oil and gas prop-
erties, and distributional and editorial expenses.

Operating expenses, total (mnemonic XOPR): OPEX represents the sum of COGS, SG&A
and other operating expenses.

Sales (net) (mnemonic SALE): this variable represents gross sales, for which “cash dis-
counts, trade discounts, and returned sales and allowances for which credit is given
to customer” are discounted from the final value.

Capital: we calculate capital in two ways. First, we simply set capital to be equal
to the gross property, plant and equipment value (mnemonic PPEGT) deflated by the
investment goods deflator from NIPA’s nonresidential fixed investment good defla-
tor (line 9). For our second measurement of capital, we use the perpetual inventory
method—we set the first observation of each firm to be equal to the gross property,
plant and equipment value and for susbsequent years we add the difference from
netPPE; (mnemonic PPENT) and netPPE; 1. We also deflate the difference in PPENT
by the investment goods deflator from NIPA’s nonresidential fixed investment good
deflator.

Company’s initial public offering date (mnemonic IPODATE).
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* Age: given that the initial public offering date was missing for a large portion of our

dataset, we calculated age as the fiscal year of a given observation minus the first
year that we observe a firm in the dataset. According to Compustat, a firm enters the
dataset after it starts providing consistent accessible annual reports trading on a U.S.
exchange market, i.e. after its IPO. Following Haltiwanger et al. (2013), we exclude
the first fifteen years of the dataset for all analyses using age and we group together
firms older than sixteen years, because we do not know for certain a firm’s IPO date
for firms that were in the Compustat data since the first year.

We used NIPA Table 1.1.9. GDP deflator (line 1) to generate the real value for the vari-
ables sale, COGS, XOPR, and XSGA.

Sample Selection We downloaded the dataset “Compustat Annual Updates: Fundamen-
tals Annual,” from Wharton Research Data Services, from Jan 1950 to Dec 2016. The follow-
ing options were chosen:

Consolidated level: C (consolidated)
Industry format: INDL (industrial)
Data format: STD (standardized)
Population source: D (domestic)
Currency: USD

Company status: active and inactive

We took the following steps for the cleaning process:

1.

To select American companies, we filtered the dataset for companies with Foreign
Incorporation Code (FIC) equal to “USA.”

. We replace industry variables (sic and naics) by their historical values whenever the

historical value is not missing.

. We drop utilities (sic value in the range [4900, 4999]) because their prices are very

regulated and financials (sic value in the range [6000,6999]) because their balance
sheets are exceptionally different than the other firms in the analysis.

. To ensure quality of the data, we drop missing or non-positive observations for sales,

COGS, OPEX, sic 2-digit code, gross PPE, net PPE, and assets. We also exclude obser-
vations in which acquisitions are more than 5% of the total assets of a firm.

A portion of the data missing for sales, COGS, OPEX, and capital in between years for
firms. We input these values using a linear interpolation, but we do not interpolate for
gaps longer than two years. This exercise inputs data for 4.6% of our sample.
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A.3 The Coverage of the Nielsen-Compustat Sample

There are approximately 300 firms identified in Compustat that can be matched with the
Nielsen data in 2004-2016. Although the number of firms we matched is small, they account
for a significant fraction of total sales, number of UPCs, and observations in the Nielsen
Homescan Panel data, as shown in Table A.1.

Sales (b) # of UPCs (k) # of Obs. (m)

Nielsen-Compustat Sample 94.5 114.9 12.1
Nielsen Sample 421.2 698.9 51.6
Share (%) 224 16.4 23.5

Table A.1: The Coverage of the Nielsen-Compustat Sample

Note: Sales is the projection-factor weighted sales in Nielsen data and is denoted in billions US dollars. # of
UPCs is in thousand UPCs, and # of Obs. is in millions of observations. All variables are annual averages.

B Additional Empirical Results

B.1 Robustness

This section provides additional results to confirm the robustness of our main empirical
findings.

B.1.1 Firm Sales Growth Decomposition

One concern in Figure 1 is that some firms might only appear temporarily in our data not
because of their actual behavior but due to the sampling error. For example, it could be
that households in our sample do not happen to purchase a firm’s product even though
the product was purchased outside of the sample. In this case, the average value of sales,
number of customers, and sales per customer of young firms in our analyses might be con-
founded with those of old firms.

To address the concern of the sampling error, Figure B.1 uses only those firms that appear
at least three or five consecutive years. The results still show that the number of customers
is a primary factor that generates an increase in firms’ sales over time. There is a steeper
increase in sales in the firm’s early-stage than our baseline results in Figure 1. The results
are intuitive since firms that survive for several years are likely to generate more sales at the
beginning relative to firms that could not survive. Overall, the robustness results suggest
that the sampling errors are not the first-order concerns in our analyses.

Another concern is that firms might sell their products in a different number of months
over different years. For example, some firms might enter in late November or December
but sell their products over many months of the subsequent years. To adjust the differences,
we calculate the average monthly sales over a year per firm and redo the decomposition
exercise in Figure B.2. There is a smaller increase in firms’ sales at age 1, suggesting that
some firms enter the late month of the initial year. The relative importance of the number of
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Figure B.1: Decomposition of Firm Sales Growth by Firm Age: Survivors

1.5
|

Age FE

0 2 4 6 é 0 2 4 6 8
firm age firm age
—e—InS, ¢ Inp,gq, —e—InS, -+ Inp,gq,
—=4&=-1Inm, ——4=-Inm,
(a) Survive 3 Consecutive Years (b) Survive 5 Consecutive Years

Notes: Figures B.1a and Figure B.1b replicate Figure 1 by using the firms that appear at least 3 and 5 consecutive
years, respectively. There are 32,242 number of observations and 6,400 firms used in Figures B.1a and 19,603
number of observations and 2,997 firm used in Figure B.1b.

customers in explaining sales remain the same, explaining approximately 70% of sales on
average.

Figure B.2: Decomposition of Firm Sales Growth by Firm Age: Monthly Sales
Notes: Figure B.2 replicates Figure 1 by using average monthly sales per firm and year instead of yearly sales.

Also, one might be worried that the empirical pattern we observe might not apply to
the products outside of our sample, which is restricted to products that have barcode. For
example, it could be that for more durable products that customers purchase occasionally,
firms might not be able to grow through the number of customers because they may not
face customers every year.

Given that there is no other consumer-producer matched data (to the best of our knowl-
edge), we utilize our data—which covers a substantial fraction of consumer goods with
a wide variety of products—to understand the underlying differences between durable
and non-durable products. We carefully follow Argente et al. (2019) and define the prod-
uct group-level durability by using the information on the number of shopping trips. We
count the average yearly number of customer trips to purchase products in each product
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group and divide product groups into durable and non-durable products based on the me-
dian value. The durable products include “LIGHT BULBS, ELECTRIC GOODS”, “HARD-
WARE, TOOLS”, and “AUTOMOTIVE”, and the non-durable products include “MILK”,
“SNACKS”, and “BEER”.

Figure B.3: Decomposition of Firm Sales Growth by Firm Age: by Durability

Firm Age Firm Age
—e— s, - Inpg, —e— s, -+ np,g,
——4&=-Inm, ——4&--Inm,
(a) > p50 durability (b) < p50 durability

Notes: Figures B.3a and Figure B.3b replicate Figure 1 by dividing firms based on the durability of products
they sell. There are 19,988 observations and 5,050 firms used in Figures B.3a and 29,816 observations and 7,323
firms used in Figure B.3b.

Figure B.3 presents the results. Regardless of analyzing durable or non-durable prod-
ucts, firms mainly grow through the number of customers. The importance of the number
of customers remains by redefining durable goods based on the 75th percentile or by ana-
lyzing the variance decomposition of either durable or non-durable products.

B.1.2 Markups, Sales per customers, and Sales

Table B.1 replicate Table 3 by replacing the number of customers with the sales. We replace
the number of customers with sales so that our independent variables have the same unit.
Regardless of controlling sales or not, our results still show a strong correlation between
markups and sales per customer, suggesting the importance of the sales per customer in
understanding the firm-level markups.

B.1.3 Alternative Measures of Markups

This section revisits our analysis of the relationship between markups and the size of differ-
ent margins of firm’s demand by considering two alternative approaches to measure price-
cost markup and account for marginal costs. Our baseline analysis focuses on firm-level
markups and public firms. Here, we should that we find similar results when expand-
ing the scope to product-level markups and analyzing a much broader set of firms in the
Nielsen data.

In our first alternative approach, we use the difference between the retail-level price and
the wholesale cost at the product level as a measure of markups. For this, we use micro-
data on the UPC-market-year-level wholesale cost from the Nielsen PromoData available
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Table B.1: Markups, Sales, and Sales per Customer

€] () 3) 4) (©)
In pudic 0.094%% 0.093* 0.058"* 0.056** 0.057*"
(0.031)  (0.032) (0.023) (0.023) (0.025)

In S;; -0.002 -0.002 0.002 0.002 0.003
(0.006) (0.006) (0.007) (0.007) (0.007)
Observations 2433 2433 2433 2433 2433

R? 0.046 0.047 0.311 0.313 0.338
Year FE v v

SIC FE v v

SIC-year FE v

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups are
measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-factor
adjusted.

through the Chicago Booth Kilts Center. The PromoData records in wholesale costs by
UPC, market, and year and is collected from 12 national wholesalers in the period 2006-
2012 (we restrict our sample to the years 2006-2011 since there is a substantial number of
missing observations in 2012). In total, we use data from 45 markets (examples of markets
are Chicago, Los Angeles, and Atlanta). Given that the data lacks sales information, we take
a simple geometric average of wholesale costs by UPC, market, and year after adjusting for
the package size. We then combine this information with the retail-level price, sales, and
sales per household from the Nielsen Homescan Panel data and measure the retail-level
markup at the product (UPC) level as the difference between the retail price and the whole-
sale cost (we drop negative values of the measured markups). A similar approach has been
followed by Gopinath et al. (2011) and Stroebel and Vavra (2019).

The previous measure of markups assumes that other costs, such as wages and capital
expenditures, do not confound the observed relationship among markups, average sales
per customer, and the number of customers. However, presumably, there exist sources of
variation in marginal costs across retailers as well, in addition to the variation arising from
differences in product-level wholesale costs. To alleviate these concerns, we exploit the rich
variation in the data and control for such variation in marginal costs by incorporating in the
regression various sets of fixed effects, as the approach followed by Fitzgerald et al. (2016).
Our measure of markup varies at the UPC, year, market, and retailer level, so we progres-
sively include different combinations of fixed effects at those levels to absorb differences in
marginal costs that could potentially confound the relationship. For example, the fact that
retailers sell the same UPC in multiple locations allows us to control for marginal costs at
the retailer-year-UPC level. The underlying assumption is that the retailer’s marginal cost
of selling a given UPC is common across markets. Similarly, we can account for differential
distribution costs by incorporating a set of UPC-market-year fixed effects. The final sample
includes 7,802 UPCs, 45 markets, 6 years, and 167 retailers.

Table B.2 confirms the results about the relationship between markups, average sales per
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customer, and the number of customers reported in Table 3. In the first two columns, we
measure markups following the first alternative approach, while in the remaining columns
we present the results for the second approach. Column (1) shows that markups are strongly
positively correlated with sales per customer. The relationship between markups and the
number of customers is negative, but an order of magnitude smaller in size. Column (2)
includes UPC-, market-, and retailer-fixed effects interacted with year fixed effects, and the
importance of the sales per customer for markup measure remains (while the coefficient on
the number of customers becomes even smaller). Column (3) includes a set of UPC-market-
year fixed effects that absorb any differences in marginal costs at those levels (including the
variation in wholesale costs), and columns (4), (5), and (6) allow for additional sets of fixed
effects. Once we exploit our geographical variation and include retailer-year-UPC fixed
effects, the coefficient on the number of customers declines to -0.013, while the coefficient
on the average sales per customer remains large at 0.171. Finally, our most conservative
specification in Column (6) shows that there is still a positive and significant relationship
between markups and sales per customer, but no significant relationship with the number
of customers (the coefficient is precisely estimated close to zero). Table B.3 replaces the
number of customers in Table B.2 with total sales, and it still shows that the relevant margin
for the relationship between size and markups is the average sales per customer.

Table B.2: UPC-market-retailer-year-level analysis

In Markupyrmt
@ ) €)) 4) ©) (6)

In purmtGurmt 0.550***  0.186***  0.270***  0.171***  0.169***  0.187***

(0.035) (0.027) (0.041) (0.021) (0.019)  (0.019)
In Myrmt -0.063*** -0.040*** -0.063*** -0.013*** -0.011***  -0.004

(0.018) (0.005) (0.021) (0.004) (0.003)  (0.002)
Observations 426032 426032 426032 426032 426032 426032
R? 0.126 0.550 0.599 0.844 0.854 0.928
UPC-year FE v
market-year FE v
retail-year FE v
UPC-market-year FE v v v v
retail-year-UPC FE v v v
year-market-retail FE v v
UPC-market-retail FE v

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are three-way clustered by product group, retail,
and market. The Markup,+ is measured as the difference between retail-level price and wholesale cost,
PurmtGurmt is the sales per customer, and 11, is the number of customers, where the subscript u is UPC, r is
retail, m is market, and t is year. All variables are projection-factor adjusted. We balance the sample across
columns based on the tightest specification in column (6); our final sample includes 7,802 number of UPCs, 45
markets, 6 years, and 167 retailers.
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Table B.3: UPC-market-retailer-year-level analysis

In Markupyrmt
@ 2) 3) (4) ©) (6)

In purmtGurmt 0.612***  0.226***  0.334"**  0.184™*  0.181***  0.191"**

(0.046) (0.028) (0.046) (0.022) (0.020)  (0.020)
In Syrmt -0.063***  -0.040*** -0.063*** -0.013*** -0.011***  -0.004

(0.018) (0.005) (0.021) (0.004) (0.003)  (0.002)
Observations 426032 426032 426032 426032 426032 426032
R? 0.126 0.550 0.599 0.844 0.854 0.928
UPC-year FE v
market-year FE v
retail-year FE v
UPC-market-year FE v v v v
retail-year-UPC FE v v v
year-market-retail FE v v
UPC-market-retail FE v

Notes: The regression specification is the same as what is used in Table B.2 except that we replace the number
of customers with total sales.

B.1.4 Sales and SGA Expenses: Decomposition by Durability of Products

By using the same durability measure we used in Figure B.3, we analyze the possibility of
different correlation of SGA and Sales based on the product durability in Table B.4. The
correlation is not different across the durability of products.

Table B.4: Sales and SGA Expenses: Decomposition by Durability of Products

Decomposition of In Sigt  In mg: New vs. Old

) (2) ) (4) ©)
InS Inpg Inm  InmNeV  InmOd
In SGA;; 0.079**  -0.006 0.085*** 0.078*** 0.024
(0.036) (0.017)  (0.030)  (0.030) (0.038)
In SGAj; x Durability  0.040  0.026 0.013 0.042 -0.018
(0.046) (0.028) (0.032)  (0.039) (0.046)
Observations 13131 13131 13131 13131 13131
R? 0.962  0.909 0.965 0.943 0.961
Firm-year Controls v v v v v
Group-year FE v v v v v
SIC-year FE v v v v v
Group-firm FE v v v v v

Notes: The regression specification is the same as what is used in Table 4 except that we additionally include
the durability measure and its interaction with the log SGA.
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B.1.5 Semi-variable Nature of SGA

This section establishes that the SGA expenses have a semi-variable nature and are corre-
lated with firms’ sales in the short-run. Previous studies that examined the non-production
cost of firms (SGA) made a polar opposite assumption on the variable nature of this cost.
For instance, in measuring price-cost markups, Traina (2019) includes non-production costs
as variable costs, whereas De Loecker et al. (2020) interprets non-production costs as fixed
costs in their baseline approach. We empirically assess such assumption by comparing the
co-movement of sales and SGA with the co-movement of sales and other costs that are com-
monly assumed to be variable and fixed in the short-run in the literature: COGS and capital.

-1 -.05 0 .05 A
AInS,

\o AIn(SGA,) = AIn(COGS, * A lIn(Capital,)

Figure B.4: The Semi-variable Nature of SGA

Notes: The figure shows the binned scatter plot of the correlation between quarterly change in log sales and
quarterly change in: i) log SGA, ii) log COGS, and iii) log capital for firms in the quarterly Compustat dataset.
We also plot the best linear fit for each variable. The correlations control for year and firm fixed effects. We
restrict the sample to observations with a change in the log of sales was between -0.1 and +0.1 (the 25th
and 75th percentiles of the quarterly change of log sales is -8% and 11%, respectively). We adapt perpetual
inventory method following Traina (2019) and use Gross and NET Capital (PPEGT and PPENT) and deflate
investment with NIPA’s non-residential fixed investment good deflator to measure the capital. There are
17,168 firms in 1964-2016 used in this analysis.

Our results suggest that the SGA expenses have both variable and fixed components; it
is more variable than the capital expenditure but is less variable than the COGS. Figure B.4
reports the binned scatter plot of changes in sales against changes if firm’s costs for a range
of AInS;; between -10% and 10%, which are approximately the 25th and 75th percentiles
of the Aln S;; distribution. Consistent with the view in the literature (e.g., Edmond et al.
2018; De Loecker et al. 2020), sales exhibit the largest co-movement with production costs
(B = 0.894; SE 0.008), and the lowest co-movement with investment (8 = 0.081; SE 0.008).

We consider other empirical specifications to confirm the semi-variable nature of SGA
expenses. Table B.5 presents the regression results that correspond to Figure B.4. The semi-
variable nature of SGA is clear in this Table with and without fixed effects. We also show
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that R&D is more variable than capital but is not as variable as SGA. Figure B.5 replicates
Figure B.4 by using the full sample, and the semi-variability of SGA expense remains strong.
Figure B.6 presents the cross-correlation, which further supports the short-run variability of
SGA. Although there is a strong contemporaneous correlation of SGA and sales, SGA is
generally not correlated with the forward or backward sales.

Table B.5: The Semi-variable Nature of SGA

1) 2) 3) 4 ) (6) ) 8
Aln(COGS;)  Aln(COGS;) AIn(SGA;)  Aln(SGA;)  Aln(Capitaly)  Aln(Capital;) Aln(R&Dy;)  Aln(R&Dj)

AlnSj; 0.920*** 0.894*** 0.473*** 0.405*** 0.133*** 0.081*** 0.278*** 0.200%**
(0.008) (0.008) (0.009) (0.010) (0.008) (0.008) (0.028) (0.031)
R? 0.055 0.162 0.011 0.103 0.002 0.155 0.002 0.083
Year FE No Yes No Yes No Yes No Yes
Firm FE No Yes No Yes No Yes No Yes
N 293962 292739 292785 291547 134743 133745 69845 69363

Notes: The dependent variables are the quarterly change in log COGS, SGA and Capital. The estimation
method used in all columns is OLS. Standard errors (in parentheses) are clustered at the firm level.
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| AIn(SGA) * AIn(COGS) * Aln(Capital,) |

Figure B.5: The Semi-variable Nature of SGA

Notes: The figure shows the binned scatter plot of the correlation between quarterly change in log sales and
quarterly change in: i) log capital, ii) log COGS, and iii) log SGA, for firms in the quarterly Compustat dataset.
We also plot the best linear fit for each variable. The correlations control for firm and quarter fixed effects.
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Figure B.6: Cross-correlation
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Notes: Figure B.6a uses the trimmed sample presented in the main body of the paper, and Figure B.6b uses the
full sample. 95% confidence intervals are presented for every estimate. Figure B.6a replicates the column (4)
in Table B.5 at quarter = 0.
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B.2 SGA and firm heterogeneity

This section analyzes the potential characteristics associated with firms” non-production
costs to understand the underlying firm heterogeneity. We focus on two characteristics of
firms, size and age, since these two are the most notably known to influence firm-level
outcomes in macroeconomics literature (see, e.g., Hopenhayn, Neira and Singhania, 2018;
Autor et al., 2020). We use the following regression specification to study the correlation of
non-production costs with firm size and age:

10 9
yie = Y anl(size group;, =m)+ ) _ a,1(age group;, = a) + as + a; + €5
m=1 a=1

where i is firm and t is year. y;; is the SGA-to-OPEX ratio, a; is 1-digit SIC sector fixed effect,
and w; is year fixed effect. Our primary interest is a,;, and «,, which measure the average
SGA-to-OPEX ratio for each size or age group conditional on the other firm characteristic.
There are 10 size groups based on the decile of the distribution of firms” market share in each
year and 9 age groups (0, 1-2,3-4,5-6,7-8,9-10,11-12, 13-15, 16+) following Haltiwanger et
al. (2013).%% The sector and year fixed effects are included to analyze the average SGA-to-
OPEX within each sector and each year.

Figure B.7: SGA Share of OPEX: Size vs. Age
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Notes: Figure B.7a plots the size profiles of the COGS-to-OPEX ratio («;;) and Figure B.7b plots the age profiles
of the SGA-to-OPEX ratio (a,;) by estimating equation B.2. The baseline group is the largest group or the
oldest group; we plot the average SGA-to-OPEX for the baseline group and add the estimated coefficient of
indicator variable for each of the other groups. The size groups are based on the decile of the distribution of
firms’ market share in each year and the age groups are (0, 1-2, 3-4,5-6,7-8,9-10,11-12,13-15,16+) following
Haltiwanger et al. (2013). In Figure B.7a, the dotted orange line plots the size group fixed effects without the
inclusion of the age group fixed effects in the regression, and the solid purple line plots the size group fixed
effects with the inclusion of the age group fixed effects. Similarly, in Figure B.7b, the dotted orange line plots
the age group fixed effects without the inclusion of the size group fixed effects in the regression, and the solid
purple line plots the age group fixed effects with the inclusion of the size group fixed effects.

PPollowing Haltiwanger et al. (2013), we exclude the first fifteen years of the dataset for all analyses using
age, and we group firms older than sixteen years, because we do not know for certain a firm’s IPO date for
firms that were in the Compustat data since the beginning of the sample.
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We find that small firms have substantially larger non-production expenses compared
to large firms, as presented in Figure B.7. Figure B.7a shows that smallest firms spend more
than 30% of their expenses on non-production, while the largest firms spend approximately
20 percent points less than the smallest firms. Although there is a similarly large hetero-
geneity of non-production expenses across firm ages, it is largely driven by the firm size
heterogeneity; conditioning on firm size group fixed effects, Figure B.7b shows that there is
a negligible difference in the share of non-production expenses across old and young firms.

C Model with Heterogeneous Tastes and Sorting

In this section, we provide two model extensions to our households’ preferences. In the first,
we allow for idiosyncratic preference shocks that affect the optimal quantities consumed by
each consumer. In the second, we allow for shifters that affect the perceived “quality” of
each variety. We discuss how each extension affects the total demand of a firm as well as the
relationship between number of customers and average sales per customer. We also provide
empirical evidence for why we abstract away from these extensions in the main analysis.

C.1 Taste for Quantity

Consider the following extension of the Kimball aggregator in Equation (3.1):

Ni ‘:1 tCi it
1 Jtij,
/ / {]Emzt}‘:,], Y ( ) d]dl = 1

4 1

where ¢; ; ; is now household j’s “quantity” taste for variety i at time . The implied relative
demand for firm i at ¢ is then given by

Cl/t ) 1—1 pl/t
C, Mt X ]E[Ci,j,t|] € m )Y - |
t —~— Dy
number of customers ™ ~~

gi += demand per customer

where E[G;;/|j € m;,] is the average quantity taste of firm i’s customers. The introduc-
tion of such shocks will affect firm i’s demand depending on the nature of sorting between
customers and firms. If there is no sorting or selection in who is matched to a firm, then
E[ii:lj € mis] = E[G;;] and this extension replicates the demand function in the main
text. However, sorting generates a correlation between the number of customers and av-
erage sales per customer. For example, with positive sorting, firms with a larger customer
base should sell less per customer on average (because the marginal customer always buys
less than the average customer).?’ Instead, with negative sorting (e.g., when marginal con-
sumers are the ones who experiment with the product and buy more than the average con-

30For illustration purposes, we assume for any i and ¢ that Gij+ are iid. draws from a Pareto distribution
with shape parameter 8 > 0 and normalized so that its unconditional mean is 1 (lE[Ci/]-,t] =1). Let us consider
the extreme case of perfect sorting, where the customers that are matched to a firm are the ones who have
the highest taste for its product. With this natural assumption, for a given mass of customers m; ;, the firm’s

-1 . . .
customers are the household members for whom ¢;;; > (1 — 9_1)mi_tg and the selection term is E[; ;;]j €
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sumer), firms with a larger customer base should sell more per customer on average. More
generally, this model implies the following relationship between average sales per customer
and a firm’s number of customers

In(pisgir) = Poln(miy) +1In (pi'tY,_l (%tt)) ’

where the sign and magnitude of By determine the type and strength of sorting, respectively.
To test this, we aggregate the Nielsen Homescan Panel data at the UPC-year-level. For this
analysis, we use the whole sample available in Homescan Panel data. We compute the price
of each product as sales divided by the unit-adjusted quantity. Table C.1 shows the results of
OLS regressions of the log average sales per customer of UPC u at time ¢ on the log number
of customers and polynomials of log price that approximate the nonlinear function Y/~1(-).
Across all specifications, we consistently find a small and positive relationship between the
size of the customer base and average sales per customer. Firms with a 1% higher number
of customers sell on average 0.03% more per customer. Given the economic insignificance of
this estimate, we do not consider this kind of preference heterogeneity in our model, which
as discussed below is a conservative choice.

Table C.1: Average Sales per Customer and The size of the Customer Base

In Putqut
1) (2 3 4 ®)
In my¢ 0.026***  0.025***  0.023**  0.029"**  0.029***
(0.009) (0.009) (0.009) (0.002) (0.002)
In put 0.162***  0.180***  0.132***  0.680"**  0.688"**
(0.028) (0.037) (0.027) (0.017) (0.017)
In p?yt 0.021* 0.025 -0.003 -0.003
0.012)  (0.015)  (0.005)  (0.005)
In p3ut 0.005 -0.001 -0.001
(0.003)  (0.001)  (0.001)
Observations 9097076 9097076 9097076 8452707 8452707
R? 0.086 0.096 0.102 0.851 0.852
UPC FE v v
Year FE v
Product Group-Year FE v

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; Standard errors are clustered by product group. The variable py:qu:
denotes the sales per customer of UPC u at time ¢, m,;; is the number of customers, and p,; is the price.

Implications of Sorting for Misallocation Results A potential concern in our analysis
of efficiency losses from the misallocation of demand is that sorting of customers might
exacerbate or reduce welfare losses from misallocation. For example, since with positive
sorting the marginal customer values a variety less than the average customer, the marginal
value of allocating customers to more productive firm might not be as high as in our baseline
model. However, regression results in Table C.1 show that, if anything, there is negative,
albeit small, sorting (i.e., the marginal customer buys more than the average customer).

—p-1

: _ _p-1
it In this case, fp = —07 .

mis| =m
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Viewed through the lens of this model extension, these results indicate that the quantified
welfare losses from misallocation of demand in Section 6 provide a lower bound on the
actual welfare losses once this small negative sorting is taken into account.

C.2 Taste for Quality

Another source of preference heterogeneity can be the different perception of the “quality”
of a variety across customers. For this, consider the following extension of the Kimball
aggregator in Equation (3.1):

Y y (S gigi, =1
/0 /0 {jem;}Gijit C; jat, =

where ;i ; is now the household j’s “quality” taste for variety i at time . We assume for
any i and f that {; ;; is an i.i.d. and it distribution is scaled so that its unconditional mean is
1 (E[Z;;+] = 1). The implied relative demand of firm i is then given by

_ Cit / ! -1 Pit .
= = 1. 1Y —_\d
qit C; 0 {jem;,;} (gi,]’,tDt) ]

The curvature of Y/~!, and thus the elasticity of demand, now interacts with the distribu-
tion of {; ;+, but we can show that up to first order approximation, sorting would imply a
correlation between average demand per customer and the number of customers, similar to

the quantity shocks. To see this, note that up to first order approximation around the point
Pit .
E[C; Dt

Y (g.’fﬁ) = (pﬁt) (1+03,(Gijs = 1))
i,

where 0;; is the elasticity of demand evaluated at average quality taste, p;;/D;, and hence
depends only on price. Now, using this approximation we can write demand as

fa o omy xY! (”—) (1+ 034 (E[Zi4lj € mif) — 1))
Cy ~— Dy j

number of customers

gi;=demand per customer

where E[{; i ;|j € m;,] is the average quality taste of firm i’s customers. Similar to quantity
shocks, if there is positive (negative) sorting, then IE[Z; ; +|j € m; ;] is a decreasing (increasing)
function of m;; and we should see a negative (positive) relationship between g;; and m;,,
which brings us to the same argument in the previous section for quantity shocks.
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D Derivations and Proofs

D.1 Lemmal

Proof. We start from the expression for the optimal price of the firm:

i mc;
In (%) =In(e;;) —In(ej —1) +1In ( D ’t) , (D.1)

t t
where

_aln(qi/t) . (o
dln(pis)  1—nn(pi) +nIn(De(1 -0 1))

Eit = (D.2)

The last equality in Equation (D.2) follows from the expression of demand per match in
Equation (3.4). Differentiating Equation (D.1) we have:

mc; s 1

Pit mc; t
dl ) =(1—u)dIn(e; ;) +dl = dl =1,
" (Dt> (1= pindIn(eir) " ( Dy ) 1T+no—te (pip —1) " ( Dy )

it
€i,t -1

where y;; = is the firm’s markup. Then, it follows that

1, 1,

D.2 Proposition 1

Proof. Consider the sales per match of firm i normalized by the demand index Dy, p; ;q;;/ D:.
Differentiating the log of this quantity, we have

Pitqit Pit gip—1 (mCi,t>
din|{—= ) =(1—-¢,)dIn| = | = — din | —= ).
( Dy > ( it) ( Dy ) 1+note(uip— 1) Dy

Therefore, combining this expression with Equation (3.14), we have

dln(]/‘i,t) = Ua_lﬂi,t(]/li,t _ 1)d1n (Pig‘ii,t) .

D.3 Corollary 1

Proof. We show this result by differentiating the markup of the firm, while keeping the total
level of firms’ sales constant. The latter implies that

0= dln(pi,tyi,t) = dln(pi/tqi,t) + dln(mi,t) = dln(pi,tqi,t) = —dln(mi,t).
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Now, plugging this into Equation (3.15) we have

m;
dn(puis) = =1 pig(ptip — 1)d1n (3:) :

Notice that in deriving this expression we have only used the elasticity of markups with
respect to the marginal cost of the firm, keeping its productivity within a period fixed.
Therefore, this result only depends on the fact that, keeping sales and productivity fixed,
tirms with higher customer-base have higher marginal costs and hence by Lemma 1 lower
markups. O

D.4 Proposition 2

Proof. This relationship is obtained directly from the first order condition of the firm’s prob-
lem with respect to m; ;. For the rest of the proof, we derive this first order condition.
We start by showing that the firm’s customer acquisition constraint always binds (mean-

ing that the firm never disposes their existing customers). To show this, note that it cannot
9, . :
be the case that [;; > Obutm;; < (1 —06)m;;_1 + 1;:,2 since the firm can keep the same m; ;
: . o o .
with a lower I; ;. Thus, if m;; < (1 —0)m;;_1 + £, then optimality requires that [;; = 0.

m,t

Now, suppose ;s = 0but m;; < (1 —0)m;;_1. Note that in this case, the slope of the firm's
“production” profit function with respect to m; ; is given by

Vit

1,t

d
——(PisYir — Wilipi) = (pip — mciy) >0,

ami,t
where the last equality follows from the fact that for any choice of g;; > 0, the firm’s markup
is always strictly larger than 1 and hence p;; > mc;;. Thus, the firm’s profit is strictly
increasing in m;; and since m;; < (1 — J)m;;_1, then the firm can increase its m;; at no
cost and gain more profits at time t. Moreover, this will not affect firms’ profits in the future
since the firms can always dispose of the increase in m; ; in the next period at no cost. Hence,

. . . I
optimality requires that m;; = (1 —d)m; ;1 + 15752

-1
Now, in writing firm i’s problem at time ¢, replace l; , : = (yi</ zi)" Yir = Miq;:Cr,

-1 _
and ;5 = P,?;/T (mir—(1—=06)mir 1) " to obtain the problem as

max E: ) (Bv)TIC” (ﬁ 1i,h> X
h=t

{pi,rrmi,T/qi,T}TZt >t

-1
g C-\"% - -
Pirliz e T) - WTPT?;,Tl (mir—(1— (5)7’11',1'71)4j = Wrx

Zit
R P Pirx "
st. gir = {1 7ln <—Dr(1 — 0_1))} .
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Next, if 1;; = 0, then [;;; = 0. However, conditional on 1;; = 1, the FOC with respect to m; ;
is

Wil 1 Wilis 1
L B o R
Cry1) 7 1 Wialisen
1-0)E [(—£1) B
+pv(1—d)E, ( C, ) it+19 Mipy1 — (1= 8)miy
1thzpt

Replacing mc;; = a - and iterating the FOC forward gives us the expression of inter-
i
est. [

D.5 Planner’s Problem

Proof. The Planner’s problem for this economy is given by

Z [ 1 0% L}+zp
max [3 (D.3)
(ciji)je01) (Lit)ieN, quny 1 +¢
(5i,t1mi,tlli,p,trli,s,t)iENt/Ct >0
subject to
1 . .
/O Yjem, yCijed] = Zitli Vi€ Ny, (D.4)
/ /11‘ Y(%)d'di—l (D.5)
ien; Jo {jem;;} C; J ’
/ (L + list +x)di = Lt (D.6)
1€EN;
/ i di = 1 (D7)
1€Ny
N; = {l € N1 UA;: 1i,tVi,t = 1} N_4 giVGI’l. (D.8)
1= fien, (X =di0)mip ,
mip = (1—=0;)mipq + fleN”‘ 5 S l;ps o ViEN, (D.9)
fzeN lz s, tdl
Oip € [0,1],1;51 >0, Vie Ny (D.10)
/ lissdi = Loy > 0. (D.11)
iEN;

Here, Equation (D.4) requires that for every firm, their supply meets their allocated demand,
Equation (D.5) is the Kimball aggregator that implicitly defines C; given the planner allo-
cation of demand, Equation (D.6) requires that labor supply meets demand for labor from
production, advertisement and overhead costs, Equation (D.7) requires that the matching
market clears, Equation (D.8) is the law of motion for the set of operating firms given an
entry/exit policy by the planner, Equation (D.9) determines firm i’s evolution of customers
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given an allocation for advertising, Equation (D.10) requires the non-negativity of labor for
advertising and the constraint that while the planner can separate customers from firms the
separation rate should be at least J, and finally Equation (D.11) requires that the planner
at least spends Ls; on advertisement. This last constraint is for an arbitrary but a strictly
positive I_Js,t—in Lemma 2 we show that the level of this quantity does not matter for the
optimal distribution of customers, which is also well-defined in the limit when Ls; — 0. O

D.6 Lemma?2

Proof. Suppose that at any given time ¢, a choice for N; is fixed. Suppose next that the
planner desires to allocate matches according to a rule

A (i = miy)ien;-
Note that this can be any arbitrary allocation of matches as long as it is feasible:

/ m;,di = 1.
iEN; !

To show that the allocation A is implementable on N; for any given level of L ¢, we need to
show that (1) it is generated by a choice of (6 < d;; < 1,1;5; > 0)en,, and (2) it is feasible
fi eN; li s di = L ;. We show this by construction. In particular, consider the choice:

m?
Gp =Ll = Es,t#
' * Jion,mddi
ZGN ieN;
That s, first, let the planner separate all the matches from their corresponding firms (47, = 1)

and then reallocate them based on A. It follows that conditions (1) and (2) from above hold
by construction. Next, to verify that these values implement A, observe that

Ik *¢
mip = (1—0;¢)mjr—1+ (1 — / (1-— (5~,t)m',t_1di> S ——
l o iEN: o Jien, lz*ffdl g
Finally, to confirm feasibility, note that f N, 1 ot = = Lg . l

D.7 Proposition 3

Proof. The results in this Proposition follow from the first order conditions of the planner’s
problem in Equation (D.3), fixing the planner’s other choices at an arbitrary allocation. In
the remainder of this proof, we characterize these first order conditions.

Formally, for firm i and period t, let B¢, ; ;di be the shadow cost on Equation (D.4); for
period t, let B¢y 1, B @1+ and Bl ¢y, s be the shadow costs on Equation (D.5), Equation (D.6)
and Equation (D.7), respectively. Moreover, similar to the equilibrium allocation, let us
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define g;; = C’C—Jtt It is straight forward to show that for j & m;;, q;;; = 0. So from here on

forward we only refer to g; ;; when j € m; ;.
The first order conditions with respect to g; ;; are

PeitCe =Y (qijr) oy Vi € myp. (D.12)

It immediately follows that all households that are matched to a variety consume the same
amount:

Qijt = qips V] € M. (D.13)

Replacing this result in Equation (D.4) and Equation (D.5) and taking the first order condi-
tion with respect to m; ;, we have:

@i i9itCt + Pt = Y(qit) Py t- (D.14)

Notice that in deriving this first order condition, we have ignored the constraint in Equa-
tion (D.9). The reason that we can do this goes back to Lemma 2, which states that any
choice of (m;;)icn, can be implemented without any loss of generality. Therefore, we can
ignore the constraint in Equation (D.9) and then use Lemma 2 to show that it is satisfied.

Next, replacing Equation (D.13) in Equation (D.12), multiplying it by g; ; and subtracting
it from Equation (D.14), we have:

Pm,t = [Y(%‘,t) - qi,tY/(qi,t)} Py t-

Since ¢y ; # 0,%! it follows that

Y(qie) — qi Y (qir) = Pt yie N,
Pyt

Notice that the left hand side of this equation is only a function of g;; and it is strictly
monotonic in g;; > 0.3> Moreover, the right hand side of the equation is only a function of
time-t shadow costs and is independent of i. Hence, there exists a unique g; such that

git =q; Vi€ N

Replacing this last equation into Equation (D.5) we have:

[ muaY@idi=1=Y(@) =1=q; =1,
1€EN;

where the second statement uses the market clearing condition for matches in Equation (D.7)
and the last statement uses the strict monotonicity of Y(x) and the fact that Y(1) = 1.

31To see why, suppose not. Then, by Equation (D.12), either C; = 0—which is clearly not optimal since
marginal utility approaches infinity as C; — 0—or ¢.;; = 0—which means that the household can freely
supply infinite labor to firm 7 at t and is also a contradiction since it violates the positive disutility of the labor
supply.

320bserve that Dy[Y(x) — Y'(x)x] = —=Y"(x)x > 0.
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Given that the social planner sets q;; = 1 for all firms, it implies that firms” productions
will differ under the efficient allocation only through different numbers of customers. To
determine the optimal level of production, we only need to consider the FOC with respect
to li,p,t:

-1
0Qc,ipZifli, = QL
Dividing this equation by the first order condition for m; ; in Equation (D.12), we get

a1 Gt gL
L,p,t lXYl(l) QDY,t.

Zi,tl

Solving for I; , ; from this equation and replacing it Equation (D.4) we have

« 1 ®
: G pre\*T zip\ T° Pre  \"!
.. d — - Cr = z: - - ’ = J— L =" .
/jemi,t Ciptl] = Mt = 2t (Zi,t“Y'(l) Pyt it Ct aY'(1) @y,

Finally, imposing the market clearing condition for matches in Equation (D.7) we get

1,t .
mip = 1 Vi e Nt.

D.8 Proposition 4

Proof. A few observations are useful in proving this Proposition. First, Lemma 2 allows us to
ignore constraints in Equation (D.9) and Equation (D.10), solve for the optimal allocation of
matches and use the results of Lemma 2 to characterize the allocation of marketing labor that
satisfy these constraints. Second, since the planner’s strategy in Lemma 2 is to always fully
depreciate matches at the beginning of every period, the planner’s entry and exit decision
for a firm does not depend on m; ;1 and it is not relevant for the planner’s decisions. Hence,
the only distribution that we need to keep track of over time for the efficient allocation is
the distribution of z; .

Next, to characterize this distribution, define 1;(z) as the density of operating firms at
time ¢ that have productivity z. Now consider an entry/exit policy for the planner at time ¢
denoted by 1;(z) which takes the value of 1 if the planner pays the overhead cost of a firm
with productivity z at time t—hence allowing the firm to be an operating firm at ¢. Then,
n¢(z) is given by:

n1(2) = 1:(2) {)\fe(z) Y / F(zlz)ni1(z_1)dz_1] - (D.15)

_1€R4

Here, f(z|z_1) denotes the conditional density of z|z_1, which is governed by an AR(1) pro-
cess per Equation (3.7) and f°(.) is the PDF of the productivity distribution of the entrants
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from Equation (3.6). Equation (D.15) merely shows that the density of firms at time t with
productivity z comes either from entrants with productivity z or operating firms that sur-
vived their exogenous exit shock and then transitioned to z. The planner can only decide
whether it wants to keep these firms or not, but conditional on keeping them at time ¢ their
density is determined exogenously by the law of motion for the productivities.

The final step is to derive the aggregate production function of this economy using the
results in Proposition 3. Using a similar approach for deriving Equation (3.19), we know
that

L, = / I di
P €N} K

-1
* ok 29
.l m..q;
o 1,t1,t .
ot [ (M)
IEN; Zit

a—1

=cy’ (/ zllwnt(z)dz) "
ZEIR+

where the first equation is the definition of aggregate labor allocated towards production,
the second equation uses firm i’s production function and the third equation plugs in the
optimal allocation of g and m from Proposition 3. Hence, the aggregate production function
of this economy can be written as:

1 11—«
Cr = {/ zl—fxnt(z)dz] ot
ZE]R+ !

Given these observations about the planner’s problem, and plugging in the results from
Lemma 2 and Proposition 3, we can re-write the planner’s problem as choosing C;, L, Lyt
and an entry/exit policy to maximize the life-time utility of the household subject to the (1)
aggregate production function, (2) aggregate labor supply condition, and (3) law of motion
for the distribution of productivity. Formally, the planner’s revised problem is

o le’y L1+l/)
max ph|-t— gt (D.16)
{CeLe, Lyt 1t(2)zer, b0 = 1—o 1+9¢
. 1—a
st. G = {/ zl—ant(z)dz] Ly
ZE]R+ !
Lf =X Tlt(Z)dZ + Lp,t + Es,t (D17)

zeR4

ni(z) = 14(z) [/\f“’(z) —i—v/z f(zlz_1)ne—1(z—1)dz—1 | ,Vz € Ry (D.18)

1€R4
n_1(z) given.

Next, for any t let f'oc;, B'or; and B'@y,+(z)dz be the Lagrange multipliers on the con-
straints in Equation (D.16), Equation (D.17) and Equation (D.18), respectively. The implied
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first order conditions for Ct, Lt and L, are

*

B C
C;k T = PcC ts gL:qP = QPL,ts ‘XLthOC’t = QPL;t-
pt

Combining these first order conditions, we arrive at the condition that the planner sets
the marginal rate of substitution between consumption and leisure equal to the marginal
product of labor (which we define as the wage in the decentralized version of this economy):

wp= ST G

G Lp

—— \\,.’/

MRS MPN

Finally, since the entry and exit decision is a discrete choice, we have to compare the shadow
cost/benefit of keeping a productivity type—setting 1; ;(z) = 1—with the shadow cost/benefit
of letting them exit—setting 1;;(z) = 0. Note that conditional on keeping a type, the FOC
with respect to n;(z) > 0is

Pus(2) = (1= W (IC pes = xouadz + v [ 1a(@)f(E12)gnen (2)d,

Z/GIR.»,_

Ta
fz€R+ zﬁ ne(z)dz
will get conditional on being kept in the economy as derived in Proposition 3. Dividing this
equation by @c 4, replacing «Cf = WLy, , and plugging in Wy = ¢1+/¢csand ocs = C; 7
we arrive at:

where m}(z) =

is the number of customers that a firm with productivity z

C* - /
P — i @] i WLy~ Wi o (1) FE ) P,
pci t Z'eRy PCt+1

where the right hand side characterizes the marginal benefit of keeping the firm, in units
of consumption and the left hand side is the shadow cost of keeping the firm. Note that
the planner can always set this to zero by making the firm exit the economy—meaning that
this benefit/cost is bounded below by zero. Hence, the social value of the firm, G+, can be

defined as G (z) = maxy,(,) Mlt(z) and be written recursively as:

Pct

Cri\ "
Gi (2) = max1i(z) {m: (@G = i W Ly~ W+ o () ELGE(2) rz]} .
t(Z t

Iterating this condition forward, and re-writing this in sequential form for firm i gives us
the expression in the proposition. O
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D.9 Proposition 5

Proof. Let (Cy, Lyt L, L, Ni)>0 denote the equilibrium allocation. A log-linearization of
1—y 1 +1
U(Ct, Ly) = C{ v~ C 5 around this allocation gives:

_ L N;
AU(Cy, L) = C/"AIn(Cy) — ELY Ly s (AIn(Ly) + LStAln(Lst) +)(L—Aln(Nt)) +O(|.]1%).
p.t

Next, divide by U :C; = Ct1 ~7 and use the household’s optimal labor supply condition
LY
6?17 = Wi to get

AU(C;, L W:L L N,
BUEH L) _ p1iey) = Vvt (an(L,,) + B2 A (L) + x2EAln(NY) + O(LIP)
uc,tct Ct Lp,t Lp,t

Finally, using the aggregate production function in Equation (3.18), replace AIn(C;) =
AIn(Z;) + aAlIn(Ly), and, using the definition of the aggregate markup in Equation (3.20),

= 71) to get

replace the labor share in terms of the cost-weighted markup (== AL - L=

AU(Cy, Ly)

L N;
TR An(Z;) +a(1— M;HAIN(L,,) — aM; (iAI (Lst) +)(—Aln(Nt))
c,t\-t

D.10 Proposition 6

Proof. Recall that from Equation (3.12) the relationship between a firm’s production labor
share and markup is given by:

Wilipt  w
PitYit it
Moreover, assuming § = 1, we can use the characterization of the firm’s optimal marketing

strategy in Equation (3.16) to write their marketing labor share of an operating firm as

Wil s Wil s ¢
—= = (piy — mci)qi i Cr & —=
mi PitVYit

¢ = ¢p(1—p).

Combining these two equations we get that

Wilisr = ¢pisyir — pa Wil p 1.

Finally, notice that

SGA;s = Wix + Wilis = SGAF, + gSales; — ?COGSI .
N—— N e’ h/—'
=Wix =PitVYit *thzpt
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D.11 Proposition 7
Proof. This result can be derived from combining Equations (D.10) and (D.10):

Wi(Lip + list)
PitVir

= ap (1 —pi ).

Notice that this is strictly decreasing in y;; if and only if &« > ¢. Hence, the firm’s revenue
productivity of labor, the inverse of the equation above, is increasing in y;; if and only if
x> ¢. [

E Computational Appendix

In this section, we present the details of the computation algorithm that solves and calibrates
the model. We first describe the recursive representation of the firm’s problem. Then, we
describe the law of motion of firms and characterize the stationary distribution. Next, we
describe the algorithm that solves the model, and the algorithm used in the calibration.

E.1 Solution Method

Firm’s Recursive Problem In period ¢, a firm that decided to operate with a customer
base of m_; and productivity z solves the following dynamic programming problem (which
corresponds to the sequential representation in Equation (3.8)):

u
v¢(m_1,z) = max {py — Wil, — Wi(ls + x) + [3VL+1]E [VtH(m, z')lz} }

ls,lp,p Uc,t
_[q- p U
4= {1 e (Dtu - rl)ﬂ
y = mqCy = zl,
¢

S

=(1—-d6)m_ ,
m = ( ym 1+Pm,t

where V;(m_1,z) = max{0,v:(m_1,z)} denotes the endogenous exit choice.

Stationary Distribution Let A} : M x Z — [0, 1] denote the cdf of incumbent firms mea-
sured after the realization of idiosyncratic productivity shocks, but before exit decisions are
made. The law of motion of the distribution of firms is given by:

Ni(m,2) = |

oy EE 1D 2y <m VLo 220 N1 (111, 2)

+A MxZ F(Z/|Z)l{mf(OIZ)Sm}l{m(O,Z)ZO}dFe(Z),
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where F(z'|z) is the Markov chain given by the AR(1) productivity process, F¢(z) is the
productivity distribution of potential entrants and m*(m_1,z) denotes the optimal policy
for customer acquisition.

Solution Algorithm In steady state consumption is constant, so that U.;11/U.: = 1. The
algorithm for the numerical solution of the steady state of the model is as follows:

Step 0:

Step 1:
Step 2:

Step 3:

Set up a grid for firm’s state S = M x Z. We choose 15 collocation points in each di-
mension. For Z, we use the 0.0001 and 0.9999 percentiles of the ergodic distribution
of the AR(1) productivity process as the grid bounds. For M, the lower bound of
the grid is 0 and the upper bound is chosen so that the largest customer base in the
solution of any version of the model is smaller than the bound. Given these bounds,
we construct power grids to concentrate grid points at lower values for m_; and z.

Guess values for C, W = W/(CD) and P,,.

Solve firm’s problem given (C, W, P,,) by scaling the value function by 1/(CD) (this
reduces the number of aggregate variables we need to solve for by one). We solve
this problem by using projection methods to approximate both the value function
vt(m_1,z) and its expected value E [V;1(m,z’)|z] . We approximate these functions
with the tensor product of a linear spline in the z dimension and a cubic spline in
the m_; dimension. We follow a two-step procedure to compute optimal policies.
First, for a given candidate m, we compute g, Is and [, by solving the nonlinear FOC
for g and using the production function and the law of motion of matches. Second,
to optimize the value function with respect to m, we use the golden search method.
Having approximated these values and guessed a vector of spline’s coefficients,
we combine an iteration procedure and a Newton solver to find the coefficient of
the basis function. To compute the expectation in E [V}, 1(m, z’)|z], we rely on the
following approximation

50
E [Vi(m,2')|z] =) wiVi (m,exp(pInz +¢;)).
i=1

To construct the nodes ¢;, we generate an equi-distant grid of 50 points from 0.0001
t0 0.9999 and invert the cdf of the N'(0, 02) distribution. To construct the weights w;,
we discretize the normal distribution with a histogram centered around the nodes.

To approximate the ergodic distribution of firms, we construct a finer grid with 100
and 500 points in the m_; and z direction, respectively. Then, we solve the firm'’s
problem once on the new grid using the approximation to the value functions from
the previous step.

To find the ergodic distribution, we rely on the non-stochastic simulation approach
by Young (2010). This method approximates the distribution of firms on a histogram
based on the finer grid. Since both optimal policies and productivity shocks are
allowed to vary continuously, we assign values of m and z that do not fall on points
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in the grid in the following way. Let s = (m_1,z) denote a firm’s state. Then, the
transition matrix for a firm’s customer base can be constructed as:

ms) —m mi1 —y/(s)
m’ o

—_— e E.1
pra——— O] Ty — (E1)

QM(Srml(5)> = 1m,(5)€[mj—1/mj]

for all states s in the grid. That is, the transition matrix allocates firms in the his-
togram based on the proximity of the optimal policy to each point in the finer grid.
The transition matrix for productivity shocks is approximated as Q7 = 2122% w;Qy i,
where Q. ; is similarly constructed as in Equation (E.1) for z/'(s) = exp(plnz + ¢;).
The overall transition matrix is then given by Q = Qz ® Q. Finally, the distribu-
tion of firms is obtained by iterating until convergence the approximation to the law
of motion

N = Q/ (Vlv(s)20N+ Alv(s)ZOFe) ,
where F° is an approximation of the distribution of entrants on the finer grid.

Step 4: Compute aggregate variable X from firms’ vectorized policies x(s) as X = (Vlv(s)ZON
+A1,(5)>0F¢) x(s). Compute the residual vector

144

N
0 T LY

N
1:/ m;di, 1:/ m;Y(q;)di, and 1
0

If the distance is small, stop. Otherwise, update (C, w, P,,) with a Newton method
and go to Step 2.

E.2 Estimation routine

We estimate the parameters of the model via the Simulated Method of Moments (SMM).
More specifically, we choose a set of parameters P that minimizes the SMM objective func-

tion .
my, (P my, (P
( m ( )_1) w( m ( )_1>,
my mgy
where m;, and m; are a vector of model simulated moments and data moments, respec-

tively, and W is a diagonal matrix. To compute the model simulated moments we follow
these steps:

Step 1: Given a vector of parameters P, we find the steady state of model. For this, we
slightly modify the previous algorithm. Since in the estimation we normalize ag-
gregate output C = Y = 1 and the normalized wage W = 1 (see Step 1 of the
solution algorithm) with the free parameters (A, ), we need to solve for only one
aggregate variable, Py,.

Step 2: Simulate 100,000 firms for 150 periods and compute model moments using data
from the last 25 periods. When matching moments based on the entire US econ-
omy, we use data from all simulated firms. When matching moments based on
Compustat data, we impose a filter that mimics selection into Compustat based on
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firm age and size. On the age dimension, we restrict the simulated sample to those
tirms that are at least 7 years old, as in Ottonello and Winberry (2018). On the size
dimension, we restricted the sample to firms with sales above 19% of the average
sales in the simulated economy. This cutoff corresponds to the ratio of the 5th per-
centile of the sales distribution in Compustat (USD1.06 million) to the average firm
sales in SUSB (USD5.7 million) in 2012.

To minimize the SMM objective function and have confidence of reaching the global min-
imum, we follow a two-step procedure in the spirit of Arnoud, Guvenen and Kleineberg
(2019). In the first step, we construct 500 quasi-random vectors of parameters P from a
Halton sequence, which is a deterministic sequence designed to evenly cover the parameter
space. After computing the SMM objective in those points, we choose the 30 parameters
vectors with the lowest objective values. In the second step, we initiate a local Nelder-Mead
optimizer from each of the 30 starting points and select the local minimum with the lowest
objective value.

F Additional Model Analysis

FE1 Identification of Model Parameters

In this Section, we formally guide the discussion of the identification of model parameters.
Panel A of Figure F.1 shows the local elasticity of simulated moments (rows) with respect
to parameters (columns), evaluated at the calibrated parameters. In general, the intuition
behind the choice of targets is borne out in the model. For example, a higher exogenous exit
rate 1 — v mechanically increases the average exit rate. Similarly, a higher super-elasticity
of demand 7 increases the co-movement between revenue labor productivity and sales. A
higher elasticity of the matching function ¢ makes the positive relationship between a firm’s
SGA expenses and sales stronger and reduces the co-movement between labor productivity
on sales, as predicted in the simple version of the model in Propositions 6 and 7. The per-
sistence of productivity shocks p, affects multiple moments, but it affects most strongly the
dispersion of the sales distribution. Finally, a smaller average productivity of entrants Z,;
increases the relative size of old firms.

We complement this discussion by analyzing the sensitivity measure developed by An-
drews et al. (2017), which show the sensitivity of model parameters with respect to targeted
moments. To make the numbers more comparable, we convert this measure into elastici-
ties and plot (J'(P)WJ(P)) ™' J'(P)Wm,,(P)/P, where J(P) is the Jacobian evaluated at
calibrated parameters, W is the weighting matrix and m,,(P) are the model moments eval-
uated at calibrated parameters. Panel B of Figure F.1 shows that the overhead cost x is quite
sensitive to the average COGS-to-OPEX ratio in the data. Similarly, the elasticity of substi-
tution o is sensitive to the average production markup and the standard deviation of the
productivity shock o is most influenced by the standard deviation of employment growth.
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Figure F.1: Parameter Identification
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(b) Sensitivity of Parameters

Notes: Panel A shows the sensitivity of simulated moments to parameters by computing the local elasticity
of moments with respect to parameters. Panel B shows the sensitivity of calibrated parameters to moments
by constructing the sensitivity measure of Andrews et al. (2017) and converting it into an elasticity. Both
measures are evaluated at the calibrated parameters.
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F2 Additional Calibration Figures

Here we provide additional results about the goodness of fit of the calibrated model. Figure
E.2 plots the relationship between relative revenue productivity of labor and relative sales
in the data (SUSB) and the model (both the raw data and a linear fit). The model is able
to match the positive association between these variables well. Figure F.3 shows the re-
lationship between relative SGA and relative sales in the data (Compustat) and the model.
Although the “Compustat-equivalent” sample from the model does not generate all the dis-
persion in relative sales as in the data, the relationship with relative SGA is well matched in
the overlapping range of relative sales. Finally, Figure F.4 plots the average COGS-to-OPEX
ratio as a function of firm’s age and size in the data (Compustat) and the model. Here, age
is normalized as time since entry into Compustat (which in the model occurs after the 7th
year). In the model, the composition of firms’ costs exhibits a strong size profile and a weak
age profile, as in the data.

Figure F.2: Model Fit: Labor Productivity and Sales
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Notes: This figure plots the relationship between relative revenue productivity of labor and relative sales.
Panel A and B show the relationship obtained from the SUSB data and the model simulated data, respectively.
Each figure includes the best linear fit of the data. The x-axis is in log scale.

E3 Additional Analysis of Model in Steady State

In this section, we further describe how the model works in steady state. First, we describe
firms” optimal policies. Then, we show the average firm dynamics, taking selection into
account.

Firms’ Optimal Policies Figure E.5 shows firms’ steady state optimal policy functions for
three productivity levels (the 25th, 50th and 75th percentile of the marginal productivity
distribution in steady state). The y-axis on the right plots the marginal distribution of the
relative customer base.

While optimal spending in /; ; ; decreases with the size of the customer base, production
labor is increasing in a firm’s customer base. Thus, when firms have a small customer base,
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Figure F.3: Model Fit: SGA and Sales
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Notes: This figure plots the relationship between relative spending in SGA and relative sales. Panel A and
B show the relationship obtained from the Compustat data and the model simulated data, respectively. The
model data is obtained by simulating the model and restricting the sample to firms that are at least 7 years
old and have sales above 19% of the average sales in the simulated economy (which corresponds to the ratio
of the 5th percentile of the sales distribution in Compustat to the average sales in SUSB). Each figure includes
the local linear kernel best fit of the data.

Figure F.4: Steady-State COGS/OPEX by Size and Age
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Notes: This figure plots the average COGS-to-OPEX ratio as a function of a firm’s age and size. Panel A
and B show the relationship obtained from the Compustat data and the model simulated data, respectively.
The model data is obtained by simulating the model and restricting the sample to firms that are at least 7 years
old and have sales above 19% of the average sales in the simulated economy (which corresponds to the ratio
of the 5th percentile of the sales distribution in Compustat to the average sales in SUSB). Age is normalized as
years since entry into Compustat, which in the model corresponds to year 7.

they spend more resources to increase it. However, due to decreasing returns to customer
accumulation, firms increase their customer base gradually over time. As firms grow, they
spend less on customer acquisition and more on producing goods to satisfy the growing
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demand. This is reflected in a firm’s cost structure—the average COGS-to-OPEX ratio is also
increasing in m_j. As total output increases due to a larger customer base, the marginal cost
of production also increases since production is subject to decreasing returns. This raises the
price charged by the firm, which in turn reduces the consumption per capita ¢, ; and optimal
markups. The Figure also shows that, for a given level of m_4, spending in /; ; ; is increasing
in a firm’s productivity. A higher productivity allows firms to charge lower prices and
higher markups. Thus, profits per marginal customer are increasing in productivity, which
incentivizes firms to accumulate customers more quickly by spending more on /; ; ;.

Figure F.5: Firms” Optimal Policies
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Notes: These figures plot firms’ policy functions in steady state. Each figure shows policies as a function of
relative customer base for three levels of productivity: the 25th, 50th and 75th percentile of the stationary
productivity distribution. The y-axis on the right plots the stationary marginal distribution of the relative
customer base.

Figure F.6 plots firms’ optimal exit policies and the stationary joint distribution of (m_1, z).
Panel A shows the threshold productivity z*(m_1) such that if z < z*(m_;), the firm opti-
mally chooses to exit. The figure shows thatz*(m_1) < 0, that is, firms with larger customer
base are able to survive large productivity shocks without the need to exit the market. Al-
though a lower productivity reduces markups and profits per customer, aggregate profits
are increasing in a firm’s customer base. Panel B shows that in steady state there is a pos-
itive correlation between firms” productivities and customer bases: more productive firms
have on average a larger customer base.
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Figure F.6: Optimal Exit and Stationary Distribution
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Notes: Panel A plots the exit threshold z*(m_1) such that if z < z*(m_1), the firm optimally chooses to exit.
Panel B shows the contour plot of the stationary joint distribution of (7, z), censored at the 99th percentile of
each variable.

Average Firm Dynamics with Shocks Figure F.7 plots the average firm dynamics taking
selection into account. To construct this figure, we simulate a cohort of firms that starts with
a zero customer base and draws productivities from the distribution of entrants. As firms
are subject to productivity shocks, some of them decide to exit over their lifetime. The figure
plots the average of each variable across firms that survived up to a given age.

Firms start with lower productivity, which grows over time due to the calibrated lower
productivity of entrants and endogenous exit. Conditional on a productivity level, firms
front load spending on customer acquisition, and the average customer base and marginal
costs rise rapidly for young firms. This in turn increases prices and reduces average output
per customer and markups. Over time, only the most productive firms survive, so the
average marginal cost and price declines and output per customer and markups increase.
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Figure F.7: Average Firm Dynamics
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Notes: The figure plots the average firm dynamics, which are obtained by simulating a cohort of firms that
start with m_; = 0, draw z from the distribution of entrants, and experience productivity shocks over their
lifetime. Each figure plots the average of a variable as a function of firms’ age across firms that survived up to
that age.
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Figure E.8: Allocation of Customers: Equilibrium vs. Efficient Allocation
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Notes: This figure shows a scatter plot between relative productivity z;;/Z and relative customer bases m; ; /11,
for both the equilibrium and the social planner’s allocation. We present three plots by varying the value of ¢,

while keeping the remaining parameters fixed at the values in the baseline calibration. Low ¢ corresponds to
0.25, baseline to 0.53, and high to 0.75.
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G Calibration of the Restricted Model

Table G.1: Model Parameters: Restricted Model

Parameter Description Value

Panel A: Fixed Parameters

B Annual discount factor 0.960
0% Elast. of intertemporal substitution ~ 2.000
P Frisch elasticity 1.000
x Decreasing returns to scale 0.640
o Prob. of losing customer 1.000
Panel B: Calibrated Parameters
X Overhead cost 0.704
o Avg. elasticity of substitution 5.998
n Superelasticity 0.559
v Exog. survival probability 0.960
0z Persistence of productivity shock 0.981
oy SD of productivity shock 0.259
Zent Mean productivity of entrants -2.379
A Mass of entrants 0.123
¢ Disutility of labor supply 2.246

Notes: This table shows the calibration of the Restricted model with an exogenous customer Base. Panel A
contains parameters externally chosen. Panel B contains parameters internally calibrated to match moments
presented in Table G.2 and Figure G.1.
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Table G.2: Targeted Moments: Restricted Model

Moment Data Model
Avg. COGS-to-OPEX ratio 0.660  0.667
Avg. cost-weighted production markup 1.250 1.266
Slope labor prod. on sales 0.036  0.035
Avg. exit rate 0.073  0.073
SD. employment growth 0.416  0.436

Notes: This table shows the set of moments targeted in the calibration of the Restricted model with an ex-
ogenous customer base. Avg. COGS-to-OPEX ratio refers to the average of the ratio across firms. Avg.
cost-weighted production markup corresponds to the COGS-weighted average markup from Edmond et al.
(2018). These moments were computed using data from Compustat in 2012. Slope of labor prod. on sales
corresponds to the OLS coefficient of the sales-weighted regression of relative revenue labor productivity on
relative sales from Edmond et al. (2018), restricting the sample to firms with relative sales above one. This
moment was computed using data from the SUSB in 2012. The average exit rate was obtained from the BDS
in 2012. The standard deviation of annual employment growth for continuing establishments is obtained
from Elsby and Michaels (2013). Growth rate of variable x is computed as in Davis and Haltiwanger (1992):
(%t —xi¢-1)/0.5(x; + xi;—1). The last column shows the model counterparts of each moment, which was
obtained by simulating a panel of firms and computing each moment with the simulated data. In the model,
we account for selection into Compustat by restricting the simulated sample of firms to those that are at least
7 years old and have sales above 19% of the average sales in the simulated economy (which corresponds to
the ratio of the 5th percentile of the sales distribution in Compustat to the average sales in SUSB).

Figure G.1: Restricted Model Fit: Firm Size
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Notes: This figure shows moments targeted in the calibration of the Restricted model with an exogenous
customer base. Panel (a) shows the model fit of the distribution of relative sales. The distribution of relative
sales is obtained from the SUSB in 2012. Panel (b) shows the model fit of average employment, relative to 1
year-old firms, by firm age. Average firm employment by age group was obtained from BDS in 2012. In the
calibration exercise, we only target the relative size of firms older than 10 years.
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Figure G.2: Distribution of Markups: Baseline vs Restricted Model

T
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Figure G.3

Notes: The figure plots the distribution of production markups in the baseline and re-calibrated restricted
models. The vertical dashed lines show the average cost-weighted production markup in each model.
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