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Abstract

Using a new daily dataset for all stocks traded on the New York Stock Exchange
between 1905 and 1910, we study the impact of information asymmetry during the
liquidity freeze and market run of October 1907 - one of the most severe finan-
cial crises of the 20th century. We estimate that the market run drove up spreads
from 0.5% to 3% during the peak of the crisis and, using a spread decomposition,
we identify information risk as the largest component of illiquidity. Information
costs rose most in the mining sector - the origin of the stock corner and a sector
with among the worst track records of corporate governance and accounting. We
find other hallmarks of information-based illiquidity: trading volume dropped and
price impact rose. Despite short-term cash infusions into the market, the market
remained relatively illiquid for several months following the peak of the panic. No-
tably, market illiquidity risk is priced in the cross section of stock returns. Thus,
our findings demonstrate how opaque systems allow idiosyncratic rumors to spread
and amplify into a long-lasting, market-wide crisis.
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1 Introduction

The Panic of 1907 marked the beginning of the end of unregulated capital markets and

weak central monetary authority in the United States. Much like the global financial crisis

of 2008, the episode set off an immediate outcry from the public followed by reactions

from federal and state governments. While private initiatives - notably, the concerted

effort organized by John Pierpont Morgan - contributed to resolving the crisis, the depth

and duration of the crisis, and its after effects, provided central banking advocates the

ammunition they needed to push through the Federal Reserve Act, and in the meantime

the provision of emergency currency via the Aldrich-Vreeland Act1. The crisis prompted

the famous Money Trust hearings in Congress that led to the Clayton Antitrust Act, as

well as a state level investigation in New York that ultimately led to tighter control over

access to trading at the NYSE. These regulatory steps laid the foundation for the more

far-reaching regulatory interventions, such as the U.S. Securities and Exchange Commis-

sion (SEC), that emerged during the Great Depression.2

Because it took place in an era of weak corporate governance law, highly variable ac-

counting practices, and essentially no regulation of stock markets - all compounded by

rudimentary information technology - traders faced a continual threat of informational

contagion (e.g., Bernstein et al. (2014)) and difficulties in assessing counterparty risk (see

Frydman et al. (2012)3). In the environment of October 1907, market participants could

only see a general decline in market prices, combined with plummeting United Copper

stock prices and the failure of a major brokerage house, followed by news of illiquid-

ity and then runs on several associated banks and trust companies and spikes in short

term borrowing (call money) rates. This series of events stirred panic across the board,

because both institutions and markets were opaque and information was difficult to verify.

The Panic of 1907 provides an opportunity to understand better how information prob-

lems impact the financial system, via liquidity in both banks and markets. Importantly,

the Panic allows analysis of the impact of market forces with minimal regulatory friction.

Most previous studies examine the panic at the aggregate level and at lower frequency and

therefore cannot analyze microstructure effects - where the problem (and presumably, the

solution) really lies. In contrast, we reveal a much more nuanced picture of the unfolding

crisis by exploiting a new database of daily transaction, quotation, and volume data for

1Which would come into play in the summer of 1914 (Fohlin (2016)).
2This paper builds on an earlier study by Fohlin et al. (2008).
3See also Gorton (1988), Calomiris and Gorton (1991), and Moen and Tallman (1992) for earlier work.
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all stocks traded on the NYSE from 1905 to 1910.4 Based on this novel data set, we

uncover a range of new results on funding and market liquidity and their interaction with

asset pricing.

We start, in the next two sections, by describing our data set and examining the details

of the crisis and the economic and institutional context in which it unfolded. We demon-

strate that the stock market (the NYSE) showed signs of deteriorating liquidity - rising

bid-ask spreads and price impact measures and declining volume - starting in September

of 1907, in advance of the most acute period of crisis. Moreover, the heightened illiquidity

lasted until March 1908, several months after the run ended. Next, we explore, in Section

4, the impact of the panic on funding illiquidity and demonstrate that funding illiquidity

drove stock market illiquidity (spreads) during the peak of the crisis. We then move on in

section 5 to demonstrate that traders priced in stock illiquidity risk, based on a four-factor

asset pricing model.

After establishing the general impact of funding market and stock market illiquidity, we

dig a bit deeper, in section 6, and test our hypothesis that opaqueness, and resulting

information asymmetry, lay at the core of the problem. We undertake a decomposition of

spreads and show that the adverse selection component dominates the other two spread

components (inventory holding and order processing). We show further that stocks with

the worst information opaqueness - mining stocks, unlisted stocks, and stocks with the

highest spreads pre-Panic - have the greatest illiquidity and adverse selection component

during the panic. Finally, in section 7, we refine the initial asset pricing analysis to show

that informational risk is priced into stock returns. Section 8 concludes.

2 Data Collection

Understanding the 1907 financial crisis at a granular level, and connecting market illiq-

uidity with funding illiquidity, requires high frequency data that has been, until now,

unavailable to researchers. In order to provide this microstructure perspective, we use

newly-gathered data on transaction prices (first, last, high, and low), closing bid and ask

quotations, and volumes (number of shares traded) for all stocks trading on the NYSE on

every trading day from 1905 through 1910.5 An example of a stock quote from the New

York Times can be found in Figure 1. The markets were open Monday through Saturday

during this period, making for roughly 300 trading days per year. The raw data come

4See Fohlin (2015) for more detail on the larger data collection project.
5The data constitute a portion of the new NYSE database for 1900-1925 created by and discussed in

greater detail in Fohlin (2016), funded by grants from the U.S. National Science Foundation.
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from the NYSE daily transactions table, printed the following day in the New York Times

business pages. The newspaper images (Figure 1) are not machine readable, and optical

character recognition (OCR) proved infeasible, so the data were all entered by hand, us-

ing double entry and cross checking. We then ran all data through logical error checking

to spot any potential typographical errors in the source or inserted during data entry:

for example, flagging negative spreads and ’high’ and ’low’ not the highest and lowest

prices, respectively. We also checked any entries with relative bid-ask spread or daily

return exceeding ten percent. The database covers all stocks, common and preferred, as

well as rights, warrants and other related equity securities. In the current analysis, we

concentrate on common stock, since it is the most prevalent and actively traded class.

Figure 1: Example of Stock Quote from the New York Times (October 1907)

For every stock trading on the NYSE during the period, we gathered data on book value

of common equity and par values of total capital in order to re-weight portfolios. These
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data come from the New York Times weekly financial supplement and Moody’s Manual of

Investments. Again, we excluded preferred stock data (following Fama and French (1993)).

In order to control for funding liquidity and riskless rates, we gathered both monthly

U.S. call money rates and gold stock reserves (in billions of dollars) from the National

Bureau of Economic Research Macro-history Database.6 Gold stock reserves proxies for

the risk-free rate, since T-bills appeared much later. Call money is short-term inter-bank

lending, typically secured by gold or stocks. In the period we analyze, the call money

rate represents the marginal cost of financing for stock purchases. We also collected daily

high and low call money rates from the New York Tribune for the time period of August

1, 1907, to May 31, 1908.

Table 1 provides descriptive statistics on the key variables: relative bid-ask spreads, num-

ber of shares traded, last, highest and lowest prices during a trading day7, quasi volatility,

and call money rates. The median percentage bid-ask spread over the period was 0.8

percent, though a number of high spread stocks pulled the average up to two percent.

Likewise, the median stock traded only 800 shares in a given day, but the handful of large

firms traded orders of magnitude more. Thus, around 7,521 shares traded per company

on an average trading day. The highest price and the lowest price were on average $75.48

and $74.64 with median values of $55.00 and $54.00, respectively. Call money rates aver-

aged nine percent during August 1907 to June 1908, but the rate usually held steady at

much lower levels, with a median rate of three percent. Table 1 also reports descriptive

statistics of capital stock data and the book-to-market ratio. Companies were generally

trading below par, with book-to-market ratios averaging 3.71 (median of 1.73). Table 2

reports descriptive statistics of the monthly variables: gold stock; the three components

of relative spreads (adverse selection, inventory holding, and order processing). As we will

discuss at greater length later, the adverse selection component contributed on average

the most to relative spreads (50 percent), whereas the inventory and order processing

component contributed about 25 percent each. Median values are similar in size. Gold

stock averaged 1.5 billion Dollars during the period 1905-1910.

6According to this data source, call money rates data are smoothed by Macaulay’s forty-three term
graduation (See Burns et al. (1946), Chapter Eight). Source: Macaulay et al. (1938), Table 21, Col. 2.
Gold stock reserves come from Federal Reserve Board, Banking And Monetary Statistics; Federal Reserve
Bulletins.

7Note that the “last” price of the day could have taken place at any time, not necessarily at the close
of the market.

5



3 The Panic in Context

In basic terms, the NYSE operated in 1907 much as it does today: a continuous auction

mechanism, in which transactions occur throughout the trading day, with no guarantee of

a single price. Brokers traded on behalf of their customers and received set commissions

as their payment, while specialists bought and sold shares in order to make markets in

securities, and they received the bid-ask spread as their compensation. Specialists man-

aged their trades at circular trading posts, equipped with telephones. The photograph

in Figure 2, from Pearson’s Magazine, depicts the trading floor in November of 1907,

apparently shot covertly due to restrictions preventing photography of the trading floor

at the time. Today’s floor looks much the same, albeit with obvious modernization and

technology (and fewer people).8

Figure 2: Historical Trading Floor

From its inception, and for most of its history, the NYSE was owned by its members and

largely self-regulated. Among the key internal rules were those that dealt with member-

ship. Joining the exchange was a costly venture: a new member had to pay a membership

fee and then buy the seat of an existing member. The exchange had fixed the number

of seats at 1,100 in 1879, so that the prices of seats varied with the market. Seat prices

therefore varied considerably but grew fairly steadily and reached a local peak of $95,000

8See “Historical trading floor” or Figure 2
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in the year before the crisis.9 Notably, seats sold for as little as $51,000 in the panic

year and the year following.10 The Governing Committee of the exchange held ultimate

responsibility for exchange operations and had the power to fine or even to expel members

for infractions against exchange rules. The value of a member’s seat worked as collateral

in these cases or in the event of bankruptcy (Mulherin et al. (1991)). The courts upheld

these powers as well as the exchanges’ right to restrict trading solely to its members and

to set other rules (Mulherin et al. (1991)).

The NYSE implemented relatively stringent listing standards and requirements, including

registration of all shares (to prevent stock watering), minimum shareholder numbers, and

a qualitative assessment of risk. Oil stocks, for example, could not be listed in their early

years because they were deemed too risky.

Despite the similarities in organization (albeit with obvious technological innovations),

financial markets circa 1907 differed considerably from today in their regulation. Weak

(nearly non-existent) regulations over corporate governance and investor protections yielded

persistent information opaqueness throughout the initial phases of development of the

corporate economy and capital markets. In particular, corporate reporting law remained

loose and vague in the United States until the Great Depression and the spate of disclo-

sure regulations that followed.

Internal incentives and particularly the desire to access outside funds from investors en-

couraged a growing number of companies to publish their balance sheets and income

statements, but the practice was far from widespread. The NYSE issued a recommenda-

tion in 1895 that listed companies providing both a balance sheet and an income statement

in annual reports to investors. Such reporting then became mandatory in 1899. Still, the

adherence to and enforcement of the rule remained weak for many years, and the con-

tent of these reports varied significantly in their extent and accuracy (Archambault and

Archambault (2005) and Sivakumar and Waymire (1993)). In particular, companies in

sectors subject to rate regulation saw the greatest incentive to publish their accounts, but

their regulation also created incentives to manipulate their earnings statements (Archam-

bault and Archambault (2011)). New laws and exchange rules requiring audited accounts

developed only after the Panic of 1907 (Sivakumar and Waymire (1993) and Sivakumar

and Waymire (2003)).

9In 2014 terms, equivalent to $1.8 - $2.5 million, depending on the deflator used.
10Davis and Gallman (2001), page 320.
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Thus, notably, the rapid financial development that funneled large amounts of capital

into New York had taken place in spite of poor legal protection for investors and sparse,

erratic, and often non-existent or erroneous information on corporate performance. This

opaque information environment exacerbated the growing uncertainty over stock valua-

tions in the months before the crisis, most particularly in the mining sector. We can see

the role of information as we track the events over the days leading up to the panic.

The basic facts of the Panic of 1907 are fairly clear. Stocks had been on a bull run for

nearly two years, starting in late 1903, but weakness began to emerge in 1906. After

considerable declines in the market in March and August 1907 (see Figure 3) the poor

sentiment turned to panic in October of 1907. The bear market targeted mining stocks,

dominated by copper, most heavily. The mining stocks had risen in excess of the broader

bull market in 1905 and early 1906 and then dropped more dramatically during the crisis

and recovered the least after the crisis ended in 1908 (see Figure 4).11

Figure 3: Evolution of Dow Jones Index: 1900-1910

These patterns of market indicators over the 1907 crisis and recovery look a lot like a

modern-day market boom-bust cycle. U.S. financial markets had achieved a significant

11The contemporary/historical usage of “panic” is nowadays referred to as financial crisis.
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Figure 4: Daily Stock Prices Relative to January 1905

level of development and integration, both national and international. Stock exchanges

and banks operated in all corners of the country (and the world), and the New York

Stock Exchange had risen to dominance among the U.S. exchanges. Excess funds flowed

into New York, by then the clear financial center of the United States, from all over the

country and from England, France, Germany, and elsewhere around the world.

On October 16, 1907, the brokerage house of Otto Heinze was forced to close when the

principal failed in his attempt to corner shares of the United Copper Company in order

pull a classic short squeeze. The manipulations in United Copper shares caused wild

swings in the stock’s price, but the price ultimately plummeted and left Otto in financial

ruin.

Heinze’s failure was only the beginning of the story. United Copper was partly owned

by Otto’s brother, the notorious copper magnate, F.A. (Augustus) Heinze.12 The O.

Heinze failure set off rumors that certain financial institutions had financed the failed

short squeeze and therefore held unpayable debts from Otto Heinze. But Augustus was

the key link in the rumor chain, as he had just a few months prior moved to Manhattan

and taken an active interest in banking and finance - including Presidency of the Mer-

12For extensive details, see the Smithsonian Magazine article from September 2012 and Chapter 6 of
Parker and Whaples (2013).
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Figure 5: Price discovery process during the Panic of 1907

cantile Bank and directorships at several other banks and trust companies.13 Thus, as

rumors spread about counterparties to Otto’s brokerage firm, depositors ran on Mercan-

tile National and on the trust companies with known ties to Heinze; first and foremost,

the Knickerbocker Trust Company with $69 million in assets (Tallman and Moen (1990)).

After the closure of Knickerbocker Trust Company on Tuesday, October 22nd, depositors

rapidly began withdrawals from other trust companies.14 As banks faced withdrawals,

money became scarce, and rates on short-term loans spiked; thereby causing difficulties in

financing stock market transactions. Falling stock prices set off margin calls and further

sell-off in stocks to cover.

In an era in which investors learned price information by traveling to or phoning their

brokers - who, in turn, relied on a stream of information printed onto ticker tape arriving

via telegraph - the only way to learn news in real time was to appear in person. The now

famous photograph in Harper’s Weekly during the panic, gives an impression of what that

“price discovery” process looked like (see Figure 5 from Harper’s Weekly).

The extensive reporting in the Commercial and Financial Chronicle of the time as well

as contemporary economists and numerous subsequent researchers point out that rumors

13See the detailed reporting in the Commercial and Financial Chronicle in the weeks during and
following the panic.

14Again, see the extensive details reported in the Commercial and Financial Chronicle as well as other
contemporary financial press.
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- and the inability of investors to access and assess information - led to escalation into

panic.15 Market participants could observe the runs on trusts and banks that had close

ties to the Heinze brothers, and they could learn - with some lag - about stock price de-

clines, but they had no way of accurately evaluating in real time the fundamental values

of either the financial institutions or the corporations whose stocks served as collateral on

millions of dollars’ worth of loans.

The crisis narrative of O.M.W. Sprague (Sprague (1910), page 246), an eminent economist

of the time, clearly indicates that contemporaries well understood the importance of in-

formation and uncertainty, and how those problems led to a crisis of confidence, panic,

and runs on banks and the stock market. Here, a brief excerpt from his extensive coverage:

“After the August decline on the stock exchange a number of un-

favorable events served to weaken confidence. The most important

of these were the disclosures regarding the affairs of the New York

street railway companies, which culminated in the appointment of

receivers toward the end of September. There is, however, no evi-

dence that distrust of the solvency of the banks either in New York

or elsewhere had been excited. During the crisis distrust rapidly

developed, but this was owing to causes similar to those which had

produced the same effect in other crises and can be naturally ac-

counted for by the events which marked its beginning.

The initial episode of the crisis was, as has often happened in pre-

vious instances, insignificant enough. Copper was, as we have seen,

the one branch of industry in which a positive decline had taken

place. No time could possibly have been chosen so unfavorable

for venturesome attempts at manipulation either of copper itself or

of the shares of copper companies. It happened that the particu-

lar disaster which precipitated the crisis was a copper gamble, the

outcome of which would ordinarily have had no public importance.”

Sprague also emphasized the lack of lender of last resort facility for the “shadow banks” of

the day, the trust companies, and the antagonistic relationship between these unchartered-

and loosely regulated-trust companies and the more tightly regulated commercial banks.

15See Sprague (1908) and Sprague (1910) as well as the modern analyses of Frydman et al. (2012),
Gorton (1988), Calomiris and Gorton (1991), and Moen and Tallman (1992).
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In particular, the required reserve ratios of national banks exceeded the reserves typically

held by trusts, and that gap led to a competitive advantage for the trusts and an arguably

self-defeating unwillingness to assist trusts in the face of the 1907 liquidity freeze. In this

pre-Fed era, the Clearing House Association of New York, a private clearing house, acted

as an emergency lender to its members in crisis times. The trusts were not part of this

club (Tallman and Moen (2014)). Moen and Tallman (1992) point out that loans at trust

companies contracted by 37% between August 22 and December 19, 1907. Loans at banks

contracted by 19% during that same period.

The panic might have deepened if not for the rescue measures implemented in short order:

The Treasury Department’s $25 million deposit in New York banks, followed on October

24th by J. P. Morgan’s now-famous bailout plan involving large sums of his own money

and that of the city’s top bankers. On October 26th, the New York Clearing House Asso-

ciation issued Clearing House loan certificates for its member banks (Tallman and Moen

(1990) and Tallman and Moen (2012)). To further calm the markets, the treasury issued

its own certificates on November 19th and 20th. Notably, as Rodgers and Payne (2012)

find and as is described in Kindleberger and Aliber (2011), the announcement by the Bank

of France that it would discount American commercial paper for gold Eagles held in the

Bank’s reserves ultimately seemed to have stopped the downward spiral of equity prices.

According to Rodgers and Payne (2012), the Bank of France repeated its announcement

between November 22 and December 7, 1907. The authors also conclude that the Bank

of France actions signaled an ongoing ability to provide liquidity, and thereby a more

enduring resolution of the crisis, in contrast to Courtelyou’s and Morgan’s temporary

injections of funds.

Wilson and Rodgers (2011) point out that, in addition to the various policy responses,

the structure of the U.S. capital markets proved to be beneficial for the economy dur-

ing the Panic of 1907. For example, the payment system for bond transactions was not

necessarily tied to banks. Hence, investors could continue to receive payments even with

banks in trouble. Additionally, most bond indentures stipulated that coupon and prin-

cipal payments had to be made in gold, which further explains why the Bank of France

announcements proved so helpful in stabilizing the market.

This downturn displayed characteristics also observed in earlier financial crises (Moen and

Tallman (1992)): interest rates increased, stock prices decreased sharply, output in the

real economy fell significantly, and financial institutions suffered from deposit withdrawals

(see Gorton (1988) and Kindleberger and Aliber (2011)). The resulting contraction of
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loans yielded significant negative consequences for the real sector (see Moen and Tallman

(1992) and Bruner and Carr (2008)).

3.1 Stock market liquidity during the crisis

Stock market liquidity measures, such as relative spreads and trading volume, highlight

the progression of the crisis, transition to outright panic, and long duration of the recovery

in the market: relative spreads started rising around March 1907, while trading volume

dropped significantly (Figure 6). These trends accelerated in October 1907. While prices

rebounded before the end of the year, spreads remained elevated and trading volume re-

mained depressed and more variable until the following spring.

Figure 6: Median of Relative Spreads & Trading Volume: 1905-1910

To more explicitly evaluate the changes in stock market illiquidty during the crisis, we es-

timate quantile regressions of daily relative bid-ask spreads for all common stocks trading

on the NYSE from 1905 through 1909. We control for the price level and contempo-

raneous volatility, and then add binary indicator variables for the height of the panic

(October 22nd - November 9th) and the rest of the financial crisis period outside of the

peak (September 30 - October 21 and November 10 to January 31, 1908), as follows:16

16Since we have daily data, we proxy volatility with a “quasi-volatility” measure: each day’s high
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Relative Spreadsi,t,25thquantile

Relative Spreadsi,t,50thquantile

Relative Spreadsi,t,75thquantile

 = β0 + β1PanicHeightt + β2Crisist+

β3StockPricei,t + β4QuasiV olatilityi,t + εi,t
(1)

The analyses confirms and expands on the graphical evidence that relative spreads in-

crease significantly, in both economic and statistical terms, during the crisis and espe-

cially so during the height of the Panic (Table 3). Indeed, the height of the panic effect is

more than twice the effect of the crisis days just before and after the peak. The pattern

holds across all three quartile estimations, with substantially increasing impact for higher

spread quartiles. For both the height of the panic and for the surrounding crisis days, the

median effect is more than two and a half times that for the lowest (most liquid) quartile,

while the third quartile (least liquid) effect is well over six times that of the lowest quartile.

Volatility and stock prices follow the expected positive and negative patterns, respectively,

and those estimated effects increase with each quartile of relative spreads. Notably, since

the regression analysis controls for the two main drivers of spreads, stock price and asset

valuation uncertainty (quasi-volatility), the crisis and panic indicators measure an addi-

tional effect, above and beyond the standard microstructure effects. In other words, these

results indicate that additional panic-specific factors exacerbated the rising illiquidity in

the stock market. In the following sections, we will dig a bit deeper to try to identify the

role of funding illiquidity and then of incomplete information in driving up spreads.

4 Market Liquidity and Funding Liquidity during the

Panic

The narrative of the Panic of 1907 points out the already fragile state of financial mar-

kets in the several months prior to the crisis, and general economic conditions had also

weakened over the previous year. Odell and Weidenmier (2004) argue that the financial

repercussions of the San Francisco earthquake in April of 1906 led to monetary stringency

and made financial markets susceptible to a crisis. In the absence of a central bank, the

setting of short-term borrowing rates was performed by the overnight call money market

throughout our period of study. Funding liquidity issues therefore appear in the form of

minus low transaction price, divided by the last price of the day. We exclude observations for which
quasi-volatility is equal to zero, since these observations likely indicate that the stock traded only once
in that day, suggesting low liquidity and therefore higher spreads.
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elevated call loan rates.

As Brunnermeier and Pedersen (2009) establish in a theoretical framework, in periods

of crisis positive feedback effects between funding illiquidity and market illiquidity might

amplify each other. In such situations, decreasing availability of funds increase margin

requirements and haircuts on collateral, inducing fire-sales of the underlying assets and a

widening of bid-ask spreads, reflecting higher inventory holding costs for market makers.

As market liquidity dries up, margin calls and haircuts increase and reduce funding liq-

uidity even further.

This mutually enhancing feedback between funding illiquidity and market illiquidity is

particularly important in opaque markets with asymmetric information about assets’ true

valuations. If information is symmetric, margins and haircuts tend to be stabilizing to-

wards a new equilibrium. Under asymmetric information, though, we expect increased

correlation between funding illiquidity and market illiquidity, as well as an increase in

commonality between asset returns, volatility and effective spreads - likely compounded

by investors’ flight to quality.

Li and Ma (2016) provide an explicit model of the feedback effect from funding illiquidity

to market illiquidity for the case of banks, which typically offer a prime example of opaque

balance sheets. Their model provides a nice theoretical foundation for the 1907 Panic,

which was triggered by a run on Knickerbocker Trust and subsequently on other trusts

and banks as well.17

Since we cannot observe the margins and haircuts set by the exchanges during our pe-

riod, we can only indirectly test this relationship between funding illiquidity and market

illiquidity. Taking daily maximum call money rates as our measure of funding illiquidity

and spreads as the measure of market illiquidity, Figure 7 suggests that the co-movement

between daily maximum call money rates and relative spreads increased dramatically at

the peak of the Panic in October 1907. The same is true for the daily minimum call money

rates, as depicted by Figure 7. In other words, our measure of funding illiquidity seems to

be highly correlated with market illiquidity during these hectic two weeks. Afterwards -

as before - we see a decoupling of funding liquidity and market liquidity and a convergence

of market illiquidity to more normal levels despite the fact that funding illiquidity spikes

toward the end of 1907.

17The trusts in the early twentieth century played a role similar to shadow banks about a hundred
years later.
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Figure 7: Market and Funding Illiquidity during the Panic of
1907: High and Low Call Money Rates vs. Relative Spreads

To confirm this hypothesis, we compute correlations between call money rates and rela-

tive spreads and then analyze the relationship in a more complete model of spreads. We

find that the correlation peaks between October 22 and November 9, 1907.18 To be more

precise, the correlation between call money rates and relative spreads reaches a maximum

of 0.63 for the period from October 22 (Tuesday) - November 9 (Tuesday), 1907.19 This is

strong evidence that funding liquidity was a major driver of market liquidity particularly

during the crisis.

To add further robustness to the correlation and graphical analyses, we re-estimate the

model from Section 3, augmented by daily maximum call loan rates. As in Section 3,

the independent variables include daily stock prices, daily quasi-volatility, and the same

crisis/panic indicator variables.20

18In other periods these correlations tend to be weakly positive.
19These correlations relate to the maximum of the call money rates reported. In midst of the turmoil at

October 23th the highest of the quoted funding rates reached a level of 125 percent, significantly up from
neighboring days. When using the minimum of the call money rates, we find that rates stay at six percent
throughout the the turmoil. Nevertheless correlation between minimum call money rates and spreads
also peaked during this period with a correlation coefficient of about 30 percent. Figure 8 provides a
graphical illustration of how median relative spreads and call money rates evolved during this period.
The light red color indicates rates and spreads above two percent; the dark red color indicates rates above
four percent. This “heatmap” shows how interlinked spreads and call money rates were during the panic.

20Note that, as before, we exclude observations for which quasi-volatility is equal to zero, due to the
likelihood that such instances indicate a single trade for that day. The height of the panic is October
22 - November 9, 1907 and the rest of the crisis, outside the peak, is September 30 - October 21 and
November 10 to January 31, 1908.
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Figure 8: Relative Spreads & Call Money Rates: Sep 30, 1907 - Jan 10, 1908
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Relative Spreadsi,t,25thquantile

Relative Spreadsi,t,50thquantile

Relative Spreadsi,t,75thquantile


= ai + β1HeightofPanict + β2Crisist+

β3HighCallMoneyRatest + β4StockPricei,t+

β5QuasiV olatilityi,t + εi,t

(2)

Note that despite the time subscript “t” on all variables, the call money rates actually

precede the closing relative spread. The quotation of call money rates took place through-

out the trading day, but banks typically set rates before noon, particularly for renewals

(many of these loans were rolled over for several days, but the borrower had to pay each

new day’s renewal rate and therefore had to take the risk of a higher rate as the market

fluctuated). So, the bid and ask quotes at the close of the market would have taken into

account the call money rates that had prevailed that day. In the quantile regressions we

therefore use intra-day maximum call money rates to capture the leading role of funding

liquidity.

In line with the prior results, call money rates lead relative spreads for the most illiq-

uid stocks only, those in the 75th percentile of relative spreads (Table 4). We find that

the correlation between funding liquidity (as measured by call money rates) and market

liquidity (as measured by spreads) increases as stocks become more illiquid; there is no

significant effect for the most liquid or median liquid stocks. The Panic itself had strongly

positive effects on relative spreads, both during the height of the panic as well as during

the remainder of the panic. Spreads are significantly higher for all quartiles of stocks.

The most liquid stocks see an increase in relative spreads of about 0.3 percent, whereas

the most illiquid stocks experience an increase in spreads of about 0.9 percent during

the height of the crisis. This effect reflects strong simultaneous feedback effects between

market and funding illiquidity across the illiquidity spectrum. There is an extra effect

from 0 (lowest quartile) of up to .4 percent (in the highest quartile) for the remainder of

the crisis. It is also important to highlight that, as theory predicts, asset valuation uncer-

tainty (quasi-volatility) is consistently strong and positively related to relative spreads,

and stock prices relate negatively and statistically significantly. The panic indicator vari-

ables and the maximum call money rates are therefore providing additional explanatory

power, over and above the generally higher volatility and lower prices of the time.21

21These results are robust across different specifications of call money rates. As depicted by Table 8,
the results also hold when the daily minimum call money rates are used instead of the maximum rates.
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5 Illiquidity as a Factor in Asset Pricing

Next we investigate the impact of illiquidity in a general equilibrium market context. In

particular, we investigate whether illiquidity was priced by the market, as suggested by

Holmström and Tirole (2001), Pástor and Stambaugh (2003), or Acharya and Pedersen

(2005). In this tradition we augment a standard Fama-French three factor model with a

liquidity factor, measured by relative bid-ask spreads.22

In order to test this model, we first construct size and book-to-market factors using the

procedure in Fama and French (1992).23 We define Book-to-market as:

Book-to-Market (B/M) =
Total book value of common stock

Number of common shares outstanding ∗ Stock Price
(3)

We then break our entire sample of stocks into three book-to-market equity groups based

on the breakpoints for the bottom 30% (Growth), middle 40% (Neutral), and top 30%

(Value) of the ranked values of the book-to-market ratio.24 We furthermore sort our

sample of stocks into size portfolios based on market equity. Market equity (common

stock) in our case is defined as:

Market value of common equity =

(
Total common equity stock

Par value of common

)
∗ Stock Price (4)

We split the sample into two equal groups, small and big, based on the median value of

market capitalization. These sorts follows Fama and French (1992) as well as Fama and

French (1993). The Fama/French factors are constructed using the six value-weighted

portfolios formed on size and book-to-market. SMB (Small minus Big) is the average

return on the three small portfolios minus the average return on the three big portfolios:

SMB =
1

3
(Small Value+Small Neutral+Small Growth)−1

3
(Big Value+Big Neutral+Big Growth)

(5)

HML (High Minus Low) is the average return on the two value portfolios minus the

average return on the two growth portfolios:

22We also run regressions with alternative illiquidity measures such as the Amihud illiquidity mea-
sure and volume but while qualitatively and quantitatively similar, the results appear somewhat less
statistically significant.

23Kenneth French’s online database starts much later.
24Note that for this section stocks trading in the Unlisted department of the NYSE had to be excluded

due to the lack of capital stock data for this type of stocks.
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HML =
1

2
(Small Value + Big Value)− 1

2
(Small Growth + Big Growth) (6)

Since short T-bills did not yet exist during the period of our study, we define the excess

return Rm − R0 relative to a zero-beta portfolio, using the gold flow rate (i.e., growth

rate in the gold stock of the U.S. government). We choose to use gold flow rates for two

reasons. First of all, this rate represents the zero-beta portfolio as it correlates with the

market return at only -0.01.25 Secondly, it seems that gold reserves were viewed as a safe

haven by investors: As described by Rodgers and Payne (2012), the Panic lost some of

its steam once the level of gold stock reserves rose towards 1908.

Once we have our size and market-to-book factors, we follow the traditional two-step OLS

methodology of Fama and MacBeth (1973) to estimate portfolio betas and factor prices.26

In the first stage we estimate firm-specific in-sample regression coefficients (“Betas”) for

the three Fama-French factors plus the illiquidity measure. In this regression, Ri,t is the

firm-specific time-varying monthly return, where i denotes the companies and t is a time-

index (monthly).27 Rm
t −R0

t denotes the excess market return and “Spread” denotes our

measure for illiquidity, which is relative bid-ask spreads. We estimate the first stage as

follows:

Ri,t −R0
t = β1,i ∗ (Rm

t −R0
t ) + β2,i ∗ Spreadi,t + β3,iSMB + β4,iHML+ εi,t (7)

In the second stage, we regress the cross-section of average monthly expected returns

on the estimated factor sensitivities of the first stage. The estimated parameters of the

second stage can be interpreted as the associated market prices of the corresponding risk

factors. If the model is well specified λ0 should not be statistically significant.

E[Ri −R0] = λ0 + λ1β̂1,i + λ2β̂2,i + λ3β̂3,i + λ4β̂4,i + ηi (8)

The results of our asset pricing analysis (Table 5) indicate that liquidity risk, as mea-

sured by the relative bid-ask spread, is priced positively at roughly 112 basis points.

Thus, investors expected and earned a liquidity premium very much in the same order

of magnitude as in markets a century later. The market risk premium in our sample is

negligible. Moreover, in line with Chabot et al. (2014) we find negative contributions

of the SMB and HML factors. In the case of firm size, the associated risk around the

25The market return is defined as the equally-weighted return of all stocks in our sample.
26See chapter 12 of Cochrane (2005) for example.
27Note that returns are calculated excluding ex-dividend dates as detailed information on firm-specific

dividends is missing. We drop 0.6 percent of the entire dataset by excluding ex-dividend dates.
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early 20th century differs considerably from more recent times, such that a number of the

largest firms may well have posed higher stock return risk than smaller firms. Indeed,

the largest corporations in that era - companies like U S Steel and the major railroad

networks - were growing and integrating and, at the same time, faced repeated threats

from antitrust actions and regulatory intervention. Thus, firm size as a growth proxy is

most likely anachronistic in this context. Finally, an estimated alpha of zero suggests that

all relevant factors for asset pricing have been identified.

6 Information and Opacity as the Main Drivers of

Market Illiquidity

Thus far, we have assembled some of the key pieces of the 1907 picture: 1. that stock

market illiquidity (relative bid-ask spreads) rose dramatically during the crisis, especially

during the height of the panic, and did so above and beyond the effects of rising volatility

and falling prices; 2. that funding illiquidity exacerbated market illiquidity during the

peak weeks of the crisis; and 3. that moreover, market investors priced in such illiquid-

ity risk. We now take the analysis even further and try to establish that the core of the

illiquidity problem lay - as we hypothesize - in the opaqueness of information in the market.

We start by reviewing theoretical work concerning the relationship between opaqueness

and price discovery. We then test the theory by decomposing bid-ask spreads into infor-

mation and non-information components, following Huang and Stoll (1997).

6.1 Opaqueness and Price Discovery

At the start of the panic, rumors about the solvency of banks and trusts, notably Knicker-

bocker Trust, spread widely, as evidenced by repeated commentaries to this effect pub-

lished in the New York Times and other contemporary newspapers. The effects were

contained only after the liquidity infusions by Treasury Secretary Courtelyou, J.P. Mor-

gan, and others, as well as the well-publicized examinations of the Mercantile by the New

York Clearing House and the purging of the tainted Heinze interests there. The rumors of

certain banks’ involvement in the failed corner and potential insolvencies added to a gen-

eral demoralization and uncertainty over economic conditions and the specific conditions

in the mining sector, in particular. Despite public reassurances, fears about impending

bank liquidations continued because of the general lack of information about financial in-

stitution balance sheets and the true state of their liquidity. Thus, opaqueness permitted

rumors to reinforce the already declining market and tight money conditions.
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In this regard, Bernardo and Welch (2004) provide a theoretical framework which explains

how rumor-based runs on financial markets can arise. In order to avoid the liquidation of

shares at a bad “post-run” price, each investor may prefer to sell shares today at the “in-

run” price. If many investors fear alike, this in itself will cause a run on financial markets.

Bernardo and Welch (2004) conclude that liquidity runs and crises are not necessarily

caused by liquidity shocks per se, but instead by the fear of future liquidity shocks. Such

fears are more likely the more opaque the economic environment. He and Manela (2014)

show the same effect in a different framework. They study dynamic rumor-based runs

on financial institutions with endogenous information acquisition. Agents who are unsure

about banks’ liquidity worry that other agents, who might have received even worse sig-

nals, withdraw before them. Hence, in order to front-run those agents with even worse

signals, they start the run on the financial institution themselves. The fear of being too

late increases the incentives to run. Thus, He and Manela (2014) and Bernardo and Welch

(2004) offer an appropriate rationale for the happenings in the autumn of 1907. If these

arguments hold, we should observe increased adverse selection risk as well as increased

trading volume right after the failure of Heinze’s stock corner. Both increased adverse se-

lection risk and increased selling pressure should in turn drive up bid-ask spreads, making

trading more expensive and traders reluctant to do so. At the same time, these theories

imply a moderation of the runs once the concerns of market participants can be credibly

resolved by (coordinated) market interventions.

Hellwig and Zhang (2012) establish a time-varying role of information during a crisis.

They demonstrate that in the absence of intervention, markets tend to be more liquid

at the onset of a crisis than towards the end. Specifically, they argue that the strategies

over information gathering may depend on the liquidity in a given market. Strategic

information acquisition may change across agents due to changing assets liquidity and

valuation uncertainty about future states of the world. A vicious cycle can evolve in

reaction to an unexpected event (i.e., in this case the failure of a stock corner) that

leads to increased informational risk, which in turn leads to higher spreads, which again

reinforces the trader’s view that informational risk has indeed increased, and therefore

spreads increase even more. The spiraling information problem freezes liquidity in the

market, such that we should observe increasing illiquidity over the course of the crisis

(also pointed out by Donaldson (1992)) as well as constantly increasing adverse selection

risk for the cross section of companies. The Hellwig-Zhang model implies that outside

interventions can stop such spirals, especially when independent information is generated.
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To the extent that the interventions of J.P. Morgan, Secretary Courtelyou, and of the

Clearing House reflected positive information about the solvency of the underlying firms

(and the removal of Heinze interests at the Mercantile further committed to severing

all ties to the failed Heinze brokerage house), it did reduce the need of market partici-

pants to produce costly information of their own. As described in Section 3, on October

24, 1907, J.P. Morgan - together with other wealthy individuals - pledged large sums of

money in order to calm markets and restore confidence. With each new emergency to

arise, trusted parties - the U.S. Treasury, the New York Clearing House, J.P. Morgan, and

other eminent financiers and industrialists - jumped in to assess the soundness of each

institution in question, reveal that information publicly, and then to provide a backstop

to “good” institutions suffering only temporary illiquidity. We expect that these interven-

tions contributed critically to ending the liquidity freeze. Successful interventions should

be reflected in declining spreads, increasing trading volume, and a reduction in overall

informational risk as well as valuation uncertainty.

The theory further suggests that stocks with the most opaque financial reporting prac-

tices and those most prone to manipulations - such as naked short sales, corners, and

short squeezes - suffer the most severe adverse selection effects. In these regards, mining

stocks ranked among the worst, and it was therefore no accident that an copper company

trading on the Curb market became the target of an attempted corner and short squeeze

in 1907. The company in question, the United Copper Company, was incorporated in

1902 by F. Augustus Heinze, the brother of Otto Heinze and a copper magnate who had

fought for years - largely against the Amalgamated Copper - to gain access to lucrative

copper mines in Butte, Montana. Otto Heinze also held stakes through United Copper

Company in a number of other mining companies such as The Montana Ore Purchasing

Company, The Nipper Consolidated Copper Company, The Minnie Healy Mining Com-

pany, The Corra Rock-Island Mining Company, and the The Belmont Mining Company.28

Furthermore, given the differing extent and thoroughness with which different industries

published their accounting information (Archambault and Archambault (2005)), we con-

jecture that stocks in the more transparent sectors (e.g., utilities and railroad sector,

which provided accounting information to the public in great detail) should exhibit lower

informational risk than other sectors, such as manufacturing and mining, that published

meager information on a sporadic basis. Transparency arguably mitigates potential for

insider trading and adverse selection costs, assuming that insiders provide accurate infor-

mation.29

28See New York Times Article from April 29, 1902 regarding United Copper Company.
29We do note that transparency may be illusory in this period, as companies rarely produced audited
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That information asymmetry and adverse selection risk might not only differ across in-

dustries, but also across certain types of stocks is suggested by Hellwig and Zhang (2012).

The authors show in an OTC-market setting that information acquisition may differ

across liquid and illiquid markets. Chang (2012) goes a step further and demonstrates

how limited market participation can arise as a result of informational frictions and how

it then leads to distinct notions of illiquidity. In her theoretical framework she analyzes

two types of informational frictions: sellers’ private information about the quality of their

assets and their private information of what motivates them to trade (e.g., different needs

for liquidity). Her model endogenously generates and identifies the effects that adverse

selection risk might have on transaction costs and volumes. In this environment, the

trader who wants to sell her asset quickly is either trying to get rid of a low-quality asset,

or simply has an urgent need for cash. If the other side of the transaction, the buyer,

cannot differentiate between the two motives for trading, adverse selection risk will in-

crease. This phenomenon should arise especially for illiquid stocks, as they are traded

less frequently and market participants have more difficulty determining the fundamental

value of the stock. Hence, we expect to find that adverse selection risk differs significantly

between liquid and illiquid stocks. Moreover, we expect to find that adverse selection

risk increases even more during crisis times. In a highly uncertain period, those problems

might be disproportionately greater than in non-crisis times.

One means of offsetting some of the opaqueness is vetting by a trusted organization.

Listing on the NYSE brought with it this sort of certification of quality, based on the

exchange’s listing requirements, which involved disclosure and examination of financial

statements. The NYSE also maintained an “unlisted department” to trade in stocks that

1. could not meet NYSE listing requirements or 2. chose not to disclose the informa-

tion required for an application for an official listing. Hence, since the NYSE did not

impose any disclosure rules on stocks trading in the Unlisted department, less public in-

formation was available about these stocks, and they presumably therefore faced greater

susceptibility to information shocks and rumors than stocks of companies that published

more information. Episodes of heightened uncertainty may exacerbate such information

problems. Thus, we expect that unlisted stocks are particularly vulnerable in a panic.

6.2 Decomposition of Bid-Ask Spreads

In order to analyze these questions, we decompose spreads into their three main com-

ponents information risk, inventory holding risk and order processing costs. Information

accounts.
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risk - equivalently, adverse selection risk - captures the risk of market makers trading

against better informed traders. Arrival of (fundamental) information implies a change

in the mean of the value of the underlying security. Since market makers expect to lose

money in trading with insiders, they protect themselves against losses by charging wider

spreads. Inventory holding costs arise when risk averse market makers’ exposures tem-

porarily, due to some trade with clients, deviate from their optimal portfolio holdings.

As they attempt to converge back to their desired portfolio holdings over time, they will

alter bid and ask quotes to induce selling if their portfolios have grown too long or buying

if they have fallen short of the desired levels. Accordingly, their price quotes will induce

autocorrelation, which ultimately will be reflected in transactions prices and trades. Or-

der processing costs are considered compensation for technical costs of order handling

and settlement. Importantly, they cannot be observationally distinguished from rents

due to market power. Accordingly, oligopoly rents are subsumed under operating costs.

Operating costs are intimately related to the bid-ask wedge, i.e. the cost of a round-trip

transaction in the (hypothetical) absence of the other two trading motives.

We estimate these three cost components using the Huang and Stoll (1997) spread de-

composition, as refined by Gehrig and Haas (2015). In the framework of Huang and Stoll,

order processing costs are identified by the variance of the bid-ask bounce, while inventory

holding costs are identified by serial correlation of transactions prices and adverse selec-

tion costs are identified by changing means of relative bid-ask spreads. The refinement of

Gehrig and Haas insures that the three different cost components of the quoted bid-ask

spread add up to one.

In the model of Huang and Stoll (1997), the time frame consists of three separate and

sequential events. Stock i’s fundamental value, Vi,t, is unobservable on day t. The bid

and ask quotes are set right after the fundamental stock value has been determined. Mi,t

denotes the quote midpoint and is calculated from the quotes that were posted by a

market maker just before a transaction happened. Pi,t denotes the respective transaction

price. Qi,t denotes a trade direction indicator variable. It takes the value of 1 if the

transaction price exceeds the midquote (i.e., if a transaction is buyer-initiated), and it

takes the value of −1 if the transaction price is smaller than the midquote (i.e., if a trans-

action is seller-initiated). It equals zero if the transaction price is equal to the midquote.30

30Note that for historical data the last transaction price of a given trading day does not necessarily
refer to a transaction price being quoted at the end of that trading day (i.e., at 4:30pm). It could very
well be the case that for very infrequently traded stocks, the last transaction price occurred well before
4:30pm.
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Subsequent transactions and their respective transaction volumes are assumed to be se-

rially correlated. The conditional expectation of the trade indicator variable Qt at time

t-1 given Qt−2 is, therefore, shown to be:

E(Qi,t−1|Qi,t−2) = (1− 2πi,t)Qi,t−2. (9)

where πi,t denotes the probability that the current trade is of opposite sign to the

previous trade.

Huang and Stoll (1997) estimate equation 9 simultaneously with equation 10 in order

to estimate the different cost components of the spread. In equation 10, Si,t denotes the

equity bid-ask spread and αi,t denotes the percentage of the spread that is associated with

informational cost (i.e., adverse selection cost). From this equation it becomes obvious

how adverse selection costs are measured, as αi,t is the coefficient of the difference between

what the actual trade turned out to be (i.e.,
Si,t−1

2
Qi,t−1) and what a market participant

expected the trade to be based on the previous trade (i.e.,
Si,t−2

2
E[Qi,t−1|Qi,t−2]). Hence,

αi,t, or informational costs, only arise if the current trade brings about a surprise relative

to the previous trade. βi,t, the percentage of the spread that is associated with inventory

cost, is only measured with respect to the current trade and denotes the changes in the

market maker’s inventory holdings that she later might need to adjust. εi,t refers to a

public information shock and is assumed to be serially uncorrelated.

∆Mi,t = (αi,t + βi,t)
Si,t−1

2
Qi,t−1 − αi,t

Si,t−2

2
(1− 2πi,t)Qi,t−2 + εi,t. (10)

We estimate the parameters of equation 9 and 10, αi,t, βi,t, and πi,t, using the generalized

method of moments (GMM) procedure of Hansen and Singleton (1982) and Hansen (1982).

The optimal weighting matrix is constructed using the method proposed in Wooldridge

(2002). Under this procedure, the parameter estimates have to be chosen such that they

minimize:

QN(θ) =

[
N−1

N∑
i=1

g(wi, θ)

]′
Λ̂−1

[
N−1

N∑
i=1

g(wi, θ)

]
. (11)

Following the notation of Wooldridge (2002), θ is the vector of unknown coefficients.

In this analysis, this vector includes the component for adverse selection risk (αi,t), the

component for inventory holding risk (βi,t), and the trade direction reversal probability

(πi,t). The order processing cost component is computed as the residual cost, after sub-

tracting αi,t and βi,t from one, since the three cost shares must add up to 100%. g(wi, θ)

is an (L x 1) vector of moment functions (or orthogonality conditions). These functions
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are non-linear and given by:

1. g1 = (Qi,t−1 − (1− 2πi,t)Qi,t−2)Qi,t−2

2. g2 = (Qi,t−1 − (1− 2πi,t)Qi,t−2)Si,t−1

3. g3 = (Qi,t−1 − (1− 2πi,t)Qi,t−2)Si,t−2

4. g4 =
(

∆Mi,t − (αi,t + βi,t)
Si,t−1

2
Qi,t−1 + αi,t

Si,t−2

2
(1− 2πi,t)Qi,t−2

)
Si,t−1

5. g5 =
(

∆Mi,t − (αi,t + βi,t)
Si,t−1

2
Qi,t−1 + αi,t

Sti,t−2
2

(1− 2πi,t)Qi,t−2

)
Si,t−2

6. g6 =
(

∆Mi,t − (αi,t + βi,t)
Si,t−1

2
Qi,t−1 + αi,t

Si,t−2

2
(1− 2πi,t)Qi,t−2

)
(Qi,t−1 − (1− 2π)Qi,t−2) .

Λ̂ is the optimal weighting matrix which is similarly determined following Wooldridge

(2002):

Λ̂ ≡ 1

N

N∑
i=1

[g(wi, θ)] [g(wi, θ)]
′ . (12)

We estimate adverse selection costs, inventory holding costs, and order processing costs

on a monthly basis for all stocks having at least 15 daily observations in a given month.

We implement the GMM decomposition code in Matlab and obtain α and β coefficients

for each month and stock. We then assemble the estimation results across stocks and

time to create a new, monthly panel, to which we add stock-specific, end-of-month stock

prices, relative spreads, and total number of shares traded over the month.

6.3 Adverse Selection Costs as the Main Driver of Illiquidity

In line with our hypotheses, we find that adverse selection costs contributed most to total

spreads throughout the period (Figure 9). During the panic, all three cost components

rose sharply: information costs rose from $0.007 to $0.02, inventory holding costs in-

creased from $0.003 to $0.009, and order processing costs from $0.004 to $0.01. Though

all cost components experienced an increase of the same order of magnitude, the adverse

selection component was twice as large as the other two cost types both before and during

the Panic of 1907.
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Figure 9: Informational Costs, Inventory Costs, and Order Processing Costs: 1905-1910
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The findings accord well with the information story of the Panic of 1907. Since presum-

ably information was largely negative during the crisis, securities prices declined and in

the process significantly reduced the collateral value of stocks and, thus, added to the

costs of holding inventory.31 Moreover, to the extent that there were significant fixed cost

components in order processing, the decline in stock prices would cause an increase in

relative order processing costs. Hence, both inventory holding costs and order processing

costs were closely related to information costs during the crisis of 1907.32 Nonetheless, in

line with our hypothesis, uncertainty and information asymmetry continued to play the

dominant role in market illiquidity during the Panic.

We also find support for Hellwig and Zhang (2012), that is, that the role of information

changes from the onset of a crisis to the end. In the case of the Panic of 1907, we see an

increase of informational costs from the onset of the Panic on. However, the real peak of

rumor contagion is reached when the Panic is already evolving (i.e., late October 1907),

not during the earlier phases of the increasingly severe bear market of August and Septem-

ber. This suggests that the spreading informational uncertainty (i.e., rumors) affected a

large proportion of the market and ratcheted up during the crisis. Obviously, in the case of

information produced and propagated through rumors, the process may create more noisy

information–or misinformation–and thereby reduce market efficiency (Dang et al. (2010)).

To more rigorously test our hypotheses about adverse selection and its role in market

illiqudity during the panic, we estimate panel quantile regressions for each of the three

estimated components of spreads, normalized by end-of-month stock price. We control

for the (lagged) price level, contemporaneous volatility, and lagged call money rates, and

then include an indicator for the months of the crisis (October and November 1907), as

follows:

AdverseSelectionCosts
StockPrice i,t,25thquantile

AdverseSelectionCosts
StockPrice i,t,50thquantile

AdverseSelectionCosts
StockPrice i,t,75thquantile


= β0 + β1Panic1907t + β2CallMoneyRatest−1+

β3CallMoneyRatest−1 ∗ Panic1907t+

β4StockPricei,t−1 + β4QuasiV olatilityi,t + εi,t

(13)

31Stocks were widely used as collateral by the Clearinghouse in the period under study.
32Due to data limitations we can estimate spread components only on a monthly frequency for a

subset of stocks (two thirds of the overall data set). Hence, we cannot meaningfully test inter-temporal
(Granger-)causation between the different spread components.
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InventoryHoldingCosts
StockPrice i,t,25thquantile

InventoryHoldingCosts
StockPrice i,t,50thquantile

InventoryHoldingCosts
StockPrice i,t,75thquantile


= β0 + β1Panic1907t + β2CallMoneyRatest−1+

β3CallMoneyRatest−1 ∗ Panic1907t+

β4StockPricei,t−1 + β4QuasiV olatilityi,t + εi,t

(14)

OrderProcessingCosts
StockPrice i,t,25thquantile

OrderProcessingCosts
StockPrice i,t,50thquantile

OrderProcessingCosts
StockPrice i,t,75thquantile


= β0 + β1Panic1907t + β2CallMoneyRatest−1+

β3CallMoneyRatest−1 ∗ Panic1907t+

β4StockPricei,t−1 + β4QuasiV olatilityi,t + εi,t

(15)

Analyzing the adverse selection component (Table 6.a) we find that asset price uncertainty

(quasi-volatility) remains the strongest correlate across all quantiles of adverse selection

costs, and the effect increases over quantiles. Prior month call money rates also relate

to higher adverse selection costs during the Panic, particularly for the moderate to less

liquid and presumably more opaque stocks. Outside of the Panic, lagged call money rates

do not relate to adverse selection costs at all. Hence funding illiquidity particularly affects

less liquid stocks in periods of stress.

Inventory holding and order processing costs show little correlation with the panic or with

call money rates (Table 6.b and Table 6.c). Overall the explanatory power is lower than

for the averse selection cost component.

6.4 Cross Sectional Evidence on Opaqueness and Market Illiq-

uidity

In order to analyze in more detail how information opaqueness influenced illiquidity in

the market, we divide the sample of stocks according to their expected opaqueness levels.

We hypothesize that adverse selection risk was highest in the most opaque and rumor-

ridden sectors (especially mining companies), among stocks that are ex ante traded with

wider total spreads, and for stocks that traded in the NYSE Unlisted department, where

companies avoided both the vetting process required for official listing and the exchange’s

disclosure rules once listed.

First, we compare bid-ask spreads and the three cost factors by industry. As expected,

the panic hurt the relatively opaque mining stocks’ liquidity the most. Spreads of mining

30



companies rose from about seven percent before the crisis to about 15 percent during the

height of the panic (Figure 10). The sharp rise in illiquidity results largely from adverse

selection risk: adverse selection costs (in dollar-terms) triple from $0.02 to $0.1 shortly

before and during the Panic, the steepest increase across all industries. Most importantly,

adverse selection costs remain high, even after rescue measures took place. This finding

indicates that the rumor-based crisis infected mining stocks severely enough to persist

over the longer term.

Figure 10: Average Relative Industry Bid-Ask Spreads: 1905-1910

On the flip side, we also confirm that stocks in the sectors that published accounting

information on a regular basis (such as the railroad and utilities sectors), and whose ac-

counting systems were relatively transparent due to federal regulatory burden, experience

lower adverse selection costs compared to other industries, such as manufacturing or min-

ing. The railroad sector’s informational costs were the lowest and remained at the same

level during the crisis. Relative transparency, therefore, yields lower adverse selection risk

and increased stock market liquidity.

We further conjecture that, regardless of sector identity, illiquid or opaque (e.g. low

volume, high price impact, or unlisted) stocks were affected disproportionally by infor-

mational costs. To test this presumption, we categorize the stocks as “liquid” if they fall

31



into the lowest quartile of relative spreads and ”illiquid” if they fall into the highest quar-

tile of that distribution. As we predict, the most illiquid stocks experience significantly

greater increases in informational costs, inventory costs, and order processing costs than

liquid ones (Figure 11). All three spread components are more than three times larger for

illiquid stocks than for liquid stocks. Furthermore, for illiquid stocks, informational costs

increased during the panic, whereas the other two cost types even declined slightly dur-

ing the crisis. The results suggest that illiquid stocks are particularly subject to adverse

selection costs during a liquidity freeze.

Finally, we find similar results in comparing listed and unlisted companies: informational

costs hit the latter more than the former (Figure 12). Unlisted stocks generally suffer

more from higher informational costs due to the lack of certification and absence of dis-

closure rules, so the adverse selection problems should intensify during a financial crisis.

Indeed, information costs were especially elevated during the last quarter of 1907. It also

took longer for adverse selection risk to decrease in unlisted stocks compared to listed

stocks.

Together, these results suggest that investments in companies that operated with greater

transparency and liquidity - whether due to listing rules or regulatory disclosure require-

ments - indeed served as a hedge against adverse selection risk and especially so in times

of heightened uncertainty.
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Figure 11: Informational Costs, Inventory Costs, and Order Processing Costs: Liquid vs. Illiquid
Stocks
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Figure 12: Infomational Costs, Inventory Costs, and Order Processing Costs: Listed vs. Unlisted
Stocks
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7 Adverse Selection as a Factor in Asset Pricing

Now that we have a clear picture of the components of spreads and the impact on these

transactions costs stemming from opaqueness and illiquidity, we can assess the extent to

which the various cost components enter into asset pricing decisions. We thus revisit our

four-factor asset pricing model of Section 5 replacing the relative spread with the three

spread components: adverse selection costs, inventory management costs, and order pro-

cessing costs. The analysis otherwise follows the methodology outlined in Section 5. Since

the components of the spread decomposition exhibit a low degree of correlation with each

other, they can be considered as largely independent contributing factors.

Key to our understanding of opaqueness-driven illiquidity, we find that the adverse selec-

tion (informational) risk factor is positive and statistically significant for excess returns

and provides far more explanatory power than either of the two other cost components

(Table 7). Indeed, the order processing component provides one third the influence of

the informational factor, and the inventory management component is not priced in our

model. These results underscore the high relevance of information risk and the awareness

of such risk on the part of market participants during this relatively early (and unregu-

lated) period of stock market and corporate governance development.

It is also interesting to note that the inclusion of the microstructure components in our

asset pricing analysis yields a market price of risk of about 0.7 percent. The SMB and

HML factors are similar to those found in Chabot et al. (2014).33 Due to the data limi-

tations on the construction of the information measure, the cross section loses about one

third of observations. Hence a meaningful comparison of explanatory power is not feasible.

In order to test for the robustness of the asset pricing results using the adverse selec-

tion cost component, we test the same model with two alternative measures of information

risk: 1. Kyle’s Lambda, based on Kyle (1985) and 2. the adverse selection measure esti-

mated from effective spreads, based on Hendershott et al. (2011).

In order to measure Kyle’s lambda, we estimate the following model:

pt = ft + λQt + εt (16)

where λ−1 is a measure of market depth. Taking first differences we get:

33Our analysis actually suggests that Chabot et al. (2014) can be improved by explicitly allowing for
market microstructure information.
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Figure 13: Evolution of Lambda for Negative and Positive Order
Flow

∆pt = ∆ft + λ∆Qt + ∆εt (17)

Note that we use the first transaction price of each day, because opening prices are gener-

ally less noisy than closing mid-quotes, which are usually relatively wide; thus introducing

noise into the estimation of informational risk. We estimate lambda for both positive and

negative order flow. Our estimation shows very small values of Lambda (Figure 13), but

note that the values clearly rise prior to the peak of the crisis.

We next estimate the adverse selection measure from Hendershott et al. (2011), based on

the effective spread as well as transactions prices pt, mid quote mt, and the trade direction

indicator variable qt.

ES = qt
mt+∆ −mt

mt

+ qt
pt −mt+∆

mt

(18)

The first expression captures the adverse selection component; the second part denotes

the residual that cannot be explained by the adverse selection component. Delta denotes

a time-increment (lead or lag). Recent studies using high frequency data usually use a

time increment of two to five minutes. Given the daily frequency of our data - the highest

available for this period - we have to work with a lag/lead of one day. As with all of our

previous estimates of informational risk, this measure rises shortly before and during the

Panic (Figure 14).

We then go on to test these measures in the same asset pricing framework used above and

find that they prove significant as priced risk factors, in line with the results using the
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Figure 14: Evolution of Informational Risk according to Hendershott et al.
(2011)

earlier proxies for adverse selection and overall liquidity (Table 7). Results on the SMB

and HML factors differ from earlier results. In particular, when we include the measure

of Hendershott et al. (2011), the HML factor (value) becomes insignificant. Importantly,

as with our previous model with adverse selection risk, we find a positive market price of

risk, varying around 0.8 percent, along with a positive market price of informational risk,

which is positive except for the Kyle model. Together, the results provide robust evidence

that asymmetric information risk was priced during this relatively early period in market

history.

8 Conclusion

Our analysis offers several new insights into the role of information in financial markets,

and in particular, how critical a role information transparency plays in mitigating ad-

verse selection problems that destabilize markets. The period of our study, 1905-1910,

surrounds one of the worst financial crises in over 100 years and provides a unique window

on the performance of self-regulated asset markets operating under constrained informa-

tion in the face of uncertainty shocks from unverifiable rumors.

We trace stock market illiquidity to funding illiquidity during the peak of the crisis and

more broadly demonstrate the liquidity premium demanded in the market. We then

decompose equity bid-ask spreads into their underlying cost components and find that
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adverse selection costs play a dominant role in transaction costs. Though all of our

measures of liquidity evidence severe deterioration of market quality, we find that in-

formational risk contributes the largest share of the wedge between bid and ask prices.

Importantly, short-term cash infusions did not have a lasting effect on trading volume,

even though the different risk factors recovered.

Our results demonstrate that an ostensibly short-run liquidity freeze happening in an

opaque market setting can severely harm confidence in financial markets over extended

periods, constraining liquidity far beyond the most acute phase of the panic. We show

further that asymmetric information problems play out - as the theory suggests - in pre-

dictable cross-sectional variation in illiquidity. In particular, the liquidity crisis hit the

mining sector most severely, because it lay at the heart of the crisis - both in terms of

illiquidity and in terms of heightened informational risk. The mining sector also ranked

among the least transparent sectors of the economy and, along with many manufacturing

enterprises, provided sparse information to investors. We find that these types of stocks

suffered most from adverse selection costs, while the regulated and more transparent util-

ities and railroads suffered the least. Moreover, both extremely illiquid stocks as well as

stocks traded in the NYSE’s more opaque Unlisted department also suffered significantly

more during the Panic than well-certified (listed) and liquid stocks.

Finally, our analysis generates important insights for asset pricing. In particular, we

show that it is possible to predict asset prices based on estimated components of bid-ask

spreads. Informational costs incur risk premia above and beyond the standard market

beta and Fama-French factors. Hence, the predictability of transaction costs and liquidity

also implies predictability of asset prices. Thus, asset prices are informationally efficient

in, at most, a weak sense. Our findings demonstrate the first order relevance of market

microstructure and liquidity components for asset pricing.

From a policy standpoint, our results are particularly interesting, because the Panic of

1907 marks a turning point in the history of the U.S. financial system and the rise of the

regulated era. The severity of the Panic of 1907 brought calls for reform of the financial

system, with a particular focus on curbing potentially destabilizing activities in the stock

markets and the need for a lender of last resort: themes that echo in today’s debates over

financial regulation. Most of the first phase of regulatory activity focused on bank liquid-

ity backstops. Consequently, on May 28, 1908, Congress passed the Aldrich-Vreeland Act

that provided for emergency currency to infuse liquidity into the system when widespread

insolvency threatened. Additionally, the law introduced the National Monetary Commis-
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sion and charged it with investigating the Panic of 1907 and recommending measures

to regulate capital markets and the banking system (Calomiris and Gorton (1991)). The

Commission submitted its final report in 1912 and on December 23, 1913, Congress passed

the Federal Reserve Act. Thus, the 1907 crisis stands as the last major crisis without

an official institution to coordinate liquidity support in periods of financial distress, and

ultimately the stimulus for the foundation of the Federal Reserve System.34

Politicians also held up the Panic of 1907 as an example of Wall Street excess and dis-

honesty and used it to motivate the famous Money Trust hearings in Congress. That

investigation produced volumes of testimony by Wall Street insiders and led to the Clay-

ton Antitrust Act. In New York, the Governor appointed a committee to study the crisis

and recommend reforms to the financial markets, which led to tighter control over access

to trading at the NYSE. These early regulatory steps made little in-road into the problem

of information opaqueness that had exacerbated (if not outright caused) the crisis, but

the new regulations did lay the foundation for more far-reaching government oversight

of markets and corporate governance, such as the Securities and Exchange Commission

(SEC), created a few decades later. In this sense, the Panic of 1907 ultimately put an end

to unregulated securities markets and opaque corporate accounting in the United States.

34We consider the situation in the summer of 1914, as an impending crisis, but one that was staved off
in part due to the lessons of 1907 and the creation of a liquidity backstop in Aldrich-Vreeland. Fohlin
(2016) provides an in-depth study of market liquidity during the lead-up to the war and global stock
market closures, as well as during the month following the reopening of the NYSE in December 1914.
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9 Tables

Table 1: Descriptive Statistics of Daily Data

Variables Mean Median Std Q25 Q75 Observations

Relative Bid-Ask Spread (1905-1910) 0.020 0.008 0.058 0.003 0.020 161.810
Number of Shares Traded (1905-1910) 7521 800 24819 200 3400 161.810
High Price (1905-1909) 75.48 55.00 61.99 28.25 113.00 132.646
Low Price (1905-1909) 74.64 54.00 61.63 27.00 111.75 132.646
Last Price (1905-1910) 78.62 56.75 78.53 29.75 110.00 161.810
Quasi Volatility (1905-1909) 0.015 0.009 0.036 0.00 0.020 132.590
High Call Money Rates (Aug. 1, 07-May 29, 08) 0.088 0.030 0.165 0.020 0.08 206
Capital Stock 6.01e+07 3.00e+07 1.01e+08 1.50e+07 6.52e+07 7527
Book-to-Market Ratio 3.71 1.73 7.57 0.90 3.74 7527

Table 2: Descriptive Statistics of Monthly Data

Variables Mean Median Std Q25 Q75 Observations

Gold Stock (Billion $) 1.50 1.61 0.17 1.34 1.64 72
Adverse Selection Component 0.50 0.52 0.23 0.38 0.64 1740
Inventory Holding Component 0.26 0.21 0.25 0.02 0.43 1740
Order Processing Component 0.24 0.18 0.23 0.05 0.37 1740
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Table 3: Stock Market Illiquidity During the Panic of 1907

This table reports the results of quantile regression of relative bid-ask spreads on time indicator variables
for the Panic period and controls for volatility and share prices. The sample includes the panel of all
traded NYSE stocks at daily frequency from 1905 to 1909, and the table reports results for the 1st,
2nd, and 3rd quartiles. Relative bid-ask spread is the difference between ask and bid prices divided by
the average of ask and bid prices. Quasi-volatility is defined as the highest transaction price on a given
day minus the lowest transaction price on that same day, divided by the last transaction price (note
that we exclude observations for which quasi-volatility equals zero). The “Height of Panic” indicator
variable takes the value of one during the height of the 1907 Panic, namely from October 22, 1907, to
November 9, 1907, and zero otherwise. “Crisis” denotes the remainder of the Panic of 1907, namely
the period of September 30, 1907, to October 8, 1907, and November 10, 1907, to January 31, 1908.
T-statistics use heteroskedasticity-adjusted standard errors and are reported in parentheses below the
coefficient estimates. The symbols ***, ** and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively.

(1) (2) (3)
VARIABLES Rel. Spread 1st quartile Rel. Spread Median Rel. Spread 3rd quartile

Height of Panic 0.0042*** 0.011*** 0.027***
(5.37) (5.09) (9.97)

Crisis 0.0019*** 0.0049*** 0.013***
(4.02) (4.65) (5.44)

Stock Price -0.000026*** -0.000034*** -0.000045***
(-5.45) (-3.12) (-5.00)

Quasi Volatility 0.022** 0.093*** 0.26***
(2.39) (4.65) (4.80)

Constant 0.0050*** 0.0076*** 0.013***
(9.29) (6.99) (8.92)

Observations 99,090 99,090 99,090
Pseudo R2 0.049 0.042 0.035
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Table 4: Funding Illiquidity and Market Illiquidity During the Panic of 1907

This table reports the results of quantile regression of relative bid-ask spreads on high call money rates and controls for volatility, share price, and panic
indicator variables. The sample includes the panel of all traded NYSE stocks at daily frequency from August 1, 1907 to May 31, 1908, and the table reports
results for the 1st, 2nd, and 3rd quartiles. Relative bid-ask spread is the difference between ask and bid prices divided by the average of ask and bid prices.
Quasi-volatility is defined as the highest transaction price on a given day minus the lowest transaction price on that same day, divided by the last transaction
price (note that we exclude observations for which quasi-volatility is zero). The “Height of Panic” indicator variable takes the value of one during the height
of the 1907 Panic, namely from October 22, 1907, to November 9, 1907, and zero otherwise. “Crisis” denotes the remainder of the Panic of 1907, namely
the period of September 30, 1907, to October 21, 1907, and November 10, 1907, to January 31, 1908. T-statistics use heteroskedasticity-adjusted standard
errors and are reported in parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively.

(1) (2) (3)
VARIABLES Rel. Spread 1st quartile Rel. Spread Median Rel. Spread 3rd quartile

Height of Panic 0.0034** 0.0049** 0.0089*
(2.39) (2.00) (1.64)

Crisis 0.00038 0.0025*** 0.0039**
(0.88) (3.63) (2.53)

High Call Money Rates -0.00041 0.0038 0.019*
(-0.32) (1.39) (1.70)

Stock Price -0.000059*** -0.000086*** -0.00012***
(-4.32) (-4.07) (-4.03)

Quasi Volatility 0.033 0.10*** 0.28***
(1.30) (2.78) (6.32)

Constant 0.0082*** 0.014*** 0.024***
(6.79) (6.92) (7.07)

Observations 12,180 12,180 12,180
Pseudo R2 0.053 0.061 0.060
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Table 5: Asset Pricing with a Liquidity Factor

This table reports the results from the second stage regression estimation of the two-stage estimation
procedure described in Section 4. The dependent variable is company specific excess returns. The
explanatory variables include a market return beta, and the betas of the Fama-French factors, and
a liquidity risk beta. The underlying time period covers the years of 1905 to 1910. The t-statistics
are based on standard errors adjusted for heteroskedasticity and autocorrelation, and are reported in
parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at
the 1%, 5%, and 10% levels, respectively.

Dependent variable Company Excess Returns

Market Excess Return −0.0025
(−0.24)

SMB −0.0100∗∗∗

(−5.98)
HML −0.0220∗

(−2.14
Relative Bid-Ask Spread 0.0119∗∗∗

(4.13)
Constant 0.0212∗

(2.04)

Observations 185
Adjusted R2 0.69
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Table 6.a: Determinants of Adverse Selection Costs

This table reports the results of quantile regressions of adverse selection costs on a time indicator variable
for the Panic period (October 1907 to January 1908) and controls for lagged monthly call money rates,
monthly volatility, and lagged end-of-month share prices. The sample includes the panel of all traded
NYSE stocks at monthly frequency from 1905 to 1909, and the table reports results for the 1st, 2nd, and
3rd quartiles. Adverse selection costs are denoted in percentage of stock prices and represent the part of
relative spreads that is due to informational risk. Quasi-volatility is defined as the highest transaction
price of a month minus the lowest transaction price of that same month, divided by the last transaction
price of the month. T-statistics use heteroskedasticity-adjusted standard errors and are reported in
parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at
the 1%, 5%, and 10% levels, respectively.

(1) (2) (3)
VARIABLES ASC 1st quartile ASC Median ASC 3rd quartile

Panic of 1907 -0.0033 -0.016 -0.038
(-0.46) (-0.74) (-1.36)

L1.Stock Price -0.000043*** -0.000060*** -0.000065
(-3.85) (-3.80) (-1.57)

Quasi Volatility 0.0054*** 0.013** 0.015***
(3.40) (2.52) (14.4)

L1.Call Money Rates 0.0018 0.00013 -0.018
(0.24) (0.0099) (-0.32)

Panic of 1907 x L1.Call Money Rates 0.067 0.32 0.90*
(0.46) (0.72) (1.59)

Constant 0.0090*** 0.013*** 0.018***
(7.84) (7.62) (12.2)

Observations 1,506 1,506 1,506
Pseudo R2 0.189 0.195 0.192
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Table 6.b: Determinants of Inventory Holding Costs

This table reports the results of quantile regressions of inventory holding costs on a time indicator variable
for the Panic period (October 1907 to January 1908) and controls for lagged monthly call money rates,
monthly volatility, and lagged end-of-month share prices. The sample includes the panel of all traded
NYSE stocks at monthly frequency from 1905 to 1909, and the table reports results for the 1st, 2nd, and
3rd quartiles. Inventory holding costs are denoted in percentage of stock prices and represent the part
of relative spreads that is due to inventory risk. Quasi-volatility is defined as the highest transaction
price in a given month minus the lowest transaction price in that same month, divided by the end-of-
month transaction price. T-statistics use heteroskedasticity-adjusted standard errors and are reported in
parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at
the 1%, 5%, and 10% levels, respectively.

(1) (2) (3)
VARIABLES IHC 1st quartile IHC Median IHC 3rd quartile

Panic of 1907 -0.0037 -0.0064 -0.024
(-0.62) (-0.84) (-1.14)

L1.Stock Price -7.0e-07 -0.000013 -0.000026*
(-1.01) (-1.51) (-1.74)

Quasi Volatility 0.0015 0.0078*** 0.015***
(1.49) (12.1) (26.2)

L1.Call Money Rates 0.0043 0.0066 0.0087
(1.23) (0.62) (0.33)

Panic of 1907 x L1.Call Money Rates 0.085 0.12 0.47
(0.69) (0.79) (1.07)

Constant 0.000091 0.0037*** 0.0087***
(0.45) (3.52) (4.52)

Observations 1,506 1,506 1,506
Pseudo R2 0.069 0.097 0.097
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Table 6.c: Determinants of Order Processing Costs

This table reports the results of quantile regressions of order processing costs on a time indicator variable
for the Panic period (October 1907 to January 1908) and controls for lagged monthly call money rates,
monthly volatility, and lagged end-of-month share prices. The sample includes the panel of all traded
NYSE stocks at monthly frequency from 1905 to 1909, and the table reports results for the 1st, 2nd,
and 3rd quartiles. Order processing costs are denoted in percentage of stock prices and represent the
part of relative spreads that is due to costs of processing orders and market power risk. Quasi-volatility
is defined as the highest transaction price in a given month minus the lowest transaction price in that
same month, divided by the end-of-month transaction price. T-statistics use heteroskedasticity-adjusted
standard errors and are reported in parentheses below the coefficient estimates. The symbols ***, ** and
* indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

(1) (2) (3)
VARIABLES OPC 1st quartile OPC Median OPC 3rd quartile

Panic of 1907 0.0063 0.0020 0.041*
(1.31) (0.13) (1.82)

L1.Stock Price -4.3e-06** -0.000012** -0.000020
(-2.18) (-1.97) (-1.34)

Quasi Volatility 0.0012*** 0.0021*** 0.0072
(10.1) (3.50) (0.71)

L1.Call Money Rates -0.0046 -0.019** -0.041**
(-1.43) (-2.17) (-2.51)

Panic of 1907 x L1.Call Money Rates -0.12 -0.021 -0.72*
(-1.30) (-0.072) (-1.69)

Constant 0.0014*** 0.0045*** 0.0090***
(5.38) (6.80) (4.82)

Observations 1,506 1,506 1,506
Pseudo R2 0.074 0.087 0.076
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Table 7: Asset Pricing with Adverse Selection Risk

This table reports the results from the second stage regression estimation of the two-stage estimation procedure described in Section 4. The dependent
variables are company specific average excess returns. The explanatory variables include a market return beta, adverse selection risk betas (measured
according to Gehrig and Haas (2015) and set relative to stock prices, alternative measures of adverse selection risk betas (Kyle’s lambda and the adverse
selection measure of Hendershott et al. (2011))), an inventory holding risk beta (inventory holding costs relative to stock prices), an order processing risk
beta (order processing costs relative to stock prices), and the the Fama-French factors betas, all of which were estimated in the first stage of the estimation
procedure. The underlying time period covers the years of 1905 to 1910. The t-statistics are based on standard errors adjusted for heteroskedasticity and
autocorrelation, and are reported in parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at the 1%, 5%,
and 10% levels, respectively.

Dependent variable Company Excess Returns Company Excess Returns Company Excess Returns

Market Excess Return (Gold Flow Rate) 0.00789∗∗∗ 0.00764∗ 0.00787∗∗∗

(5.08) (2.08) (3.65)
SMB −0.00117∗∗ −0.00341∗∗∗ −0.00210∗∗∗

(−2.29) (−5.11) (−3.81)
HML −0.000218 −0.00700∗∗∗ −0.000893

(−0.11) (−4.09) (−1.70)
ASC 0.00179∗∗∗ . .

(3.19) . .
IHC −0.0000421 . .

(−0.17) . .
OPC 0.000346∗ . .

(1.90) . .
Kyle’s Lambda . 0.000000102 .

. (1.20) .
ASC (Hendershott et al. (2011)) . . 0.157∗∗∗

. . (6.70)

Observations 126 166 164
Adjusted R2 0.29 0.67 0.40
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Table 8: Low Call Money Rates and Relative Spreads During the Panic of 1907

This table reports the results of quantile regression of relative bid-ask spreads on low call money rates and controls for volatility, share price, and panic
indicator variables. The sample includes the panel of all traded NYSE stocks at daily frequency from August 1, 1907 to May 31, 1908, and the table reports
results for the 1st, 2nd, and 3rd quartiles. Relative bid-ask spread is the difference between ask and bid prices divided by the average of ask and bid prices.
Quasi-volatility is defined as the highest transaction price on a given day minus the lowest transaction price on that same day, divided by the last transaction
price (note that we exclude observations for which quasi-volatility is zero). The “Height of Panic” indicator variable takes the value of one during the height
of the 1907 Panic, namely from October 22, 1907, to November 9, 1907, and zero otherwise. “Crisis” denotes the remainder of the Panic of 1907, namely
the period of September 30, 1907, to October 21, 1907, and November 10, 1907, to January 31, 1908. T-statistics use heteroskedasticity-adjusted standard
errors and are reported in parentheses below the coefficient estimates. The symbols ***, ** and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively.

(1) (2) (3)
VARIABLES Rel. Spread 1st quartile Rel. Spread Median Rel. Spread 3rd quartile

Height of Panic 0.0030*** 0.0072*** 0.019***
(3.00) (4.26) (3.95)

Crisis 0.00015 0.0022*** 0.0043***
(0.50) (3.72) (3.13)

Low Call Money Rates 0.0066 0.019 0.041*
(0.65) (1.44) (1.50)

Stock Price -0.000059*** -0.000087*** -0.00012***
(-4.29) (-4.15) (-4.25)

Quasi Volatility 0.033 0.100*** 0.28***
(1.32) (2.61) (6.68)

Constant 0.0081*** 0.014*** 0.023***
(6.38) (7.08) (7.06)

Observations 12,180 12,180 12,180
Pseudo R2 0.054 0.061 0.060
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Table 9: Descriptive Statistics of Betas of First Stage Regressions

Variables Mean Median Std Q25 Q75 Observations

Table 5, column 1

Beta Spread -0.562 -0.318 1.792 -1.005 -0.0573 185
Beta HML 0.148 -0.0108 3.564 -0.291 0.359 185
Beta SMB -0.669 0.184 12.99 -0.642 1.064 185
Beta Excess Market Return 0.714 0.596 2.572 0.280 1.056 185

Table 7, column 1

Beta OPC 0.555 0 18.77 -2.473 1.894 126
Beta IHC 0.423 0 10.82 -1.752 1.529 126
Beta ASC -0.579 -0.0409 6.890 -1.888 1.133 126
Beta HML 0.380 0.245 5.303 -0.326 1.097 126
Beta SMB -1.714 -0.315 19.96 -3.566 0.380 126
Beta Excess Market Return 1.288 0.692 2.615 0.379 1.459 126

Table 7, column 2

Beta Kyle’s Lambda -3,520 -6.712 16,007 -815.0 26.89 166
Beta HML -0.502 -0.158 6.222 -0.659 0.544 166
Beta SMB -0.414 0.462 15.04 -1.194 1.854 166
Beta Excess Market Return 1.274 0.873 3.046 0.520 1.490 166

Table 7, column 3

Beta ASC (Hendershott et al. (2011)) -0.00940 -0.00888 0.202 -0.0167 0.00846 164
Beta HML -0.670 -0.195 7.902 -0.775 0.143 164
Beta SMB -0.341 0.484 18.14 -0.718 2.222 164
Beta Excess Market Return 1.223 0.938 4.076 0.541 1.436 164
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