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Sentiment analysis 

Discovering emotions, feelings, opinions, etc., about a subject from a written text Social media: 
• Facebook 
• Twitter 
• Tripadvisor 

News 

General documents 

With the aim to: 
• identify the external judgement (point of strengths and weaknesses), of a firm, institution, etc. (to understand why, 

when, what, etc.) 
• find correlations between sentiment and external quantities (also in a predictive framework). 
• … 



A strategy combined with a new dictionary for Sentiment analysis 

And then testing the results by considering: 

• Lexicon-based; 
• Machine-learning algorithms 

Independent from the context 

Usable for the Italian language (and for other languages) 
Aim: 

How: 
Selecting and refining one of the most common strategies 

Internal validation (against other methods of the same family) 

External validation 

Defining a proper Sentiment index 

• Referring to a general problem; 
• By means of a specific economic example 



Ingredients of our lexicon-based approach 

Dictionary with polarities (+/-) and 
intensities for a series of terms (in their 
lemmas) 
 

Formula to evaluate 
the sentiment index 

𝑆𝑆𝑆𝑆 = 100 ∙
∑𝑊𝑊𝑃𝑃𝑃𝑃

∑𝑊𝑊𝑃𝑃𝑃𝑃 + ∑𝑊𝑊𝑁𝑁𝑃𝑃
  

∑𝑊𝑊𝑃𝑃𝑃𝑃: sum of the 
weights of the positive 
terms 
∑𝑊𝑊𝑁𝑁𝑃𝑃: sum of the 
weights of the negative 
ones 
 

A procedure able to analyze 
the syntactic structure of a text 

Considering at least: 
 
• Negations 
• Intensifiers (with 

weights and able to 
represent specific 
syntactic rules) 

• Conditional tenses 

Parsing external files Tokenized terms (sentences) Part of speech (POS) tagging This after having: 



An example: 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 =
0.102 + 0.06 + 0.0189

0.2394 + 0.102 + 0.06 + 0.166 + 0.0189
= 𝟎𝟎.𝟑𝟑𝟎𝟎𝟑𝟑𝟑𝟑 

Notes: 
• The negations change the polarity (if not even) 
• The conditional is considered a multiplier. 
• The weight of the multiplier depends on the presence of a negation 
• Negations and multipliers are defined in the procedure with a specific syntax Negations: «non», «tuttavia», etc. 

term_multiplier «quasi»=0.8=2:1 

The syntax for the multiplier considers: <term>=<weight>=<terms before the polar one>:<terms after the polar one> 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺(𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰𝐰 𝐫𝐫𝐰𝐰𝐫𝐫𝐫𝐫𝐫𝐫) =
0.192 + 0.06 + 0.0189

0.192 + 0.102 + 0.06 + 0.166 + 0.0189 = 𝟎𝟎.𝟓𝟓𝟎𝟎𝟑𝟑 



The dictionary 
For the Italian language we started from the “Open Polarity Enhanced Name Entity Recognition” (OpenER) dictionary, 
funded by the European Commission under the 7th Framework Program (FP7). But it was not efficient due to: 
 
• Terms with incoherent polarities and/or intensities (to think=>negative with weight 0.25) 
• Terms for which the polarity should not be present (like jobs, i.e. tire repairer) 

 
=> We built our own dictionary, using an approach that extends the work of Kim & Hovy (2004)*, who started from the 
WordNet thesaurus adding synonyms and antonyms to a small set of opinion words collected manually. 

*Kim S., Hovy E. Determining the sentiment of opinions. In: Proceedings of international conference on Computational Linguistics (COLING’04); 2004 

Our starting point: the dictionary 
of synonyms and antonyms 

(To abandon) 

For each term we derived an 
evaluation in a four level scale 

The evaluation was made manually, 
supported by the existent dictionary 



Evaluating the final polarity and intensity for each weight 
The idea is that polarity and intensity allow to center the term with respect to its synonyms and antonyms. 
This implies the solution of a system of equalities given by: 

Where: 

• 𝑑𝑑𝑖𝑖𝑚𝑚 = �
−1 if the term 𝑖𝑖 is an 𝐚𝐚𝐚𝐚𝐰𝐰𝐰𝐰𝐚𝐚𝐚𝐚𝐚𝐚 of 𝑚𝑚 

0 if the term 𝑖𝑖 is neither a synonym nor an antonym of 𝑚𝑚
1 if the term 𝑖𝑖 is a 𝐫𝐫𝐚𝐚𝐚𝐚𝐰𝐰𝐚𝐚𝐰𝐰𝐚𝐚 of 𝑚𝑚

 

• 𝑥𝑥  represents the absolute value of the term x. 

𝑤𝑤𝑚𝑚𝑡𝑡 == 1 − 𝛽𝛽 𝑤𝑤𝑚𝑚𝑡𝑡−1 + 𝛽𝛽
∑ 𝑤𝑤𝑚𝑚𝑡𝑡−1𝑑𝑑𝑖𝑖𝑚𝑚𝑀𝑀
𝑖𝑖=1

∑ 𝑑𝑑𝑖𝑖𝑚𝑚𝑀𝑀
𝑖𝑖=1

, (𝑖𝑖 ≠ 𝑚𝑚) 

To this purpose we used an iterative algorithm that considers: 

Note: the parameter β ∈(0,1) could be interpreted as a learning parameter, able to smooth the variation of the weights 
between the iterations 

 

𝑤𝑤1 =
∑ 𝑤𝑤𝑖𝑖𝑑𝑑𝑖𝑖1𝑀𝑀
𝑖𝑖=1

∑ 𝑑𝑑𝑖𝑖1𝑀𝑀
𝑖𝑖=1

, (𝑖𝑖 ≠ 1)
 …
 

𝑤𝑤𝑚𝑚 =
∑ 𝑤𝑤𝑖𝑖𝑑𝑑𝑖𝑖𝑚𝑚𝑀𝑀
𝑖𝑖=1

∑ 𝑑𝑑𝑖𝑖𝑚𝑚𝑀𝑀
𝑖𝑖=1

, (𝑖𝑖 ≠ 𝑚𝑚)
 …
 

𝑤𝑤𝑀𝑀 =
∑ 𝑤𝑤𝑖𝑖𝑑𝑑𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖=1

∑ 𝑑𝑑𝑖𝑖𝑀𝑀𝑀𝑀
𝑖𝑖=1

, (𝑖𝑖 ≠ 𝑀𝑀)

 



The convergence of the algorithm 

With a stopping condition given by: ∆𝑊𝑊𝑡𝑡 =
1
𝑀𝑀 � 𝑤𝑤𝑚𝑚𝑡𝑡 − 𝑤𝑤𝑚𝑚𝑡𝑡−1 2

𝑀𝑀

𝑚𝑚=1

< 10−9 

We obtained convergence of the algorithm in a few hundreds of iterations. 

, if we consider different β’s 



Internal validation of the strategy 
The relation between our dictionary and the OpenER one 

  Our dictionary: 18944 terms 
Negative Positive Missing Total 

OpenER: 
13723 
terms 

Negative 3608 364 2110 6082 
Positive 776 2244 4621 7641 
Missing 6677 5275 0 11952 
Total 11061 7883 6731 25675 

𝑪𝑪𝒐𝒐𝑺𝑺𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝒐𝑺𝑺𝒐𝒐𝑺𝑺 𝑹𝑹𝒐𝒐𝑺𝑺𝑺𝑺 = 100 ∙
3608 + 2244

6992
= 83.6 

Note: we analyzed the discordances and identified inconsistencies in the OpenER dictionary (terms not to be considered or wrong assignment) 

Distribution of the intensities 
(less than 0=negative polarities) 

The intensities of the OpenER 
terms assume few values 



External validation of the strategy 
Which dictionary (strategy) can better recognize pre-labeled sentences? 

Almost 4,000 Italian sentences (1616 negatives, 2317 positives) from user’s comments on products bought from Amazon. 

Concordance rate=73.2 
𝜑𝜑2 = 0.19 

Concordance rate=73.8 
𝜑𝜑2 = 0.20 

Without considering negations and multipliers 

Considering negations and multipliers 

Concordance rate=78.9 
𝜑𝜑2 = 0.32 

Concordance rate=71.7 
𝜑𝜑2 = 0.16 

First test: considering positive a sentence when its sentiment is >=50 Second test: varying threshold (from sentiment) 



External validation of the strategy 
Can our dictionary be adequate to evaluate a sentiment that has a sense in 

respect to a given phenomenon? 
We considered the quarterly Economic Bulletin published by the Bank of Italy from 2008 to 2017 (40 documents) 

The correlations between the sentiment index and the quantities considered (that are discussed and interpreted in 
the bulletins) are  evidence of a reasonable capacity of our strategy to catch the “affective states” that are latent in 
the text.  



Sentiment as a story-telling indicator 
We considered the last quarterly Economic Bulletin published by the Bank of Italy in October 2017 

In this case the Sentiment index is evaluated for each sentence. 
 
The chart shows how in a long text the index could represent the evolution of the communication attitudes 

Note: the interpolation considers a 
polynomial of 14th degree (that 
corresponds also to the number of sections 
in each document) 



Concluding remarks 
We adopted a lexicon-based approach to evaluate the Sentiment index using:  
 

1. a procedure that analyzes the syntactic structure of a text  
2. a dictionary that we built 
 
We verified that: 
• Negations, multipliers, specific types of lemmas improve the determination of the Sentiment; 
• Our Italian dictionary gives coherent results. 
 

Moreover: 
• We evaluated the Sentiment index for the Economic bulletins of the Bank of Italy (2008Q1 – 2017Q4), identifying trends 

and useful relations with other external quantities; 
• Specifically, we observed that the sentiment associated to each Bulletin is always positive, and the lowest values 

correspond to the Great Financial Crisis and the peak of the sovereign debt crisis; 
 

At this point we have a full automatic strategy that, starting from a series of texts (files), can be used to derive the 
sentiment index associated to each of these (or to every sentence). 
 
Next steps: 
• Publication of an extended article, in which it will be shown also a method to characterize topics; 
• Distribute the procedure and the Italian dictionary; 
• Extension of the strategy to Twitter feeds and to news articles from newspapers 



Thank you very much! 

Questions? 
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