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Abstract

This work studies how entrepreneurs adjust R&D investments over the
business cycle on the basis of their expectations for business developments
and their attitude towards the future. It does this by applying a System
GMM estimator with Heckman correction to a panel of Italian manufacturing
firms over the period 2000-2011, dealing at the same time with persistence
and selectivity in R&D expenditure. Our main results, robust to a variety
of ancillary tests, are as follows. First, entrepreneurs’ expectations for the
future help to explain firms’ R&D investments, while the firm-level business
cycle itself is not fully informative. Specifically, firms’ innovative effort reacts
pro-cyclically with respect to their forecasts for business performance. Second,
expectations have a particularly strong impact on the choices of older firms
and of those that operate in less volatile sectors. This suggests that firms’
R&D investments increase when, thanks to their experience or to a stable en-
vironment, they can reasonably believe in their expectations. Policy measures
aimed at sustaining innovation by firms during the business cycle need to take
into account the different degree of sensitivity to expectations shown by firms

belonging to different sectors.
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1 Introduction

How do expectations for future sales affect firms’ R&D strategies? More precisely,
how do firms select and adjust R&D investments on the basis of expected business
conditions? In this paper we empirically investigate how firms’ predictions regard-
ing future demand for their products affect R&D expenditure, on the reasonable
expectation that entrepreneurs’ forecasts about business developments add impor-
tant information about key strategic choices, such as how much to spend on R&D.
This paper is related to the strand of the economic literature that studies the re-
sponse of R&D investments to the economic cycle (Aghion et al., 2012; Barlevy,
2007; Comin and Gertler, 2006; Griliches, 1990). From the theoretical point of view,
the issue of how R&D expenditure responds to the business cycle is a matter of
controversy. On the one hand, such investment may follow the business cycle, with
cutbacks during downturns as financial resources become less available. On the
other, during a recession the opportunity cost of R&D investments in terms of for-
gone output diminishes, which could foster the allocation of resources to innovative
activities that sustain long-run productivity growth.

This work makes a twofold contribution to the standard empirical approach to
this relationship. First, we add an important piece to the empirical picture by
explicitly studying the role of firms’ expected future performance, and not just past
and current performance, as a determinant of R&D patterns. Previous studies in
this field have neglected firms’ expectations, mainly because of the lack of data
at firm level. We base our analysis on different waves of the Survey of Industrial
and Service Firms, conducted annually by the Bank of Italy on a sample of some
4,000 firms. Firms participating in the Survey not only provide information on the
firm’s structure, operations and main economic indicators, but are also asked to
offer forecasts regarding the evolution of the firm’s activity. And since the Survey
tracks the same firms over time, data on expectations vary not only across firms
but also over time, capturing the relation between the expected business cycle and
R&D choices. Secondly, we enrich the standard approach from an econometric
point of view: to the best of our knowledge, this is the first attempt to study R&D
behaviour at micro level while also dealing with selectivity and persistence in R&D
expenditure. In examining how R&D expenditure behaves over the business cycle,
we apply a System GMM estimation strategy with Heckman selection (as in Jiménez-
Martin, 2006) to an unbalanced panel of around 1,100 Italian manufacturing firms
in the period 2000-2011.

Our results, robust to a wide variety of auxiliary regressions and tests, suggest



that what matters in shaping R&D investments is not the actual evolution of the
firm’s business cycle, as typically pointed out in the literature, but firms’ expecta-
tions of its trend. In particular, a positive effect is found for the expected business
conditions: forecasts of rising sales foster innovative efforts by firms. R&D ex-
penditure appears to be pro-cyclical with respect to expectations. In addition, we
find that when firms realize they have made mistakes in forecasting (actual sales
diverge from expectations owing to a demand shock or to entrepreneurs’ mistaken
presentiments) they do not react by adjusting R&D investments. This result, again,
supports the view that what matters in shaping R&D behaviour is firms’ expec-
tations rather than actual realizations. Observed realization can be decomposed
into the sum of expected sales growth and the forecast error (see Section 3 for the
analytical decomposition). The mixed results of previous studies of the relationship
between observed business cycle and R&D investments may also be due to a failure
to properly disentangle the effects of these two components (thereby introducing
noise into the effect of the composite variable). Moreover, we find evidence that
expectations play a stronger role in determining R&D choices for older firms and for
businesses in sectors subject to a lower degree of uncertainty. Firms tend to increase
R&D investments when they can more reasonably believe in favourable conditions
on the strength of their experience or thanks to more stable market conditions. As
a consequence, for a proper assessment of the effect of firms’ expectations for the
future on innovative effort, it is necessary to take into account the structure of the
economy in terms of the age of firms and the sectors to which they belong. In line
with the most recent finding in the literature (i.e. Aghion et al., 2012) we also in-
vestigate the role of credit constraints: a rationed firm invests less in R&D than a
non rationed counterpart with the same expectation for the future.

In summary, our results suggest that expectations are crucial for firms in deter-
mining how much to spend on R&D: enterpreneurs use R&D investments strategi-
cally during the economic cycle to define their competitive position in accordance
with their predictions and insofar as they can reasonably believe in the forecast.
Policies aimed at increasing investments in R&D should be designed to take into
account firms’ responses to expected business conditions, which differ significantly
across firms. For example, measures intended to maximize the overall investment
in innovation in an environment where favourable expectations prevail should be
targeted to older firms and to businesses in less uncertain sectors, since such firms
are likely to respond more promptly with R&D investments to positive economic

prospects. On the contrary, when hard times are predicted, the same firms will



respond to unfavourable expectations by curtailing investments in innovation more
drastically than businesses in less stable sectors, so the policy action has to exert a
stronger effort on them in order to produce the same overall impact on R&D.

The next section reviews the relevant literature. Section 3 describes the data and
provides summary statistics. Section 4 discusses the econometric specification and
the main methodological choices. Section 5 sets out the main econometric evidence

and Section 6 details the robustness checks performed. Section 7 concludes.

2 Literature Review

The impact of economic downturns on the dynamics of R&D investment is a matter
of controversy in the literature. A number of theories explains why R&D spending
could be pro-cyclical. For example, Barlevy (2007) develops a stochastic Schum-
peterian growth model in which, although it is socially optimal for R&D to be
concentrated during downturns, short-term behaviour by innovators results in an
inefficiently pro-cyclical allocation of resources to R&D. In a business cycle model
with endogenous R&D spending, Comin and Gertler (2006) find that exogenous
mark-up shocks can also induce pro-cyclical movements in R&D. According to the
Schumpeterian concept of creative destruction, instead, recessions foster firms to
search for higher productivity, through various activities such as reorganization,
training, and research and development, because their opportunity costs are lower
than in boom (Aghion and Saint-Paul, 1998). R&D expenditure should hence be
countercyclical: firms devote more resources to R&D in troubled times, while re-
ducing during expansionary phases of the cycles. Bloom (2007) shows that also
differences in the adjustment cost, with respect to other kind of investment, could
reduce the responsiveness of R&D to changes in demand conditions and increase the
persistence over time at higher uncertainty:.

Not only in theoretical debate, but also in the empirical literature, R&D expen-
diture path over business cycle remains ambiguous. Many works have dealt with
this issue stressing the role of financial factors and credit markets imperfections. In
particular, Aghion et al. (2005), based on cross-country panel data, find that invest-
ments are less countercyclical in countries with lower ratios of credit to GDP. In a
successive work Aghion et al. (2012), using French firm-level data, show that R&D
investments turn to be more pro-cyclical as firms face tighter credit constraints,
while, in the absence of constraints, R&D appears to be countercyclical. Lopez-
Garcia et al. (2012), using a panel of Spanish firms, find that the R&D behaviour



varies among firms with different access to credit, and that this also turns out to be
true when looking at the cyclicality of training spending and of patent purchases.

Our work moves from the most recent findings in the literature to add new
important variables that are likely to matter in explaining the R&D paths over
time. Among these firms’ expectations about their business cycle have been scarcely
considered in the economic literature due to the unavailability of data at firm level.
One of the few works on the topic is Hartl and Herrmann (2006) that study new
product introductions in the German food industry, finding a negative effect of
positive expectations for the future on the development of new ideas. Durand (2003)
focuses on forecast errors instead of expectations, and examines inter-firm differences
in forecasting errors on a sample of French companies and their effects, among others,
on R&D expenditure. He finds evidence that larger forecast errors correspond to
higher R&D investments. Another recent attempt to deal with the issue is D’ Aurizio
and lezzi (2011), who analyze and model Italian firms’ ability to predict future
investments using two consecutive waves of the Bank of Italy Survey of Industrial
and Service Firms to match investment plans and realisations for each firm.

While scarcely considered in the economics literature, expectations have been
vastly studied in the management literature. In this context, forecasting ability
appears to be a distinctive organizational capability and one of the key factor of a
firm’s success (Makadok and Walker, 2000; Eisenhardt and Martin, 2000). Moreover,
it has also been shown that managerial optimism and overconfidence significantly
affect corporate investment (Malmendier and Tate, 2005; Lin et al., 2005; Glaser et
al., 2007).

Summing up, neglecting the role of firms’ expectation means loosing a potentially
important part of the picture about the behaviour of R&D investments, also given

the unclear relationship between firm’s business cycle and R&D investment.

3 Data and variables

We constructe our sample from the Survey of Industrial and Service Firms, con-
ducted every year by Bank of Italy since 1978 with the scope to gather quantitative
data on the most important variables for the firm’s activity. The sample, which
includes industrial and services firms with at least 20 employees, is broadly rep-
resentative of the structural composition of the Italian economy (being stratified
according to sector, size and geographical location). Data are collected at the be-

ginning of each year, relative to the previous year, and special effort is made to keep



information as closely comparable as possible in subsequent waves of the survey.
Interestingly, for some variables (such as investments and sales) firms are asked to
provide forecasts for their business evolution along the year. Since the respondent
of the Survey is either the firm’s owner or a member of its top management, except
for very large firms, forecasts and expectations are likely to reflect the perceptions
of a person with direct responsibility for firms’ decisions!. Moreover, because in the
different waves of the Survey the same firm is followed over time, it is possible to
compare realizations with the previous period forecasts. We merge this dataset with
information on balance sheet coming from the official records elaborated by Cerved
group (Company Account Data Service, CADS), in order to add other financial
variables to our analysis. We focus on manufacturing because most corporate R&D
expenditure occurs in this sector. Moreover, we restrict the estimation sample to
firms with 50 or more employees, covering the period 2000-2011 and around 1,100
firms?. We report the definitions, summary statistics and the correlation matrix for
the variables used in the analysis in table 1, 2 and 3. All variables are expressed in
real terms.

Since the main contribution of this work is to analyze in depth the linkages
between expectations formation over the business cycle and investments in R&D,
we focus now on describing the variables related to firms expectations. We consider
firm’s expectation in t—1 for sales growth between t—1 and ¢: this variable represents
the way the business cycle is perceived by the firm, perception that may be crucial in
determining investment choices, in addition to the evolution of the past and current
business performance of the firm. Starting from expectations for the next year we
can construct forecasting errors, that is made of the difference between realized sales
in the period ¢ and sales expected in t—1 for ¢, divided by this last term (such that we
have a forecast error in percentage term). A positive error (higher realized sales than
predicted) corresponds to a pessimistic mood of the entrepreneur toward future or
to the occurrence of an unexpected positive shock that affected the firm’s sales. The
contrary holds for a negative forecasting error, while an error close to zero implies

high accuracy in forecasting. As show in table 4, we observe that, on average, firms

Tn the case of big companies, the interview is typically carried out with a representative of the
administrative area. In this case, forecasts reflect the economic budget formulated for the year of
the interview by the board of directors of the company itself.

2From 2001 and 2002 the survey was extended to include, respectively, firms with at least 20
employees and non-financial private service firms. However, for small firms and service companies,
information on R&D investments is available only starting from 2010. Thus, we focus the analysis
on manufacturing firms with 50 or more employees to keep the sample as homogeneous as possible
along all the time dimension.



tend to overestimate future sales: sales’ realizations are 1.4 per cent lower than
forecasts. Moving to the absolute values of these forecast errors, we find that the
average absolute error is around 9.5 per cent of the sales. In the last recession
(2008-2009) the average precision of forecasts sharply declined, suggesting that this
episode was not fully and properly anticipated by firms (expectations much higher
than realizations). Conditioning on sector, firms belonging to the food product,
beverages and tobacco sectors are characterized by the highest forecasting ability,
that can be related to the low variability of demand that is typically associated to
these sectors. On the contrary, firms belonging to basic metals, engineering sector
and to the non-metallic minerals industry show, on average, higher difficulty to
predict future business conditions. The lowest accuracy in prediction is reported for
the entrepreneurs whose firm is located in the South of Italy, while those from the
North East of Italy show the best forecasting performances.

As previously mentioned, the literature has focused on the effects on R&D ex-
penditures of the firm’s business cycle, that is measured as the sales growth rate
between ¢t — 1 and t. With simple mate, the sales growth rate can be seen as the sum

of the expected sales growth rate and of the forecast error. In fact, by definition:
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These terms are the logarithmic approximations of the sales growth rate expected

at time ¢ — 1 and the forecasting error, the two variables we are going to include in

our estimation
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Observed sales growth rate hides two distinct elements which have not been

studied in isolation by previous studies; the ambiguity of results in the literature



on the relationship between R&D investment and firm’s business cycle could hence
derive also from potentially diverging effects of the two components. Decomposing
the sales growth rate and separating the effects of expectations may help in better

understanding R&D responses to the business cycle.

4 Specification and empirical strategy

Our basic specification is the following:
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where the dependent variable is the innovative effort of the firm, proxied by the
level of R&D expenditure in period ¢t (we took the logarithm of 14+ R& D). The first
covariate is simply the lagged value of R&D, in order to control for persistency in
R&D expenditure®. Then, we include sales growth between t—1 and ¢, to capture the
impact on R&D investments of the business cycle evolution. Instead of considering,
as in previous studies, only the firms’ observed conditions, we substitute sales growth
from ¢t — 1 to ¢t with our variables of interest that capture the expectation formed in
t — 1 for t. We then include other time varying firm characteristics, such as age and
the average number of employees (to control for the size since the dependent variable
is in level). In the robustness section we include the financial variables that can
influence R&D choices and that are typically included as regressors in the literature:
the cash flow generated by the firm and two measures of credit constraints. The
model includes a firm specific effect (u;) to take into account all unobserved time-
invariant firm’s characteristics that can influence the amount of R&D expenditure
(like, for example, sector, geographic location). Finally, we account for time effect
by including a full set of year dummies (d;).

In estimating this equation it is necessary to take into account two main econo-
metric issues: the selection bias and the persistency of the R&D expenditure over
time.

As regard to the first problem, Hall et al. (2009) point out that the selection
bias is a potential issue when analyzing the determinants of R&D intensity. In-

deed, firms’ R&D behaviour can be described in terms of two equations: a selection

3Persistency in R&D expenditure is well documented by previous studies (Brown and Petersen
(2011)). Our measure of R&D investment does not include staff costs which are usually looked
at as the main source of persistency. Hence we expect to find a smallr coefficient on lagged R&D
variable.



equation, that models the decision by the firm to perform R&D or not, and an
intensity equation which explains the extent of R&D effort. In the literature, this
representation is usually referred to Heckman selection model (Heckman, 1979). As
pointed out by Baltagi (2005) the problem of self selection is worse in panels than
in cross-sections. To correct for this kind of bias in a panel setting a widely adopted
approach in the literature (Wooldridge, 1995; Jones and Labeaga, 2003; Garcia et
al., 2007) is to estimate the selection equation with a year-by-year probit model
where the dependent variable is a dummy equal to 1 if the firm had a positive R&D
expenditure in year ¢t and 0 otherwise and, secondly, to insert the inverse Mills ra-
tios, computed for each observation in each time period from the probit model, in
the intensity equation, where the R&D expenditure is the dependent variable.

In addition, persistency is a well documented feature of R&D expenditure in
the literature: due to the significant costs of adjusting R&D, larger than those for
physical investment, firms should be more prone to maintain a smooth path of R&D
investment over time (Hamermesh and Pfann, 1996; Brown and Petersen, 2011).
The most adopted approaches in the literature to take into account this dynamic
aspect are the estimators developed by Arellano and Bond (1991) and Blundell and
Bond (1998), which overcome the endogeneity issue related to the inclusion of the
lagged dependent variable (and other endogenous covariates) instrumenting endoge-
nous variables with internal instruments (i.e. istruments based on lags of the instru-
mented variable). The Blundell and Bond system estimator (called System GMM)
jointly estimates a regression in first differences with a regression in levels, using
lagged levels as instruments for the regression in differences and lagged differences
as instruments for the regression in levels. This methodology increases the efficiency
of the produced estimates with respect to the Arellano and Bond estimator and it
is preferable to a standard difference estimator since the inclusion of the lagged de-
pendent variable in fixed effects model would lead to so-called Nickell (1981) bias,
because the lagged dependent variable is correlated with the error term. Brown and
Petersen (2011) choose the System GMM estimator to study R&D behaviour for a
sample of U.S. firm, while Mulkay et al. (2000), in comparing R&D paths in U.S.
and France, prefer the within estimator (whose bias is likely to become negligible as
T increases)?, to the GMM one, due to the weakness of their available instruments
which tend to make the use of GMM very imprecise.

There is a limited number of studies, however, dealing at the same time with

the dynamic panel dimension and selectivity (Jiménez-Martin, 2006; Jiménez-Martin

4See Nickell (1981) and Chamberlain (1982)



and Garcia, 2010; Lodigiani and Salomone, 2012). At our knowledge, this is the first
attempt to put together the two aspects in describing R&D investment behaviour
by firms. In order to do so, we employ a System GMM estimator after correcting
for the selection bias using the Heckman strategy®. Basically, this means estimating
T selection decisions using standard discrete choice model, computing the inverse
Mills ratio for each observation and time period, and finally estimating both in
levels and in first difference the intensity equation that includes the Mills ratio
hereby calculated and where R&D; and R&D,_; is positive.

When employing System GMM estimator, a number of methodological choices
have to be taken. The first issue is related to the selection of the potentially en-
dogenous variables, the ones to instrument in addition to the lagged value of the
dependent variable. The autoregressive formulation of R&D investment equation
makes possible that also other firm’s characteristics are correlated with past and
current values of the idiosyncratic disturbances. For this reason, we include sales
growth and expected sales growth as potentially endogenous , while age and the
average number of employees are treated as exogenous. Since endogenous variables
are instrumented with lagged values, it is also necessary to choose the number of
lags to include into the instruments set: although the inclusion of an extra valid
instrument should increase the asymptotic efficiency, even when it is weak, drop-
ping those instruments that involve high-order lags, is a well established practice
in applied works (see, for example, Kiviet, 2009; Roodman, 2009). We decide to
use lagged levels dated from ¢t — 2 to t — 5 as instruments for the regression in first
differences and one lag of the difference as instrument for the level equation. We
choose this set of instrumets also to avoid the problem of over-instrumenting.

We test the validity of the instruments chosen performing the standard tests
proposed in the literature. First, we compute the test of over identifying restrictions
proposed by Hansen, that coincides with the Sargan test in case of homoskedas-
ticity, but represents a theoretically superior over-identification test in case of non
sphericity in errors (see Roodman, 2009). This statistic is used to test whether the
set of instruments is orthogonal to the error process, i.e. the exogeneity of the in-
strument. Moreover, we test the null hypothesis that the error term is not second
orderly correlated, that would make lagged internal instruments correlated with the
error term and GMM estimates inconsistent.

We perform two-step estimation on the ground that produce more efficient esti-

5In essence, the method is an extension of that proposed by Wooldridge (1995) to the dynamic
case. The correction can be considered an approximation but has proved to work well in previous
applications. See Garcia et al. (2007).
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mates than the one step and we apply the Windmeijer (2005) suggested correction,
to fix the possible bias of the generated standard errors. Standard errors are also
made robust to heteroskedasticity and to serial correlation.

Finally, we stress tha fact that we do not include sectoral and geographical
dummies. As pointed out by Roodman (2009), it would be a mistake to include
fixed effects in the level equation, since this implicit within transformation would
invalidate the use of lags as internal instruments, violating the basic identification

assumption of the model (exogeneity of the instruments).

5 Results

In implementing our estimation strategy, two steps need to be done. In the first
step, the selection equation predicts the probability of reporting a positive R&D
investment and this is estimated with a probit model. Generally, with respect to
the intensity equation of the second step, an additional identification variable for
the selection equation is inserted, even if, as pointed out in Wooldridge (2002), this
is not strictly necessary. To this scope we use a dummy variable that captures if the
firm exports or not its goods, since the degree of firm’s openness to international
trade is likely to influence the choice to do R&D while it is not presumably directly
linked to the amount of R&D expenditure. Other regressors included that may
affect the choice to perform R&D are the size (proxied by the average number of
employees) and the age of the firm. Moreover, sectoral and geographical dummies
are included. Table 5 displays the results of this first step estimations (one for each
year of the sample, as explained in section 4).

In the second step the system GMM procedure is applied. Table 6 presents our
baseline estimations, where our variables of interest — sales growth, expected sales
growth and the forecasting error — are included subsequently. The inverse Mills
ratio are always significant, confirming the presence of selection bias and hence
the necessity to control for it. The negative coefficient can be interpreted as the
existence of a negative correlation between the unobservable in the selection and the
unobservable variables in the outcome equations. The lagged value of the share of
R&D over total sales is significantly different from zero, and it is around 0.4, showing

persistency in the levels of R&D investments®. In regression 1, the coefficient on the

5We have estimated equations (1)-(3) of Table 6 also employing the classical OLS estimator and
the within-group one. Results, not shown here but available upon request, confirm the goodness
of our estimates of the autoregressive coefficient on R&D expenditure. As pointed out by Bond
(2002), this coeffient lies between the upper biased OLS estimate and the lower biased within-group
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sales growth rate variable is not statistically different form zero, stating that R&D
expenditures are neither pro-cyclical or countercyclical with respect to actual firm’s
business cycle. Explanatory power of observed business conditions appears to be
very limited and this can be viewed as a black box hiding different effects within it. In
order to properly catch the role of expectations, in the second column we substitute
the actual value of sales growth with entrepeneurs’ expectations about it: in this case
the coefficient is significant and confirming the importance of expectations about the
business cycle rather than business cycle evolution itself. Expected upturns in sales
seem to push firms expanding the magnitude of R&D investments. The opposite
hold in case of downturns. In particular an increase in expected sales growth of
1 percentage point makes grow R&D investment by 2.2 per cent. In column 3, in
addition to expected sales, we add the forecast error. A large error can be related to
the entrepreneurs’ inability in predicting the future evolution of their business or to
the occurrence of an unexpected shock. The coefficient found for the error term is not
statistically significant. Firms that underestimated favourable changes will invest
the same as firms whose forecasts exceeded the ex-post level of activity. This, again,
confirms the central role of expectations: even if the entrepreneur observes a huge
gap between predicted and realized sales during the year, she will not implement
any adjustments in R&D to keep up with the changed environment”.

Among firms’ characteristics that may influence the R&D choices, age exerts a
negative and significant influence, meaning that younger firms tend to invest more.
The size of the firm, proxied by the number of employees, exerts a positive effects
on the amount of R&D expenditure, as expected, since the dependent variable is
the total amount of resources devoted to R&D. In all regressions, the standard tests
for the instruments are reported at the bottom of the tables: the null hypothesis
of exogenity of the instruments (Hansen test) and the null hypothesis of no second
order serial correlation in errors (AR2 test) are always accepted.

After running regressions on the whole sample we have conducted a number of
exercises splitting the sample according to firm characteristics that are more likely
to drive firm’s reaction to different expectations. We start from the age of the firm,
dividing the sample according to the median of the sample distribution, which is

equal to 33 years. Table 7 presents our results for young and old firms®. Observed

one.
"R&D characteristics behind its own persistency discussed above may contribute to explain the
slow response by firms to perception of the changing environment.
8 Also in this specifications we control for the age of the firm, since there is a huge variability
within the two groups.
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business cycle measures are not significant for both groups (first and third columns),
while expectations turn out to be relevant in explaining R&D decisions for both.
However for older firms the estimated coefficient is higher and more significant. This
suggests that mature firms, benefiting of more experience on the markets, rely more
on their expectations about the future than younger ones do and consequently react
more promptly to expected changes.

Secondly, we split the sample according to the degree of uncertanty that charac-
terizes the sector in which the firm operate. To measure the degree of uncertainty of
a specific sector, we first compute, for each firm, the standard deviation of expected
sales growth over the time span; then we take the average by sector (Table 8). High
variability sectors include, on one side, the chemical, rubber and plastic industry
and, on the other, the basic metals and engineering one, while low uncertain sectors
are those typically caracterized by a more stable demand, such as food products,
beverages and tobacco industry”. Again, as shown in table 9, observed business
conditions do not seem to matter in explaining R&D expenditure, while expected
conditions do. Estimated coefficients on expectations are higher for firms operating
in more certaint sectors (columns 2 and 4). This result supports the view that when
firms can reasonably believe in positive developments of their business tend to rely
more on expectations and are more prone to increase their R&D investments in re-
sponse to expected upturns. Firms operating in more uncertain environments tend
to rely less on expectations and react in a milder way'?. This result is relevant also
from a policy point of view: macroeconomic policies, like a monetary one conducted
by a credible central bank, aimed at creating a stable and more predictable eco-
nomic environment allow firms making reliable plans and taking strategic decisions
according to them. In addition, when designing policy packages to sustain inno-
vation it is crucial to take into account the different sensitivity to expectations by
firms belonging to different sectors. For example, if the economy perspectives are
negative, firms in more volatile sectors are likely to respond less by cutting R&D
investments, because they can’t rely too much on what they foresee. As a result of
this, the negative effect on the innovative effort will be quantitatively smaller than

that of firms with the same forecast but operating in more stable sectors. If the

9We choose to compute the uncertainty in this way instead of taking the simple standard de-
viation of the expectations at sectoral level because in the latter approach also the residual sector
(wood and other manifactures) would be classified as one with the highest variability. However,
this is likely to be due to the heterogenous sectoral composition and to potentially different char-
acteristics of firms belonging to it.

10T his result is in line with the evidence in Guiso and Parigi (1999), who found that uncertainty
weakens the response of investment to expected changes in demand.
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objective of the policy is to increase R&D investment up to a certain threshold,
hindering the effects of the recession, for example by offering a tax credit, it appears
preferable to target directly the higher variability sector: the policy maker needs to
exert smaller effort to obtain the same result.

To sum up, what emerges is that firstly entrepreneurial decisions depend mainly
on expectations about the business cycle but not on the observed business cycle.
Secondly, the perception of downturns tend to slow down innovative efforts by firms,
while a positive attitude toward the future increases R&D investment. Thirdly, the
lower the uncertainty in the economic environment, the higher the responsiveness of

the investment to expected positive developments of the business.

6 Robustness checks

We perform several robustness checks related to the methodology chosen, to the
definition of the dependent variable and to the set of controls in the regression
(Table 10, 11 and 12).

A potential concern in our analysis is represented by our measure of R&D. In the
Bank of Italy’s Survey of Industrial and Service Firms, R&D expenditure reported
by firms included advertisement and marketing expenses until the 2009 wave. From
that moment on, only strictu sensu R&D expenditure is reported. Even if there
is no evidence of a significant break in the series'!, we restricted our estimation
sample to the period 2000-2009 in order to asses the validity of our results by using
a coherently definition of the data (column 1 in Table 10): estimated coefficients are
in line with those obtained using the full time span.

Apart from the controls related to the dependent variable, we perform addi-
tional robustness checks regards the econometric strategy. First, we show the re-
sults obtained without applying the Heckman correction and taking into account
only positive R&D observations, as in Brown and Petersen, 2011 (column 2). Then,
instead of the System GMM estimator, we apply the Arellano-Bond methodology
that computes the coefficients using the model in differences (column 3 and 4, with
and without the Hechman correction). In column 5 we report the baseline regres-
sion with the one step option for standard error, instead of the two step procedure.
Arellano and Bond (1991) recommend using one step estimates for inference, be-

cause, when the sample size is small, standard errors of the two step GMM could

1A simple t-test does not show any difference in the two subsamples (before and after the change
in the definition of R&D) in the average value of the R&D intensity, defined as the amount of R&D
normalized by total sales.
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be downward bias. Our results completely hold and, as in our baseline estimation,
we find an increasing expenditure in R&D in case of expected upwards of the cycle.
In table 11 we use different lags when choosing the instruments (in the baseline we
choose the lags from t — 2 to ¢ — 5). In column 1 we use lags form t — 2 to t — 4,
in colum 2 from t — 2 to t — 6, and in column 3 we use the widest available set of
instruments. As we can see, the choose of the lags form ¢ — 2 to t — 4 is not enought
to guarantee that the Hansen test is passed and this valorizes our choice of using
also additional lags as instrument. However, in all the specifications the significance
of the coefficent on expectations is shown.

The last set of controls are related to the covariates included in the specification.
First (in Table 11, columns 4, 5 and 6), we insert the lagged value of sales growth,
to control if additional information about the past business cycle could be more
informative than expections. Again, we find that the coeffcient for the observed
conditions, both contemporaneous and lagged, are never statistically significant.

In table 12 we insert a number of financial variables typically associated by
previous studies to firms’ capacity to finance R&D expenditure (Aghion et al., 2012;
see Ballatore et al., 2013, for a recent analysis of the relationship between ICT
investments and financial factors). First of all, we add to our baseline specifications
the cash flow generated by the firms in the previous year as an additional variable
in order to control for the availability of internal funds to finance R&D expenditure
(CFj—1). As shown in columns 1 and 2, all our results hold robust, but the coefficient
on cash flow is not significantly different from zero!?. In columns 3 and 4 we add
a firm-specific direct measure of credit restrictions (rationed;_;), which makes it
possible to distinguish between credit demand and credit supply factors. This is a
dummy variable that takes value of one if the firm self reports to have been rationed
in the credit market in ¢t — 1, as in Gaiotti (2013). In column 3 this variable is also
interacted with sales growth, while in column 4 this is interacted with expected sales
growth. No significant effects are found neither for the rationing dummy or for the
interactions. This is likely to be due to the very low number of firms self reporting
any rationing (around 4 per cent). To cope with this issue and to analyze the role
of financial factors in a more nuanced way we finally insert another indicator of
rationing: this is based on the probability of default which is computed annually
by Cerved on balance sheet variables (the methodology is described by Altman,
1968 and Altman et al., 1994). This indicator takes values from 1 to 9 and is

12Tn all the specifications of Table 12, where additional financial variables are considered, the
cash flow coefficients are never significantly different from zero.
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increasing in the probability of default. In columns 5 and 6 we insert a dummy
variable (ratingf9"') that takes value of one if the score is above 5, that identifies
the weakest firms in financial terms, together with the two interaction terms with
sales growth and expected sales growth as above. Again actual sales growth and the
related interaction term with credit constraints do not display any significant effect
on R&D expenditure. Interestingly in addition to the usual positive and significant
effect of expectations in this case we find that the interaction between expectations
and constraints show a negative and significant coefficient: a rationed firm invests
less in R&D than a non rationed counterpart with the same expectation on the
future. However the chi-squared test rejects the null hypothesis that the sum of the
coefficients of expectations and of the interaction with the credit rationing variable is
equal to zero. Thus, also R&D expenditure of credit rationed firms reacts positively
to the expected business evolution, but to a lower extent with respect to firms with

a better creditworthiness.

7 Conclusions

The impact of the economic cycle on the dynamics of R&D is a contentious issue
in both the theoretical and the empirical literature. Although entrepreneurs’ ex-
pectations for the future have been regarded as crucial determinants of investments
at least since Keynes, investigation of their role has been limited by the lack of
consistent time series at firm level. To our knowledge, this paper represents the
first attempt to analyze the impact of firms’ expectations on R&D expenditure. In
order to do so, we applied a System GMM estimation strategy to a panel of Italian
firms from 2000 to 2011, obtained by pooling different waves of the Bank of Italy’s
annual Survey of Industrial and Service Firms. In addition to the firm characteris-
tics suggested by the recent literature, we explicitly introduce expectations of firms’
business performance in place of observed conditions. Our results indicate that ex-
pectations of future demand are a crucial driver of R&D investments: firms base
their R&D expenditure decision more on what they expect for the future than on
what they observe in the present. In particular, they react to expected upturns in
sales by increasing their innovative effort.

The impact of expectations on R&D decisions appears to be greater for older
firms and for those operating in less volatile sectors. Consequently, policy action to
stimulate R&D investments during the business cycle should take into account the

different degree of sensitivity to expectations shown by firms belonging to different
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sectors or age groups. This work enriches the economic debate by shedding new
light on firms’ strategies during economic cycles. R&D appears to be a very forward-
looking type of investment, one for which future prospects are crucial. Firms use
R&D investments strategically during economic cycle to define their competitive
position in accordance with their predictions and insofar as they can reasonably

believe in the forecast.
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Appendix

Table 1: Definition of variables

Variable name

Definition

lnRDt

AS;
E,_AS,

Erry

stzey
agey
Oy

rationed;_;

ratingt9"

Natural logarithm of the R&D investment in ¢ expressed in real
terms

Real sales growth rate in ¢
Firm’s expectation in ¢ — 1 for the real growth rate in ¢

Forecasting error. Difference between the realized value of real
sales in ¢ and the expectation made in ¢ — 1 for real sales in ¢ :
erry = Et+t(5t) — 1, where E;_1 (S;) denotes the expectation
made in ¢t — 1 for real sales in ¢t and S; denotes realized firm’s
real sales in ¢

Natural logarithm of the number of employees
Firm’s age
Firm’s cash flow at time ¢ — 1, normalized by total assets.

Dummy variable equals 1 if a firm is credit rationed (source:
Survey of Industrial and Service Firms).

Dummy variable that identifies financial fragile firms, based on
the Altman’s indicator of the probability of default computed
annualy by Cerved (Z-score indicator that ranges from 1, low
risk, to 9, high risk). A firm is classified as financial fragile

(ratingt9" = 1) if the Z-score is between 5 and 9.

All variables come from the Survey of Industrial and Service Firms, except for cashflow,
derived from the Company Accounts Data Service data base.
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Table 2: Summary statistics

Variable Observations Mean Std. Dev.  Min Max
InRD; 3517 5.900 1.642 1.877  10.795
AS; 3517 0.016 0.140 -0.554  0.658
E, 1AS; 3517 0.035 0.096 -0.441  0.433
erry 3517 -0.014 0.131 -0.656  1.579
sizey 3517 5.364 0.906 3.912  9.098
age; 3517 40.213  27.011 1.000  190.000
CF,_1 3140 0.049 0.046 -0.143  0.177
rationed;_q 3466 0.043 0.204 0.000  1.000
ratingt9" 3242 0.370 0.483 0.000  1.000

All variables come from the Survey of Industrial and Service Firms, except for cashflow,
derived from the Company Accounts Data Service data base.
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Table 4: Average forecast error by year, sector and geographic area

(a) By year
Year AS, E,1AS,  err, abs(erry)
2000  0.069 0.048 0.024 0.084
2001  0.033 0.065 -0.023 0.096
2002  0.023 0.062 -0.031 0.093
2003  0.006 0.057 -0.043 0.100
2004  0.024 0.026 0.009 0.096
2005  0.042 0.068 -0.021 0.088
2006  0.048 0.022 0.029 0.091
2007  0.041 0.027 0.016 0.081
2008 -0.024 0.028 -0.051 0.093
2009 -0.129 -0.044 -0.088 0.129
2010  0.060 0.034 0.029 0.103
2011  0.025 0.030 -0.001 0.086
Total 0.016 0.035 -0.014 0.095

(b) By sector

Sector AS,  E,1AS,  erry  abs(erry)
Food products, 0.020  0.034 0000  0.075
beverages and tobacco
Texties, clothing,
leather and footwear 0.008 0.026  -0.013 0.095
Chemical, rubber 0.023  0.029 -0.002  0.078
and plastic products
Non-metallic minerals -0.006 0.035 -0.035 0.096
Basic metals 0.022  0.040 -0.014  0.105
and engineering
Other manufactures
(wood, pulpand other) 0.000 0.030  -0.026 0.090
Total 0.016 0.035  -0.014 0.095
(c) By geographic area
Sector AS,  E,1AS, erry abs(erry)
North West 0.013  0.029  -0.014 0.092
North East 0.017  0.034  -0.012 0.089
Center 0.018  0.037  -0.012 0.097
South 0.015 0.044 -0.025 0.112
Total 0.016  0.035  -0.014 0.095

25



@29y UI $)SOAUT JOU S0P WLIY 9T} JI () 03 pue sarmjrpuadxe (2yYy Jo junoure aarisod e s[eusis Wiy o) Ju 1 04 sfenbo Awrwnp e st (qYp) d[qelrea juapuadop oy,

“Aoaryoadsax
‘Y PUR L. ‘L UMM DOJOUSD ST %] PUR %G ‘94T e 9ouedYIUSIg sesoy[juared Ul oIe SIOL® pIepUR)S 9[CR) oY) Ul PajIlodal ale SIOLW PIRPUR)S PUR S9)RWIISS SIUSIIIJO0))
Ge1T'0 L0T°0 160°0 060°0 9200 060°0 90T°0 70T°0 8010 ¢L0°0 9%0°0 080°0 2 opnosd
860T 9¢0T1 9111 9601 TL11 P11 1528 LTTT PITT 1011 €801 €LL 890 "N
Sox SOx SOx Sox Sox Sox Sox Sox Sox SOx SOx Sox soruruunp eare orgdeigosr)
Sox Sox SOx SO Sox Sox Sox Sox SOx SOx SOx Sox soruIunp [RI0309G
(€000)  (z000)  (2000)  (z000)  (1000)  (z000)  (€000)  (z0o0'0)  (100°0)  (200°0)  (2000)  (200°0)
++700°0 100°0 100°0 100°0 100°0- 100°0 100°0 100°0 2000 100°0- 100°0- 0000 b
(Lvo0)  (0g00)  (8v0°0)  (6v0°0)  (9v0'0)  (L¥00)  (LvOO)  (6v0°0)  (LP00)  (LPO'O)  (LF0O°0)  (690°0)
2568910 444980 5ssPOT°0  seser ISTO  5shl0T0 445l ET0 4549280 5xC0E°0  54498C°0  544908°0  5456F1°0  449ET°0 218
(6eT0)  (FP10)  (8er°0)  (Le10)  (62T0)  (6e10)  (peT0)  (ser0)  (82r0)  (gor0)  (geT0)  (€ST0)
348280 4440LL°0 5459080  554GEC0 44k 169°0 sk TEL0  sk6FL0  4isl0L°0  544CE90  544G€Y0 555080  54xL99°0 Haodza
aup
TT0ZIROA  (OTOGIeOA  GOOZIROA  QOOGIBIA  L00TIBOA  9OOZIedA  GOOZIROA  F(0ZIdA  ¢OOgIROA  ZO0ZIedA  T(OgIReL ()00 IRoA

uoryew)so j1qoid IeoA-Aq-1Rox G O[qR],

26



Table 6: Baseline regressions

dependent variable: InRD; (1) (2) (3)
InRD;_4 0.411%F%  0.410%**F  (0.413%**
(0.055) (0.061) (0.059)
AS; 0.253
(0.370)
E;, 1AS; 2.216%*F*  1.386%*
(0.756) (0.542)
erry 0.503
(0.571)
stzey 0.473%**  0.456%*F*  (0.483***
(0.062) (0.064) (0.064)
age; -0.003***  -0.003**  -0.003***
(0.001) (0.001) (0.001)
Malls, -0.682%F*  _0.793***  _0.680%**
(0.118) (0.125) (0.133)
N. Obs. 3517 3517 3517
N. Firms 1136 1136 1136
N. instruments 113 108 157
AR1? 0.000 0.000 0.000
AR2? 0.763 0.779 0.839
Hansen? 0.411 0.129 0.253
& p-value.

Two-step system GMM coefficients estimates and standard errors are reported in the table.
Standard errors are robust to heteroskedasticity and with-in firm serial correlation (in
parentheses). Yearly dummies are included in all regressions. Inverse Mills ratios (Mills;)

derived from year-by-year Probit.

Significance at 1%, 5% and 10% is denoted with ***, ** and *, respectively.
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Table 7: Sample split between young and mature firms

dependent variable: InRD; Young firms Mature firms
(1) (2) (3) (4)
InRD;_1 0.404%%*%  0.472%** 0.357**F*  (0.290%**
(0.090) (0.082) (0.073) (0.094)
AS; 0.403 0.260
(0.551) (0.433)
E,_(AS; 1.358* 2.003**
(0.820) (0.973)
sizey 0.473%*F%  0.411%** 0.609***  (0.655%**
(0.097) (0.091) (0.083) (0.110)
age; -0.018%**  _0.015%** -0.001 -0.002
(0.005) (0.005) (0.002) (0.002)
Mills; -0.761%F% 0. 729%** -0.252  -0.436%*
(0.149) (0.157) (0.158) (0.170)
N. Obs. 1605 1605 1799 1799
N. Firms 625 625 544 544
N. instruments 113 108 113 108
AR12 0.001 0.001 0.000 0.000
AR2? 0.417 0.643 0.211 0.207
Hansen? 0.519 0.073 0.273 0.101

& p-value.

Two-step system GMM coefficients estimates and standard errors are reported in the table.
Standard errors are robust to heteroskedasticity and with-in firm serial correlation (in
parentheses). Yearly dummies are included in all regressions. Inverse Mills ratios (Mills;)
derived from year-by-year Probit.

Significance at 1%, 5% and 10% is denoted with ***, ** and *, respectively.
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Table 8: Average standard deviation of expected sales growth by sector

Variable sd

Food products, beverages and tobacco 0.0603
Texties, clothing, leather and footwear 0.0770
Chemical, rubber and plastic products 0.0777
Non-metallic minerals 0.0685
Basic metals and engineering 0.0892
Other manufactures (wood, pulpand other) 0.0701
Total 0.0793

29



Table 9: Sample split between sectors with low and high variability in growth rates

of sales

dependent variable: [nRD;

Low variability sectors

High variability sectors

(1) (2) (3) (4)
InRD,_4 0.504*** 0.436*** 0.399%*** 0.403***
(0.068) (0.070) (0.077) (0.093)
AS; 0.111 0.436
(0.572) (0.349)
E,_(AS; 2.602%* 1.638%*
(1.133) (0.801)
Si2€; 0.321%** 0.349%** 0.586*** 0.564***
(0.077) (0.073) (0.093) (0.105)
age; -0.001 -0.002 -0.004* -0.003
(0.001) (0.001) (0.002) (0.002)
Mills; -0.431%FF  _0.646*** -0.381 -0.475%*
(0.151) (0.180) (0.232) (0.219)
N. Obs. 1483 1483 2034 2034
N. Firms 486 486 650 650
N. instruments 113 108 113 108
AR1? 0.000 0.000 0.000 0.000
AR2? 0.630 0.695 0.995 0.981
Hansen? 0.180 0.362 0.429 0.321
& p-value.

Two-step system GMM coeflicients estimates and standard errors are reported in the table.
Standard errors are robust to heteroskedasticity and with-in firm serial correlation (in
parentheses). Yearly dummies are included in all regressions. Inverse Mills ratios (Mills;)

derived from year-by-year Probit.
Significance at 1%, 5% and 10% is denoted with ***, ** and *, respectively.
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Table 10: Robustness: baseline regression with different estimation tecniques

. Arellano
Without Arellano  Bond (1991)  One step
dependent Before 2009  sample . .
variable: seloction Bond (1991) No sarpple estimation
InRD selection
: (1) (2) (3) (4) (5)

InRD,;_4 0.395%** 0.390%** 0.112%* 0.107* 0.391%**

(0.069)  (0.061) (0.064) (0.065) (0.057)
E, 1 AS, 1.985%  2.378%Fx ] 347%* 1.308* 2.162%**

(1.097)  (0.765) (0.670) (0.677) (0.787)
size; 0.481%** 0.597*** -0.157 -0.077 0.475%**

(0.072) (0.067) (0.267) (0.264) (0.058)
age; -0.003** -0.003** -0.005 -0.005 -0.003***

(0.001)  (0.001) (0.005) (0.005) (0.001)
Malls, -0.759%H* -0.542%* -0.710%%*

(0.143) (0.220) (0.124)
N. Obs. 2936 3517 2073 2073 3517
N. Firms 1023 1136 669 669 1136
N. instr. 86 107 86 85 108
AR1? 0.000 0.000 0.000 0.000 0.000
AR2? 0.920 0.710 0.458 0.504 0.822
Hansen® 0.095 0.175 0.333 0.334 0.129

& p-value.

Eq. 1: Two-step system GMM estimation with inverse Mills ratios (Mills;) derived from
year-by-year Probit. Eq. 2: Two-step system GMM estimation. Eq. 3 and 4: Arellano
and Bond (1991) GMM estimations, with and without inverse Mills ratios derived from
year-by-year Probit. Eq. 5: One-step system GMM estimation with inverse Mills ratios
derived from year-by-year Probit.

Standard errors are robust to heteroskedasticity and with-in firm serial correlation (in
parentheses). Yearly dummies are included in all regressions.

Significance at 1%, 5% and 10% is denoted with ***, ** and *, respectively.
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Table 11: Robustness: Baseline system GMM regressions with different sets of in-
struments and AS;_;

dependent Different set of instruments Baseline regressions with AS; 4
variable:
InRD, Lag 2-4 Lag 2-6  Lag 2-00
(1) (2) (3) (4) (5) (6)
InRD;_4 0.417%%*  (0.392%**  (0.399%¥*  (0.447HFF  0.477FF*  (0.479%**
(0.059) (0.061) (0.063) (0.059) (0.060) (0.061)
AS; -0.027
(0.296)
E, 1AS; 2.224%*% 2 149%H* 1.023* 1.316%* 0.807*
(0.848) (0.774) (0.559) (0.530) (0.463)
erry -0.112
(0.425)
AS; 4 0.100 0.162 0.071
(0.137) (0.145) (0.136)
stzey 0.447H¥F%F  0.472F8F  0.474FFF  0.429%%*  0.407***  (0.409%**
(0.062) (0.065) (0.066) (0.064) (0.063) (0.065)
agey -0.003**  -0.003**  -0.003***  -0.003**  -0.003**  -0.003**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Mills, -0.808*** (. 795%** 0. 775K _0.690%FFF  -0.692%**  -(.698***
(0.124) (0.125) (0.131) (0.117) (0.119) (0.124)
N. Obs. 3517 3517 3517 3426 3426 3426
N. Firms 1136 1136 1136 1117 1117 1117
N. instruments 93 121 157 148 153 202
AR1? 0.000 0.000 0.000 0.000 0.000 0.000
AR2?* 0.772 0.808 0.842 0.684 0.699 0.725
Hansen® 0.066 0.225 0.366 0.578 0.309 0.562
a p-value.

Two-step system GMM coeflicients estimates and standard errors are reported in the table. Stan-
dard errors are robust to heteroskedasticity and with-in firm serial correlation (in parentheses).
Yearly dummies are included in all regressions. Inverse Mills ratios (Mills;) derived from year-
by-year Probit.

Significance at 1%, 5% and 10% is denoted with *** ** and *, respectively.
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Table 12: Robustness: The role of financial constraints

dependent Cash flow Credit rationed firms Firm’s credit rating
variable: InRD, 1) ©) 3) @) (5) (©)
InRDy_4 0.416%**  0.417*** 0.408%**  (0.419%** 0.418%**  (.400%**
(0.056) (0.062) (0.055) (0.061) (0.055) (0.064)
AS; 0.195 0.196 0.379
(0.380) (0.383) (0.458)
E, 1 AS, 2.166%** 2.159%#* 3.348**
(0.738) (0.769) (1.321)
erry
rationed;_q 0.010 0.030
(0.081) (0.093)
AS; * rationed;_, -0.562
(0.562)
E,_1AS; x rationed;_; -1.053
(0.905)
ratingt9" -0.024 0.075
(0.056) (0.075)
AS; x ratingFoV -0.336
(0.444)
E, 1 AS, * ratingrS" -2.617%*
(1.269)
CF;4 -0.720 -0.194 -0.601 -0.125 -0.833 -0.343
(0.531) (0.588) (0.535) (0.593) (0.588) (0.622)
sizey 0.47T7FF%  0.464%** 0.481%*F*%  0.467*** 0.475%%*  (0.473%**
(0.065) (0.069) (0.065) (0.070) (0.065) (0.072)
agey -0.003**  -0.003* -0.003**  -0.003* -0.003*%*  -0.003**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Mills; -0.564***  -0.696%** -0.552%**  _(.648%** -0.570%**  -0.704%**
(0.121) (0.120) (0.123) (0.118) (0.118) (0.120)
N. Obs. 3140 3140 3095 3095 3140 3140
N. Firms 1067 1067 1061 1061 1067 1067
N. instruments 114 109 116 111 116 111
ARI1® 0.000 0.000 0.000 0.000 0.000 0.000
AR2?* 0.528 0.567 0.607 0.681 0.502 0.692
Hansen® 0.486 0.199 0.480 0.262 0.478 0.234
& p-value.

Two-step system GMM coefficients estimates and standard errors are reported in the table. Standard errors
are robust to heteroskedasticity and with-in firm serial correlation (in parentheses). Yearly dummies are
included in all regressions. Inverse Mills ratios (Mills;) derived from year-by-year Probit.

Significance at 1%, 5% and 10% is denoted with ***, ** and *, respectively.
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