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Abstract 

This paper examines the role of weekly financial data in nowcasting the quarterly 
growth rate of Italian real GDP, with a specific focus on the impact of the COVID-19 
pandemic. It combines factor models and MIxed DAta Sampling (MIDAS) regression 
models to set up Factor MIDAS specifications, which leverage a large set of higher-
frequency financial variables to exploit the information flow within the quarter. The analysis 
is performed using a comprehensive dataset that includes monthly macroeconomic data and 
weekly financial data. The predictive accuracy is assessed by conducting a pseudo out-of-
sample nowcast exercise and evaluating the performance of the models with and without the 
inclusion of factors derived from financial indicators. Financial variables improve the 
nowcast of real GDP growth in Italy, particularly in the first month of the quarter, when few 
macroeconomic data are available. The models incorporating financial variables consistently 
exhibit high nowcasting accuracy throughout the quarter.  
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1 Introduction1

The capacity to efficiently gather and interpret information on the state of the economy is

pivotal for informed decision-making and adaptive policy formulation. With the Covid-

19 shock in 2020 the importance of delivering timely forecasts of real economic activity

became increasingly evident, see Delle Monache et al. (2020) and Aprigliano et al. (2021).

Such forecasts can help policy-makers respond to potential recessions or mitigate their

effects.

An effective approach to achieve timely forecasts involves the integration of financial

market variables into the forecasting framework. Financial data, such as stock prices,

the yield curve, and credit spreads, frequently act as leading indicators of real economic

activity, see Estrella and Hardouvelis (1991), Estrella and Mishkin (1998), Stock and

Watson (2003), Ang et al. (2006) and Gilchrist and Zakrajšek (2012), among others.

These variables often exhibit changes prior to those observed in broader macroeconomic

indicators, thereby providing economists with potentially useful insights into the current

and future state of the economy, while standard macroeconomic data often suffer from a

lack of timeliness. An extensive body of literature has also demonstrated the suitability of

financial variables in tracking the tail growth rate of real GDP, see Adrian et al. (2019)

and Adams et al. (2021). In addition, owing to their high-frequency availability, the

incorporation of financial market variables as covariates in econometric models allows

more frequent updates of forecasts. Consequently, high-frequency financial variables

have gained extensive usage in econometric models and a substantial amount of research

has been dedicated to investigating the informative value of these variables; see recent

contributions by Babii et al. (2022), Jardet and Meunier (2022), and Cimadomo et al.

(2022).

In this context, the primary objective of this paper is to provide a nowcast for the
1The views expressed herein are those of the authors and do not necessarily reflect those of the Bank

of Italy or the Eurosystem. The authors are grateful to two anonymous reviewers, Valentina Aprigliano,
Lorenzo Braccini, Fabio Busetti, Davide Delle Monache, Antonio Di Cesare, Simone Emiliozzi, Raffaela
Giordano, Nicolò Gnocato, Marco Flaccadoro, Marco Fruzzetti, Stefano Neri, Federico Nucera, Luigi
Palumbo, Marcello Pericoli, Tiziano Ropele, Gwyneth Schaefer, Stefania Villa and Gabriele Zinna for
useful comments and suggestions on a previous draft.
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growth rate of Italian real gross domestic product (GDP) prior to its official release. This

nowcasting exercise is conducted within a data-rich environment (Bernanke and Boivin,

2003), employing an extensive dataset encompassing standard real economic indicators

along with higher-frequency financial market variables. The underlying assumption that

is intended to be tested is that the information contained within financial variables en-

hances the precision of nowcasts, allowing for more accurate predictions of real GDP.

This assumption cannot be taken for granted in Italy. In contrast to the United States,

Italy exhibits a bank-based economy where financial markets have a relatively less impor-

tant role in facilitating private sector financing (Ceci and Silvestrini, 2023). In addition,

according to Ferrara and Marsilli (2013), the predictive power of well-known financial

variables to anticipate GDP growth differs across the four main euro-area countries

(Germany, France, Italy and Spain). As a result, the extent to which financial mar-

ket indicators possess predictive capabilities for real economic activity in Italy remains

uncertain and warrants more research. This paper attempts to further investigate this

issue.

Incorporating financial market variables into a nowcasting framework is not straight-

forward. Several relevant issues need to be dealt with. First, real economic indicators

and financial data are often published at different time frequencies. For instance, macroe-

conomic variables such as GDP are typically reported quarterly, while financial market

data, such as stock prices or exchange rates, are available on a weekly or daily basis. As

a result, when constructing a nowcasting model, economists frequently encounter mixed-

frequency data, which presents challenges in terms of appropriate statistical techniques

that can account for the differences in observation frequencies. A second problem con-

cerns data unbalancedness at the end of the sample, which is referred to as the ‘ragged-

edge’ problem of the dataset (Wallis, 1986). Ragged-edge data often results in missing

observations, which mainly occur due to different publication lags (i.e., asynchronous

data publication): for instance, GDP is released by statistical agencies with a substan-

tial delay with respect to the reference period and, consequently, is unknown during the

current quarter and becomes available only during the following quarter; on the other
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hand, many monthly business-cycle indicators such as the industrial production index

or the purchasing managers’ indices (PMI) are available throughout each quarter, while

financial market data are released with no delay and therefore are immediately accessible

for analysis (Moneta, 2005).

To address all these challenges, various econometric approaches have been developed,

including temporal aggregation (Silvestrini and Veredas, 2008), temporal disaggregation

techniques (Chow and Lin, 1971), interpolation methods (Dagum and Cholette, 2006),

state-space factor models estimated with the Kalman filter (Harvey, 1990; Mariano and

Murasawa, 2003; Camacho and Perez-Quiros, 2010), and mixed data sampling (MIDAS)

models, introduced in a regression context in a number of papers including Ghysels

et al. (2004), Ghysels et al. (2006), Ghysels et al. (2007), Ghysels and Wright (2009),

Andreou et al. (2010), Marcellino and Schumacher (2010), Foroni and Marcellino (2014),

and Audrino et al. (2019), among others. MIDAS models combine variables sampled at

different time frequencies in a parsimonious way, without any prior time aggregation or

interpolation (Guérin and Marcellino, 2013). Compared with conventional state-space

models, which are also widely used in econometrics due to their ability to handle irregular

and incomplete data patterns, MIDAS models are easier to estimate and less prone to

parameter estimation errors and/or specification errors; see Bai et al. (2013).

Another significant aspect that is highly relevant for this paper is the availability

of large-scale datasets (Stock and Watson, 2002a), which has experienced a substantial

growth in recent years. With advancements in technology and data collection methods,

researchers nowadays have access to an extensive array of economic data from various

sources, providing new opportunities for enhancing economic forecasting models. Data-

rich environments have been found to be helpful for delivering useful coincident indicators

of economic activity and particularly valuable for nowcasting purposes, when the goal is

to generate up-to-date estimates of macroeconomic variables before official statistics are

released (Castle et al., 2017; Bok et al., 2018).

This paper takes advantage of the availability of large datasets and evaluates the

contribution of weekly financial data in nowcasting the Italian GDP growth rate over the
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period 2015-2022, focusing on the impact of the Covid-19 pandemic. A novel mixed-

frequency dataset is specially assembled for this purpose, consisting of 118 monthly

macroeconomic and 109 weekly financial time series sampled from 2001 onwards. The

monthly series are basically those gathered by Aprigliano and Bencivelli (2013) for con-

structing Ita-coin, a coincident indicator for the Italian economy, while the weekly series

are those used by Ceci and Silvestrini (2023) to produce short-term forecasts of the

expansion and recession phases of the Italian business cycle.2

In terms of the modelling approach, two widely established strands of the econometric

literature are merged in this paper: (i) first, the factor models introduced by Stock and

Watson (2002a,b), which are a very useful tool in this context due to their ability to han-

dle a large number of variables and extract relevant information from complex datasets;

(ii) second, the MIDAS regression models proposed by Ghysels et al. (2006). By combin-

ing these two approaches, as proposed by Marcellino and Schumacher (2010), two similar

econometric specifications can be obtained, the Factor MIxed DAta Sampling (Factor-

MIDAS) and the Factor AutoRegressive MIxed DAta Sampling (FAR-MIDAS) models,

where the second one differs only in the addition of the autoregressive term, as suggested

by Clements and Galvão (2008). These two models are estimated in a two-stage process,

starting with a principal component analysis (PCA) to extract the common factors that

capture the correlation structure among a pre-selected set of variables. Subsequently,

these factors are employed as covariates in the MIDAS regressions.

In order to appreciate the contribution of financial market variables to improve fore-

cast accuracy, two different specifications of the Factor-MIDAS and FAR-MIDAS models

are considered: (i) one including both monthly real and weekly financial factors (Model

1); (ii) another incorporating only the monthly real factor (Model 2). Their comparison

allows us to evaluate the informative contribution of financial variables in nowcasting

the growth rate of Italian real GDP. Given the large amount of available data, the Least

Angle Regression (LARS) pre-selection technique of Efron et al. (2004) is employed prior
2Only a small number of discontinued series have been excluded from the present analysis, as our

dataset begins on 5 January 2001, while the sample period in Ceci and Silvestrini (2023) starts from 7
February 2003.
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to factor estimation in order to improve the forecasting accuracy (Boivin and Ng, 2006)

following the “soft thresholding rule” Bai and Ng (2008), which consists in keeping the

most targeted predictors in the variables’ subset.3

In principle, nowcasts generated by Factor-MIDAS and FAR-MIDAS models can be

computed several times during the reference quarter owing to the flow of information

from progressively available data. Specifically, real-time forecasts can be produced at the

end of the first, second, and third months of the quarter. Structuring the nowcasting

exercise in this manner allows for a precise assessment of the impact of various data

releases on the predictive ability of the different models. For instance, focusing on the

information flow within the reference quarter, at the end of the first month of the quarter

only survey data for that month are available. At the end of the second month, price

data for the first month are added, while the industrial production index is only included

at the end of the third month. Financial data, on the other hand, are always available

in real-time.

As a preview of the results, financial information turns out to be particularly useful

in nowcasting the growth rate of Italian real GDP, especially in the first month of the

current quarter, when most macroeconomic data have not yet been released. As business

cycle indicators become progressively available, the higher predictive accuracy of Mod-

els (Factor-MIDAS and FAR-MIDAS) 1, which incorporate factors extracted from the

financial dataset, tends to diminish, and the differences in predictive accuracy compared

to Models 2, which include only factors from the real dataset, are no longer statistically

significant. Nevertheless, the predictive accuracy of Models 1 remains unaffected in the

second and third months of the reference quarter and continues to improve as long as the

flow of new information progresses, similarly to Models 2. Among the financial variables

included in the dataset, corporate credit risk, price earnings/earnings per share, commod-

ity futures, government bond yields, and stock indices exhibit the highest information

content and contribute the most to out-of-sample predictive accuracy.
3As a robustness test, the t-statistics pre-selection technique is also considered, see Bai and Ng

(2008).
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The rest of the paper proceeds as follows. Section 2 presents the dataset and the

information flow within the quarter. Section 3 outlines the econometric methodology.

Section 4 illustrates the pseudo real-time nowcasting exercise and the baseline out-of-

sample forecasting results, together with some robustness checks implemented to validate

these results. Finally, Section 5 provides concluding remarks and proposes some lines of

future research. Additional tables, charts and detailed robustness checks are included in

the Appendix.

2 Data description and the information flow

This Section offers an overview of the multi-frequency database collected for the empirical

analysis and the nowcast design. Section 2.1 provides a comprehensive description of the

dataset, as well as details regarding the sources from which the data were obtained.

Section 2.2 illustrates the real-time flow of information within the quarter.

2.1 The dataset

Both macroeconomic and financial data cover the period from January 2001 to December

2022. There are 88 quarterly observations for the growth rate of real GDP in Italy; for

each monthly variable, there are 264 observations available and for each weekly variable,

1144 observations. Monthly and weekly data, along with their respective publication

delays, are summarized in Table 1.

The 118 monthly macro variables are those used by Aprigliano and Bencivelli (2013)

to build Ita-coin, a coincident indicator of the Italian business cycle, and they are repre-

sentative of various aspects and sectors of the economy. These variables provide a broad

picture of the macroeconomic environment and belong to several different blocks, includ-

ing industrial production indices, international trade, consumer and producer sentiment,

purchase managers’ indices (PMI), inflation on both the consumer and producer sides,

and the labour market. Among these macro variables, consumer and producer sentiment

indicators along with PMIs are particularly important as they are already published at
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the end of each month, providing timely information for the nowcasts.4 All the monthly

series are standardized and seasonally adjusted. The data sources are Istat and Refinitiv

Eikon.

The 109 weekly financial variables are those used by Ceci and Silvestrini (2023) to

nowcast recession probabilities in Italy, and include stock market indices, price earning

ratios, earnings per share, forward yields, corporate credit risk indicators for banks and

firms, money market rates, sovereign bond yields, commodity futures, oil prices and

exchange rates. The data sources are Bloomberg, Refinitiv Eikon and ICE Bofa Merrill

Lynch.

All the macro and financial time series are preserved at their original frequency with-

out any temporal aggregation and undergo standard transformations to ensure their

stationarity (either first-differencing or first log-differencing), as indicated in Table 1.5

The timeliness of the indicators varies substantially. Official quarterly Italian GDP

data are published by the Italian National Institute of Statistics (Istat) at the beginning

of the third month of the following quarter, with a publication delay of approximately 60

days, even if a preliminary GDP estimate (the so-called ‘flash estimate’) is released 30

days after the end of the quarter. Monthly variables also have different publication lags:

while the PMIs and the surveys are collected and released by the end of the reference

month, the publication of the other monthly variables is subject to delays, typically

ranging from 1 to 2 months. On the other hand, weekly financial data, which originate

from the markets, are promptly available at the end of the working week (i.e., every

Friday) without any delay.

Therefore, the dataset is unbalanced by construction, due to asynchronous publication

lags. This issue, referred to as ‘ragged-edge’ problem in the literature, is addressed using
4In order to accurately evaluate the contribution of financial information through weekly data, the

financial block in Aprigliano and Bencivelli (2013) (composed of 20 time series) is excluded from the
monthly dataset. This step ensures that the estimated monthly factor does not incorporate any financial
information, thus allowing the weekly financial variables to maintain their distinct contribution.

5This paper does not address the issue of seasonality for weekly variables. The primary reason for
this decision is that all the weekly variables are derived from financial markets, where the presence of
seasonality is controversial.
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Table 1: Data description

Category Number of series Frequency Transformation Publication delay
Macroeconomic dataset
Consumers’ price indices 9 Monthly ∆ log 1 month
Producers’ price indices 31 Monthly ∆ log 1 month
Consumers surveys 14 Monthly None None
Industry surveys 21 Monthly None None
Industrial production 20 Monthly ∆ log 2 months
Wages 2 Monthly ∆ log/None 1 month
Demand indicators 8 Monthly ∆ log 2 months
External trade 6 Monthly ∆/∆ log 2 months
Coincident/leading indicators 7 Monthly ∆/∆ log 1 month
Financial dataset
Commodity futures 3 Weekly ∆ log None
Oil price 1 Weekly ∆ log None
Money Market rates 1 Weekly ∆ None
Sovereign yields 20 Weekly ∆ None
Exchange rates 13 Weekly ∆ None
Corporate credit risk (banks and firms) 12 Weekly ∆/∆ log None
Earnings per share 17 Weekly ∆/∆ log None
Forward yields (EPS and PE) 27 Weekly ∆/∆ log None
Price earnings 6 Weekly ∆/∆ log None
Stock market indices 9 Weekly ∆/∆ log None
Notes: the transformations indicated in the fourth column of this table are applied to the time series prior to the selection step.

the ‘vertical re-alignment’ procedure of Altissimo et al. (2010). The vertical re-alignment

method consists in shifting downwards to the end of the dataset the series with missing

observations, so that the last available observation is considered as the contemporaneous

value.6Although this method assumes a constant structure of cross-sectional correlations

among variables, Marcellino and Schumacher (2010) find no substantial differences as

compared to other alternative procedures proposed in the literature for handling ragged-

edge data.

2.2 The information flow

The nowcasting exercise has been structured to mimic the real-time process to predict

the dynamics of GDP, carefully replicating the flow of economic information available to

the econometrician. Unfortunately, given that the real-time data vintages for both the

GDP growth rate and some monthly variables are not available over the entire sample
6Formally, given a series x̃t with publication lag q, the series becomes xt ≡ x̃t−q.
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period, the nowcasting exercise can be considered only as a pseudo real-time one.7

The information flow collected during the reference quarter in a given year is presented

in Figure 1, Figure 2 and Figure 3, which reproduce the information sets available to

the forecaster at the end of each month in terms of quarterly (ytq), monthly (Xtm) and

weekly data (Xtw). Three nowcasting origins per quarter to be nowcast are considered,

at the end of each month within the quarter. The nowcast at a monthly frequency has

been conventionally chosen in order to appreciate the cumulative effect of information

gathering over the respective quarter to be nowcast.

The information set represented in Figure 1 is related to the nowcasts produced at the

end of the first month of the reference quarter (i.e., January, April, July and October)8

and can be labelled as the ‘small’ information set. Indeed, only the soft indicators

(consumer and industry surveys) and the financial data are available at the end of the

first month of the reference quarter, whereas the other indicators are not yet available

and must be filled in with the vertical re-alignment procedure. The preliminary (flash)

GDP estimate for the previous quarter is also released at the end of the first month of

the reference quarter (i.e., at t+30 days).

Figure 1: The ‘small’ information set available in the first month
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The information set available at the end of the second month of the quarter (i.e.,

February, May, August and November) is defined as the ‘medium’ information set: along

with the weekly financial data and soft indicators for the first and second month of

the reference quarter, the remaining monthly data (mainly hard indicators) for the first
7On the other hand, financial market variables are not subject to revisions by construction.
8In order to incorporate as much information as possible pertaining to the current month and, at the

same time, preserve the timely nature of nowcasting, the prediction associated to each month is assumed
to be generated on the second day of the subsequent month.
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month are also available, as illustrated in Figure 2. In addition, the official GDP estimate

for the previous quarter is released.

Figure 2: The ‘medium’ information set available in the second month

Quarter 1 Quarter 2 Quarter 3 Quarter 4
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Finally, as shown in Figure 3, the ‘large’ information set becomes available at the end

of the third month (i.e., March, June, September and December), with a complete set

of weekly financial data and soft indicators for all three months of the reference quarter

plus hard monthly indicators for the first two months.

Figure 3: The ‘large’ information set available in the third month

Quarter 1 Quarter 2 Quarter 3 Quarter 4
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Overall, these charts illustrate the close alignment between the most recent financial

market data and the timing of nowcasting, offering a considerable lead-time compared

to monthly macro data. This temporal proximity may enhance the capacity to capture

and incorporate current economic dynamics into the nowcasting process.

3 The econometric model

Since the seminal paper of Ghysels et al. (2006), MIDAS models have been widely used

to handle time series data sampled at different frequencies. The fundamental idea behind

MIDAS is to leverage the predictive power of high frequency data, such as monthly and

weekly indicators, in order to obtain more accurate predictions. The main characteristic
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of this class of models is that their formulation is flexible since it is regression-based while

being parsimonious in the estimation of the parameters.

Consider the variable ytq , where tq = 1, 2, 3, . . . Tq is the quarterly time index, rep-

resenting the Italian GDP quarter-on-quarter growth rate. Nowcasting variable y in

quarter tq based on all the available information at monthly and weekly frequencies can

be easily handled by a MIDAS model defined as follows:

ytq = β0 + β1 b(Lm, θ̄
m)X0

tm + β2 b(Lw, θ̄
w)X0

tw + utq (1)

where X0
tm and X0

tw are, respectively, the Nm- and Nw- dimension vectors of monthly

(macroeconomic) and weekly (financial) regressors (tm = 1, 2, 3, . . . Tm = 3Tq and tw =

1, 2, 3, . . . Tw = 52Tq) and utq is the nowcasting error. Equation (1) is characterised by

the two-parameter exponential Almon lag polynomial b(·), in which Lm and Lw are lag

operators at the monthly and weekly frequency, respectively, and θ̄m and θ̄w are the

corresponding parameters. Specifically, the exponential Almon polynomial is defined by

the following expressions (the frequency indicator ` = m,w is suppressed for ease of

notation):

b(L, θ̄) =
J∑

j=0

ω(j, θ̄)Lj ,

ω(j, θ̄) =
exp(θ1j + θ2j

2)∑J
j=0 exp(θ1j + θ2j2)

with θ̄ = (θ1, θ2). The presence of the exponential Almon polynomial represents the main

difference between MIDAS and ARDL regression: while the latter requires the estimation

of as many coefficients as the number of lags of the regressors, the former relies only

on two parameters (θ1 and θ2) to characterise the entire lag structure. As opposed to

Bridge Models introduced by Baffigi et al. (2004), high frequency data are not temporally

aggregated so as to exploit as much as possible the time granularity of the variables. This

feature of the MIDAS regression in (1) appears to be particularly relevant in nowcasting

the dynamics of the dependent variable: the MIDAS model possesses the capability
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to track the real-time data progression of monthly and weekly variables, enabling the

generation of nowcasts promptly upon the release of new data.

Note that model (1) can easily accommodate different lag lengths for the two data

frequencies. The results presented in the following sections are obtained with J = 2

for the monthly frequency and J = 11 for the weekly frequency, but they are robust to

different values of J . The model is estimated using nonlinear least squares in a regression

of ytq on the high frequency variables and their lagged values.

In a data-rich environment, it is possible to include in the MIDAS regression the

factors extracted from a large dataset in order to obtain a parsimonious model that, at

the same time, exploits the information contained in the estimated factors. The resulting

Factor-MIDAS specification (Marcellino and Schumacher, 2010) consists of a regression

of the low-frequency variable ytq on the factors extracted from the two different high-

frequency datasets:

ytq = β0 + β1 b(Lm, θ
m)F 0

tm + β2 b(Lw, θ
w)F 0

tw + utq (2)

where the new quantities F 0
tm and F 0

tw are, respectively, the factors extracted from the

monthly (macroeconomic) and weekly (financial) variables X0
m and X0

w (see below for

additional discussion related to the estimation of the factors). Marcellino and Schumacher

(2010) find substantial improvement in using Factor-MIDAS to nowcast and forecast

quarterly GDP growth.

The Factor AutoRegressive MIDAS (FAR-MIDAS) model is a further extension of (2)

that incorporates autoregressive dynamics of the low frequency variable ytq together

with the latent factors extracted from the higher-frequency variables. However, adding

an autoregressive term may produce seasonal effects of the regressors on ytq .9 Therefore,

following Clements and Galvão (2008), the autoregressive component is introduced as a
9Taking the inverse of the autoregressive polynomial may generate a seasonal response of ytq to

the regressors irrespective of whether or not the high-frequency variables display a seasonal pattern
(Clements and Galvão, 2008).
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common factor in the original Factor-MIDAS (Hendry and Mizon, 1978):

ytq = β0 + λytq−1 + β1 b(Lm, θ
m)F 0

tm + β2 b(Lw, θ
w)F 0

tw + utq . (3)

The autoregressive component captures the time dependence in the data and also conveys

useful low-frequency information not contained in the high-frequency variables alone,

which would be otherwise absent owing to the fact that, differently from the original

paper of Altissimo et al. (2010), our dataset does not include variables observed at a

quarterly frequency (besides real GDP).

Both Factor-MIDAS and FAR-MIDAS models provide flexibility in choosing relevant

predictor variables, incorporating additional explanatory factors as well as selecting ap-

propriate lags. This flexibility allows researchers to customize the model to their specific

nowcasting needs and economic domain knowledge. Additionally, the inclusion of latent

factors offers a more interpretable framework for understanding the underlying economic

forces driving the low-frequency variable and enhances model interpretation.

In order to estimate the higher-frequency factors, it is assumed that bothX0
tm andX0

tw

can be represented as the sum of two orthogonal elements: a component driven by latent

factors common to all the variables in the dataset (the so-called common component, χt)

and an idiosyncratic component (ξt). The factor structure of the common component is

represented by the r-dimensional vector of factors F 0
t and a loadings matrix Λ linking

the observables to the factors, i.e.,

X0
t`

= χt` + ξt` = ΛF 0
t`

+ ξt` (4)

with ` = m,w. Equation (4) represents an approximate factor model, which allows

for limited cross-correlation among the idiosyncratic elements in ξt` . Following Stock

and Watson (2002b), the estimation of factors is conducted via Principal Component

Analysis. The results presented in the following sections are obtained with r = 1, as in

Jardet and Meunier (2022).

Factors are very useful to synthesize relevant information from large datasets. How-
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ever, they represent statistical artefacts whose extraction is unsupervised with respect

to the target variable, i.e., they are estimated taking into account only the covariance

among the variables in the dataset. The forecasting literature has highlighted that the

prediction accuracy of models incorporating factors can be improved through the intro-

duction of a pre-selection step. This step intends to select a subset of the original dataset

comprising only the more informative predictors (Boivin and Ng, 2006; Bai and Ng, 2008;

Schumacher, 2010). Variable pre-selection aims to mitigate issues such as model complex-

ity, multicollinearity, and overfitting, while improving the interpretability and predictive

performance of factors. In the spirit of Bai and Ng (2008), the pre-selection step imple-

mented in this paper follows a soft thresholding procedure under which the predictors

are ranked following a particular technique, and only the n∗` ≤ N` (` = m,w) top-ranked

variables are included in the dataset from which the factors are extracted. In particular,

two alternative techniques are considered to rank the variables: (i) the Least Angle Re-

gression (LARS) of Efron et al. (2004), implemented as in Bai and Ng (2008); and (ii)

the t-statistic associated with the coefficient in the univariate regression of the target

variable on each predictor aggregated at the quarterly frequency (similar to Bai and Ng

2008 and Jurado et al. 2015). While the latter is based on a univariate relationship of

each regressor with the low-frequency variable, the former ranks the variables taking into

account also the other predictors.10 The optimal number n∗` of variables to include in

the final dataset from which the factors are extracted is chosen by testing over a grid

of values and picking the one optimizing the forecast performance in a pseudo out-of-

sample exercise (see Section 4.1 for further details). As an illustration, Figure 4 shows

the monthly and weekly factors estimated in-sample and using the top n∗m = n∗w = 20

variables out of the variable ordering produced by the LARS pre-selection.11 As a matter

of comparison, the quarterly GDP growth rate is also displayed in addition to these two
10This approach has been extensively used in nowcasting GDP growth (Schumacher, 2010; Bulligan

et al., 2015; Jardet and Meunier, 2022). The algorithm adds one regressor at each step: therefore, when
the number of iterations is taken as the total number of variables (N`), it provides an ordering of the
regressors in terms of their relative performance to predict the target variable.

11As opposed to the pseudo real-time exercise described in the following sections, the factors are
extracted from the entire sample covering the period January 2001 – December 2022.
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factors.

Figure 4: Factors and GDP growth
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Define Xtm and Xtw the datasets of size n∗m and n∗w obtained by applying the pre-

selection to the original dataX0
tm andX0

tw , and Ftm and Ftw the corresponding factors. In

Section 4 the prediction performance of four different specifications of MIDAS regressions

will be evaluated:

FAR-MIDAS Model 1: ytq = β0 + λytq−1 + β1b(Lm, θ
m)Ftm + β2b(Lw, θ

w)Ftw + utq

FAR-MIDAS Model 2: ytq = β0 + λytq−1 + β1b(Lm, θ
m)Ftm + utq

Factor-MIDAS Model 1: ytq = β0 + β1b(Lm, θ
m)Ftm + β2b(Lw, θ

w)Ftw + utq

Factor-MIDAS Model 2: ytq = β0 + β1b(Lm, θ
m)Ftm + utq

The comparison between Model 1 and Model 2 of the two specifications (FAR-MIDAS

and Factor-MIDAS) will allow us to appreciate whether the inclusion of weekly financial

variables improves the model’s nowcasting performance.
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4 Empirical analysis

This Section evaluates the performance of the Factor MIDAS models described in Section

3 by their ability to nowcast the Italian GDP growth rate. The pseudo real-time nowcast

exercise is presented in Section 4.1, while Section 4.2 discusses the out-of-sample results

and Section 4.3 illustrates a robustness analysis.

4.1 The pseudo real-time exercise

To mimic the real-time setup, each model is recursively estimated following the procedure

shown in Figure 5.

Figure 5: Real-time setup for the nowcasting exercise

Train Test (4 quarters) Out-of-sample

test 1

test 2

test 3

test 4

nowcast

(2001Q1 – tq-5) (tq-4 – tq-1) (tq – 2022Q4)tq

In each quarter tq the ranking of the regressors is performed over the in-sample period

(composed by the train set and the test set), which represents the information available

to the forecaster in date tq. The optimal number of regressors n∗` (` = m,w) also is

recalibrated at each date tq. The calibration of the hyperparameters n∗` is obtained

estimating each model in the train set (2001Q1 − tq−5) and producing a pseudo out-

of-sample nowcast in the test set (rolling from tq − 4 to tq − 1). Note that, being

a rolling window, the test set selects the model with the best temporal proximity to

the nowcast. This process is repeated across a predetermined grid of values n∗` (` =

m,w) ∈ {20, 40, 60, 80, 100}.12 The optimal number of regressors is chosen with the aim
12The choice to rely on a small grid of values is made in order to obtain computational efficiency and

stability of the hyperparameter n∗
` . However, Section 4.3.3 presents also the results obtained using a

wider grid of values for n∗
` .
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of minimizing the root mean squared error in the test sample, and the resulting n∗m

and n∗w are allowed to be different. Factor-MIDAS and FAR-MIDAS based on n∗m and

n∗w are then used to nowcast the Italian GDP growth rate in tq, which represents the

first period in the out-of-sample. The in-sample is then expanded to include tq, moving

forward the test set (tq−3 − tq) and adding one observation at the end of the train set

(2001Q1 − tq−4); the ranking of the regressors as well as n∗m and n∗w are re-estimated

and a new nowcast for quarter tq + 1 is produced.

This procedure is separately repeated for the first, second and third months of the

quarter,13 assuming that the information relevant in the first month may be different from

that in the second and third months, owing in particular to the ragged-edge nature of

the data. An analysis of the variables in the pre-selection step confirms this assumption.

4.2 Nowcasting results

This Section illustrates the nowcasting results for the out-of-sample 2015Q1 − 2022Q4

obtained with the LARS pre-selection method (results based on the t-stat ranking are

reported in Section 4.3)14. Performance of model i is evaluated in terms of its Root

Mean Squared Forecast Error (RMSFE), a commonly employed metric for assessing the

accuracy of forecasting models defined as follows:

RMSFE(i) =

√
1

n

∑2022Q4

tq=2015Q1
(ytq − ŷ

(i)
tq )2, (5)

13Depending on the month of the quarter in which the nowcast is produced, the test sample is
composed by the corresponding months (the first, the second or the third) of the four preceding quarters.
As an illustration, suppose the researcher wants to nowcast GDP growth in the second quarter, being
in April 2020: given that April corresponds to the first month of the (second) quarter, the test sample
is composed by January 2020, October 2019, July 2019 and April 2019. Therefore, the test sample
is composed by four quarters. The use of an 8-quarter window (based on the average business-cycle
expansion phase in Italy, which exceeds one year) leads to a smoother and less erratic variable selection
process. However, this choice only marginally affects the forecast results, which are available from the
authors upon request.

14Altering the initial year of the out-of-sample does not affect the results and the main findings.
Additional results based on the out-of-samples 2014Q1 − 2022Q4 and 2010Q1 − 2022Q4 are available
from the authors upon request.
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where ytq and ŷ(i)tq are, respectively the observed official GDP growth rate and the corre-

sponding nowcast obtained with model i.

In addition to the nowcast results of the factor MIDAS models discussed in Section

3, this paper evaluates the performance of five additional benchmark models:

1. A Bridge Model (Golinelli and Parigi, 2007) using industrial production as a monthly

predictor;

2. An ARIMA(p, d, q) model with automatically selected lags for each nowcast;

3. A Random Walk model;

4. A simple AR(1) model;

5. The median projection in the monthly survey of economists released by Bloomberg

Consensus.

For the sake of comprehensiveness and in order to provide insights into the nowcast-

ing performance of the Factor MIDAS models before the publication of the flash GDP

estimate, the first month involves two separate nowcasts: one with the inclusion of flash

GDP and one without. Specifically, results obtained taking into account the flash esti-

mate of GDP growth are presented as an additional nowcast produced in the first month.

In this case, for both Factor MIDAS specifications, the flash GDP estimate is considered

as a supplementary data point exclusively in the information set available at the end of

the first month: therefore, variable pre-selection and estimation are carried out using a

larger information set which also includes the monthly and weekly variables of the most

recent quarter.

Table 2 reports the main nowcast results in terms of RMSFE ratios. Model com-

parison is based on the ratio between the RMSFE of each competing model and the

RMSFE of the AR(1) process. Thus, values greater than one indicate that the RMSFE

of a model is larger than the RMSFE of the AR(1), and vice versa. Figures A.1 and A.2

in Appendix A display the corresponding nowcasts, while Figure A.3 shows the variation
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of the optimal n∗` for factor estimation during the out-of-sample exercise. Finally, in or-

der to shed additional light on the composition of factors in each Factor MIDAS model,

Figures A.4, A.5, A.6, A.7 show the heat maps of factor loading values.

As expected, as the flow of information increases, i.e., moving from the first to the

third month of the quarter, the nowcasting performance of all models improves. FAR-

MIDAS and Factor-MIDAS models exhibit a substantial superiority over the classical

univariate benchmark models. There is also a clear improvement in their nowcasting

accuracy compared to a standard Bridge Model using the industrial production index as

predictor, with a precision gain of up to almost 30%: looking solely at the contribution

of the industrial sector turns out to be slightly misleading when nowcasting economic

activity in general.

Overall, Model 1 outperforms Model 2 in almost all the nowcasting scenarios for

both FAR-MIDAS and Factor-MIDAS specifications. The only exceptions are in the

second and in the third months for Factor-MIDAS, although the results of Model 2 point

only to a minor gain of 1.5%. More specifically, in the first month Model 1 reports

a gain of approximately 4% in terms of accuracy with respect to Model 2 across both

MIDAS specifications. The lowest RMSFE ratio is attained in the third month with FAR-

MIDAS Model 1, a value which is very close to the well-known benchmark of Bloomberg

Consensus based on prediction and, primarily, judgment.

The strong performance of Model 1 suggests including financial variables when pro-

ducing nowcasts of the GDP growth rate, particularly at the beginning of the quarter,

when limited information regarding the reference quarter is available.

Table 2: RMSFE relative to AR(1). Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random Bloomberg
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk consensus

month 1 0.696 0.740 0.720 0.760 0.889 1.239 1.245 0.354
month 1 (flash) 0.525 0.560 0.473 0.507 0.596 1.167 1.108 0.303
month 2 0.372 0.417 0.385 0.369 0.658 1.196 1.092 0.298
month 3 0.300 0.432 0.327 0.314 0.528 1.196 1.092 0.274
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each competing model and
the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month without considering Bloomberg consensus.
The term “month 1 (flash)” indicates the nowcasting produced in the first month also using the information of the flash GDP estimate.
“BRIDGE (indpro)” refers to a BRIDGE model built with the Industrial Production Index (IPI) and an autoregressive term of order one.
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Table 3 compares the predictive accuracy of the models based on the tests of Diebold

and Mariano (1995), Giacomini and White (2006) and Harvey et al. (1997).15

The Giacomini and White (2006) and Harvey et al. (1997) tests are alternative versions

of the Diebold-Mariano test: while the first is designed to capture the effect of estimation

uncertainty on relative forecast performance and to handle forecasts derived from both

nested and nonnested models, the latter addresses the issue of limited sample sizes.

Note that while the 4% gain obtained by both Models 1 with respect to Models 2

in the first month of the quarter (with and without the flash estimate of GDP growth)

is statistically significant, this is not the case for the differences in the second and third

months for both Factor MIDAS models.

Table 3: Predictive accuracy tests. Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 vs. Model 2 Model 1 vs. AR(1) Model 1 vs. Model 2 Model 1 vs. AR(1)
DM GW HLN DM GW HLN DM GW HLN DM GW HLN

month 1 0.01 0.01 0.01 0.03 0.02 0.03 0.01 0.01 0.01 0.03 0.02 0.03
month 1 (flash) 0.03 0.02 0.03 0.14 0.14 0.14 0.03 0.02 0.03 0.15 0.15 0.15
month 2 0.25 0.25 0.25 0.14 0.13 0.14 0.81 0.82 0.81 0.13 0.13 0.13
month 3 0.20 0.19 0.20 0.14 0.13 0.14 0.74 0.74 0.74 0.14 0.14 0.14
Notes: results refer to the LARS pre-selection. Bold values indicate rejection of null hypothesis of equal predictive at 10% significance
level. The acronyms DM, GW and HLN refer respectively to Diebold-Mariano, Giacomini-White and Harvey-Leybourne-Newbold tests.

In order to have a visual inspection of the baseline results presented in Table 2 and

Table 3, it is possible to use the Cumulative Sum of Squared Forecast Error Difference

(CSSFED), see Welch and Goyal (2007), allowing us to understand in which part of

the out-of-sample financial variables matter the most in terms of predictive performance

(e.g., FAR-MIDAS model 1 compared to FAR-MIDAS model 2 and AR(1) model). The

CSSFED is thus used to offer insights into the most relevant variables for nowcasting

GDP growth over time. The CSSFED is presented in Figure 6 and Figure 7 for the

FAR-MIDAS and Factor-MIDAS models, respectively.
15In this paper, all the predictive accuracy tests comparing two competing models are structured

as follows: the null hypothesis (H0) assumes equal accuracy between the models, while the alternative
hypothesis (H1) posits that the second competing model exhibits lower predictive accuracy compared to
the first model.
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After examining the CSSFED charts alongside the heat maps in Appendix A, it

becomes apparent that financial variables play a significant role starting from 2020/2021

onwards, particularly in the first month of the quarter (both with and without the flash

GDP estimate). The most important financial categories during this period are:

• forward yield of earnings per share and price-earnings ratio

• options-adjusted spread and yield to maturity of banks and firms

The most important macroeconomic categories in the first month of nowcasting are:

Producer Price Index (PPI), coincident indicators and industrial production.

In the second and third months of nowcasting, when financial information becomes

less relevant following the release of key macroeconomic variables for the current quarter,

the main macroeconomic categories, in order of importance, become: industrial produc-

tion, coincident indicators, and demand. It is worth noting that the Producer Price

Index (PPI) is released with a one-month delay, while the industrial production with

a two-month delay. This explains the shift in relevance from the Producer Price Index

(PPI) to industrial production between the first and second month, as new information

on industrial production for the current quarter is incorporated for the first time in the

second month.
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Figure 6: CSSFED of FAR-MIDAS model 1 compared to FAR-MIDAS model 2 and
AR(1) model in 2015Q1− 2022Q4 out-of-sample.
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Figure 7: CSSFED of Factor-MIDAS model 1 compared to Factor-MIDAS model 2 and
AR(1) model in 2015Q1− 2022Q4 out-of-sample.
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These results are also supported by an analysis based on the Model Confidence Set

(Hansen et al., 2011) presented in Table 4. With the Model Confidence Set procedure

one can evaluate the accuracy of a set of models and not only the performance of two

models each time. With an 80% confidence level, in the first month FAR-MIDAS and

Factor-MIDAS Models 1 are included in the set of superior models, while both Models 2

are excluded. In the second month the small difference in accuracy between FAR-MIDAS

Model 1 and Factor-MIDAS Model 2 is instead not statistically significant. In fact, the

p-values of these two models in the Model Confidence Set are almost equal (respectively,
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0.966 and 1).

Table 4: Model Confidence Set (TR) - I.C. 80%. Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS AR(1)Model 1 Model 2 Model 1 Model 2
month 1 1 × 0.260 × ×
month 1 (flash) 0.534 × 1 × 0.265
month 2 0.966 0.650 0.652 1 0.483
month 3 1 0.740 0.619 0.784 0.589
Notes: results refer to the LARS pre-selection and report p-values of TR statistics
of Hansen et al. (2011) for a set of superior models (SSM) with a confidence level at 80%
(α=0.2). The symbol × indicates the exclusion of the model from the SSM.

Nowcasting with single financial categories

Taking into consideration the information heterogeneity across financial variables, the

nowcasting exercise is now replicated separately for each of the eight financial categories.

In doing so, the financial variables are not subject to pre-selection prior to factor es-

timation given the homogeneity of information within each category. The results of

this exercise are reported in Table 5 and Table 6 for the FAR-MIDAS model. In general,

Model 1 demonstrates superior performance compared to Model 2 across various financial

categories. Note that, particularly in the first month of the quarter, corporate credit risk

indicators (‘oas & ytm’) produce an improvement in nowcasting GDP growth, exhibiting

a statistically significant difference compared to Model 2.

Table 5: RMSFE of FAR-MIDAS with single financial categories relative to AR(1).
Out-of-sample: 2015Q1− 2022Q4.

Model 1
Model 2forward yield price earnings oas & ytm exchange stock gov. commod.

(EPS and PE) earnings per share (banks + firms) rates indices bonds futures
month 1 0.745 0.730 0.693 0.701 0.704 0.758 0.729 0.724 0.740
month 1 (flash) 0.549 0.542 0.548 0.538 0.559 0.546 0.537 0.543 0.560
month 2 0.401 0.400 0.412 0.389 0.423 0.361 0.420 0.437 0.417
month 3 0.370 0.325 0.476 0.324 0.464 0.365 0.449 0.292 0.432
Notes: the results refer to the LARS pre-selection. The columns represent the financial category used for the estimation of the financial factor
in the FAR-MIDAS model, thus excluding all other financial categories from the dataset.
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Table 6: Diebold-Mariano test of FAR-MIDAS with single financial categories.
Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
forward yield price earnings oas & ytm exchange stock gov. commod.
(EPS and PE) earnings per share (banks + firms) rates indices bonds futures

month 1 0.70 0.21 0.15 0.03 0.91 0.77 0.17 0.06
month 1 (flash) 0.13 0.01 0.22 0.04 0.43 0.07 0.04 0.08
month 2 0.21 0.19 0.30 0.27 0.85 0.18 0.81 0.66
month 3 0.17 0.23 0.58 0.25 0.87 0.28 0.88 0.20
Notes: the results are related to the FAR-MIDAS models with LARS pre-selection. Bold values indicate rejection of null hypothesis of
equal predictive ability at 10% significance level.

The enhancements achieved using specific financial categories are also statistically

significant when using Factor-MIDAS models, as reported in Table A.1 and Table A.2 in

Appendix A. Similar to the FAR-MIDAS scenario, Model 1 exhibits superior performance

over Model 2 within the same financial categories.

The role of variable pre-selection

The importance of pre-selecting the most informative variables before extracting the

factors is well resumed in Table 7, which presents the RMSFE of the FAR-MIDAS and

Factor-MIDAS models using two pre-selection methods (LARS and t-statistics), as well

as no pre-selection at all. The absence of pre-selection produces the highest RMSFE for

all three months of the quarter throughout the out-of-sample period 2015Q1− 2022Q4.

Furthermore, by closely examining the bold values which represent the best RMSFE for

a specific month and pre-selection method, it becomes evident that they predominantly

belong to Model 1.

LARS pre-selection achieves the lowest RMSFE in the third month (1.514), with a

substantial difference compared to the t-statistics technique in the same month. In Ta-

ble 7 the mentioned difference stands out as the largest between the two pre-selection

methods considering bold values for a specific month. This is in line with Jardet and

Meunier (2022) and Chinn et al. (2023), who find that the LARS is the best dimension-

reduction technique compared with t-statistics and others methods, making it the rec-
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ommended one.16

Table 7: RMSFE across pre-selection techniques. Out-of-sample: 2015Q1− 2022Q4.

technique model month 1 month 1 (flash) month 2 month 3

LARS

FAR-MIDAS Model 1 2.956 2.605 1.873 1.514
FAR-MIDAS Model 2 3.144 2.775 2.102 2.178
Factor-MIDAS Model 1 3.058 2.346 1.941 1.649
Factor-MIDAS Model 2 3.229 2.515 1.861 1.585

t-statistics

FAR-MIDAS Model 1 2.297 1.726 1.874 2.585
FAR-MIDAS Model 2 2.420 1.734 2.194 2.609
Factor-MIDAS Model 1 2.639 1.736 1.818 2.688
Factor-MIDAS Model 2 2.549 1.832 1.866 2.453

none

FAR-MIDAS Model 1 3.450 4.493 2.870 2.987
FAR-MIDAS Model 2 3.580 4.858 3.098 3.231
Factor-MIDAS Model 1 3.258 2.509 2.459 2.692
Factor-MIDAS Model 2 3.466 2.904 2.583 2.913

In conclusion, all the results so far presented convey two clear messages:

(i) financial variables play a crucial role in filling the information gap during the first

month of the quarter, when there are significant delays in the publication of macroe-

conomic data;

(ii) the inclusion of financial information in Factor MIDAS models does not result in a

deterioration of the nowcasts, but rather it tends to enhance their accuracy.

For the sake of completeness, additional nowcasting results for different out-of-sample

periods are reported in Appendix B.

4.3 Sensitivity analysis

This Section examines the robustness of the nowcasting results presented in Section

4.2. Specifically, five types of sensitivity analysis are proposed: (i) sensitivity to the pre-
16Observing the results obtained through the t-statistics method, it can be noted that the RMSFE

does not consistently improve throughout the quarter as more information is integrated: while pre-
selection may aid in identifying more informative variables, in the present case when using the t-statistics
method the incremental information gained from incoming variables is limited compared to outgoing ones.
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selection method, (ii) sensitivity to the number of variables n∗` used for factor estimation,

(iii) sensitivity to the grid of values for n∗` , (iv) sensitivity to the number of real factors,

and (v) sensitivity to pre-selection in real-time.

4.3.1 Sensitivity to pre-selection method

The nowcasting results obtained using the t-statistics pre-selection method are shown in

Table 8 and Table 9 as a test of robustness. The RMSFE ratios highlight an overperfor-

mance of Model 1 in the initial two months of the quarter. Although there is an edge in

the first and second months as well, only the FAR-MIDAS model without the flash GDP

reaches a statistical significance at the 10% level, as shown in Table 9. It is important

to bear in mind the evidence supporting the message presented at the end of Section

4.2: also pre-selecting the variables with the t-statistics there is no deterioration of the

nowcast results, with a potential gain when including financial variables.

Table 8: RMSFE relative to AR(1). Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.542 0.570 0.622 0.601
month 1 (flash) 0.349 0.349 0.350 0.370
month 2 0.371 0.433 0.361 0.370
month 3 0.513 0.516 0.533 0.486
Notes: the results are related to the t-statistics pre-selection. Bold values
indicate the best RMSFE ratio for a given month.

Table 9: Diebold-Mariano test. Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.06 0.85
month 1 (flash) 0.49 0.19
month 2 0.25 0.19
month 3 0.46 0.84
Notes: the results are related to the t-statistics pre-selection.
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4.3.2 Sensitivity to optimal number of variables n∗` used for factor estimation

The sensitivity of the nowcasting results to the optimal number of variables n∗` (` =

m,w) used for factor estimation is assessed in Table 10 and Table 11, which report

the nowcasting performance of the FAR-MIDAS model when n∗` is fixed over the entire

sample and it is not optimized via the rolling test set of one year (as described in Section

4.1). The tables report the results with several values of n∗` ∈ {20, 40, 60, 80, 100}, each

time kept constant over the whole sample. For comparative purposes, the first column

presents the results of Table 2 obtained with the optimal n∗m and n∗w values.

It can be observed that an increase in the fixed n∗` leads to an almost linear rise in

the average RMSFE. This result is in line with the findings of Boivin and Ng (2006), Bai

and Ng (2008), Schumacher (2010), Jardet and Meunier (2022) and Chinn et al. (2023),

confirming that more data are not always better for factor analysis.

Table 10: RMSFE of FAR-MIDAS with fixed n∗` relative to AR(1). Out-of-sample:
2015Q1− 2022Q4.

n∗m, n∗w n∗m=n∗w=20 n∗m=n∗w=40 n∗m=n∗w=60 n∗m=n∗w=80 n∗m=n∗w=100
Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2

month 1 0.696 0.740 0.736 0.745 0.744 0.731 0.826 0.827 0.773 0.810 0.808 0.867
month 1 (flash) 0.525 0.560 0.537 0.562 0.739 0.757 0.880 0.956 0.857 0.938 0.900 0.988
month 2 0.372 0.417 0.393 0.386 0.420 0.460 0.409 0.462 0.420 0.483 0.501 0.538
month 3 0.300 0.432 0.335 0.428 0.310 0.462 0.359 0.468 0.442 0.527 0.495 0.568
average 0.473 0.537 0.500 0.530 0.553 0.603 0.619 0.678 0.623 0.690 0.676 0.740

Notes: the results refer to the LARS pre-selection. Bold values indicate the best RMSFE ratio for a given month.

Table 11: Diebold-Mariano test of FAR-MIDAS with fixed n∗` . Out-of-sample:
2015Q1− 2022Q4.

Model 1 vs. Model 2
n∗m, n∗w n∗m=n∗w=20 n∗m=n∗w=40 n∗m=n∗w=60 n∗m=n∗w=80 n∗m=n∗w=100

month 1 0.01 0.08 0.68 0.50 0.23 0.17
month 1 (flash) 0.03 0.08 0.09 0.13 0.10 0.09
month 2 0.25 0.82 0.12 0.18 0.15 0.22
month 3 0.20 0.27 0.17 0.15 0.16 0.20

Notes: the results are related to the FAR-MIDAS models with LARS pre-selection. Bold values indicate rejection of
null hypothesis of equal predictive ability at 10% significance level.

For the sake of completeness, the results obtained with the Factor-MIDAS model are
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available in Table A.3 and Table A.4 in Appendix A, confirming the same message as

above.

4.3.3 Sensitivity to the grid of values for n∗`

All the previous results are obtained with the grid of values n∗` ∈ {20, 40, 60, 80, 100}

mainly for computational efficiency reasons, as explained in Section 2.2. The robustness

of the results is now evaluated with a wider grid: n∗w ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100}

and n∗m ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110}.17 Therefore, the rolling one-year test

designed to determine the optimal number of variables n∗` for estimating the factors is

carried out with 10/11 possible values instead of 5. The corresponding results are re-

ported in Table 12 and Table 13, supporting the two conclusions at the end of Section

4.2 about the contribution of financial variables for nowcasting.

Table 12: RMSFE relative to AR(1). Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.691 0.706 0.698 0.732
month 1 (flash) 0.470 0.512 0.451 0.491
month 2 0.377 0.382 0.362 0.374
month 3 0.310 0.449 0.456 0.344
Notes: results refer to the LARS pre-selection. Bold values
indicate the best RMSFE ratio for a given month.

17The two grids have different ranges due to the size of their respective datasets. The monthly
macroeconomic dataset consists of 118 variables, so the maximum reachable n∗

m is 110, while the weekly
financial dataset consists of 109 variables, resulting in a maximum n∗

w of 100.
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Table 13: Diebold-Mariano test. Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.09 0.01
month 1 (flash) 0.20 0.03
month 2 0.44 0.28
month 3 0.15 0.81
Notes: the table reports the p-values of the test with
bold values indicating a significance level of 10%.

4.3.4 Sensitivity to the number of real factors

One might be concerned about the fact that the baseline specification of Model 2 includes

only one factor (r = 1), limiting the information content of macroeconomic variables in

nowcasting the GDP growth rate and, therefore, biasing the comparison between Model

1 and Model 2. To address this issue, the sensitivity analysis presented in this Section

allows Model 2 to incorporate one, two or three real factors (r ∈ (1, 2, 3)). The number

of real factors is determined using the rolling window test described in Section 4.1, which

selects the best combination of n∗m and, this time, also considers the best number of

real factors that produces the lowest RMSFE during the one-year test. Model 1 remains

unchanged with two factors, one real and the other financial.

In comparison to Table 2, the RMSFE ratios in Table 14 highlight a remarkable

precision gain of Model 2 in the second month of the quarter (even outperforming the

Bloomberg Consensus GDP nowcast with the FAR-MIDAS specification, see Table 2),

but only a small gain in the first month. Despite these improvements, Model 2 does

not outperform Model 1 in month 1 and month 1 (flash), as confirmed by the Diebold-

Mariano tests in Table 15, which once again demonstrate the statistical superiority of

Model 1 in the first month of the quarter.
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Table 14: RMSFE relative to AR(1). Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.696 0.765 0.720 0.767
month 1 (flash) 0.525 0.527 0.473 0.531
month 2 0.372 0.295 0.385 0.303
month 3 0.300 0.437 0.327 0.314
Notes: results refer to the LARS pre-selection. Bold values
indicate the best RMSFE ratio for a given month.

Table 15: Diebold-Mariano test. Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.07 0.06
month 1 (flash) 0.44 0.06
month 2 0.96 0.95
month 3 0.19 0.75
Notes: the table reports the p-values of the test with
bold values indicating a significance level of 10%.

Table A.5 and Table A.6 in Appendix A present corresponding results with a maxi-

mum of two real factors for Model 2, supporting our previous findings.

4.3.5 Sensitivity to pre-selection in real-time

One of the main features of the pseudo real-time exercise is the pre-selection of the

variables conducted in each quarter based on the prediction performance in the test set.

The inclusion of this step in the nowcasting procedure is motivated by the presumption

that, although some variables are relevant over almost the entire sample, some indicators

may gain relevance in specific periods of time while losing usefulness in others (e.g.,

during periods of financial turmoil or geopolitical tensions). On the other hand, a one-

shot selection of the variables creates a fixed dataset and may produce a computational
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gain.

Table 16 and Table 17 report the results when LARS pre-selection is applied only once

at the beginning of the out-of-sample, i.e., using the sample from 2001Q1 to 2014Q4.

The obtained findings align with previous evidence and demonstrate an improvement in

the nowcasting accuracy of Model 1 relative to Model 2. Moreover, these results further

affirm the two conclusions at the end of Section 4.2 regarding the statistically significant

contribution of financial variables in the first month of the quarter.

Table 16: RMSFE relative to AR(1). Pre-selection in 2014Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.628 0.686 0.622 0.698
month 1 (flash) 0.739 0.764 0.433 0.437
month 2 0.396 0.465 0.397 0.423
month 3 0.450 0.453 0.334 0.326
Notes: results refer to the LARS pre-selection. Bold values
indicate the best RMSFE ratio for a given month.

Table 17: Diebold-Mariano test. Pre-selection in 2014Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.09 0.08
month 1 (flash) 0.03 0.37
month 2 0.11 0.24
month 3 0.47 0.62
Notes: the table reports the p-values of the test with
bold values indicating a significance level of 10%.

In Appendix A (Nowcasting with one-time pre-selection), the same exercise is de-

scribed using the entire sample period 2001Q1 − 2022Q4 for performing only once the

pre-selection process and then using it for nowcasting over the out-of-sample 2015Q1 −

2022Q4.
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5 Concluding remarks

This paper provides a comprehensive analysis of the incorporation of weekly financial

variables into Factor MIDAS models, alongside traditional monthly macroeconomic vari-

ables, with the objective of assessing the capacity of financial variables to enhance the

accuracy of Italian GDP growth nowcasting. The use of weekly financial variables im-

proves the nowcasting, particularly at the beginning of the quarter, due to the lags in the

publication of the macroeconomic variables; there is a statistically significant improve-

ment in the nowcasting performance.

The robustness of these results is tested across several dimensions, including the

variable pre-selection method for factor estimation, the number of variables employed,

the granularity of the grid used to select the optimal number of variables, the number

of real factors considered, and the time-varying pre-selection ordering. Building upon

the research of Boivin and Ng (2006), Bai and Ng (2008), Schumacher (2010), Jardet

and Meunier (2022) and Chinn et al. (2023), our results align with their findings that

a targeted selection of variables for factor estimation improves the accuracy of Factor

MIDAS models.

The results suggest that not only does the inclusion of weekly financial variables in

the Factor MIDAS model not compromise the accuracy of nowcasting, but rather it has

the potential to enhance it, particularly during periods of major economic shocks, such

as the Covid-19 pandemic. Consequently, the forecaster has the opportunity to update

the nowcasts on a weekly basis to ensure timely monitoring of real GDP growth.

Further research might explore additional financial variables and alternative method-

ologies to effectively integrate high-frequency financial data into the modelling frame-

work, thereby improving the nowcasting accuracy. Moreover, it would be interesting to

extract common factors from blocks of similar variables, in the framework of hierarchical

dynamic factor models as proposed by Moench et al. (2013). Lastly, based on findings

presented by Ferrara and Marsilli (2013) regarding differences in the forecasting ability of

financial variables across the four main euro-area countries, performing robustness tests

across other countries would offer valuable insights into the generalizability of the results.

All these issues are left for future investigations.
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APPENDIX

A Further results

Nowcasting plots

Figure A.1 and Figure A.2 display the nowcasts of real GDP growth underlying Table 2.

Figure A.1: FAR-MIDAS out-of-sample nowcasts against real quarterly GDP growth
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(d) month 3

Notes: the values in the period 2020Q1− 2020Q4, enclosed by the two dashed gray lines, have been
halved to provide a more detailed view of the 2015− 2019 and 2021− 2022 out-of-sample periods. The
scale on the right side of the graphs represents the original values for the period 2020Q1− 2020Q4.
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Figure A.2: Factor-MIDAS out-of-sample nowcasts against real quarterly GDP growth
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Notes: the values in the period 2020Q1− 2020Q4, enclosed by the two dashed gray lines, have been
halved to provide a more detailed view of the 2015− 2019 and 2021− 2022 out-of-sample periods. The
scale on the right side of the graphs represents the original values for the period 2020Q1− 2020Q4.

Optimal number of variables n∗` for factor estimation

Figure A.3 displays the plots of the optimal number of variables n∗` used for factor

estimation, related to the results obtained from both Factor MIDAS models in Table 2

of Section 4.2. It can be observed that, starting from 2020 onwards, the optimal number

of monthly real variables (n∗m) tends to decrease and stabilize at relatively low values.
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Figure A.3: Optimal n∗` for 2015Q1− 2022Q4 out-of-sample.
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On the other hand, a relatively higher number of weekly financial data is selected

during the Covid-19 pandemic crisis, as they contain forward-looking information that is

useful to anticipate the downturn of economic activity. More specifically, it appears that

the optimal number of weekly indicators is equal or greater than the number of monthly

variables for both econometric setups.

Factor composition

Figure A.4 and Figure A.5 present, respectively, heat maps of estimated loading values

for the real and financial factors in the FAR-MIDAS and Factor-MIDAS Model 1, which

lead to the results of Table 2 in Section 4.2. The rows of each panel correspond to the

different categories of real and financial variables, while the columns correspond to the

quarters in the out-of-sample. The greater the factor loading associated with a specific

variable category, the more pronounced the color intensity becomes.

Figure A.6 and Figure A.7 show conversely the heat maps of the real factor loadings

of the FAR-MIDAS and Factor-MIDAS Model 2, respectively.
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Figure A.4: Factor loading composition of FAR-MIDAS Model 1.
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Figure A.5: Factor loading composition of Factor-MIDAS Model 1.

real financial

m
on

th
1

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

titoli pubblici

stock indices

price earning ratio

oas & ytm (banks+firms)

forward yield (eps+pe)

exchange rates

earnings per share

commodity futures

m
on

th
1
(fl
as
h)

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

titoli pubblici

stock indices

price earning ratio

oas & ytm (banks+firms)

forward yield (eps+pe)

exchange rates

earnings per share

commodity futures

m
on

th
2

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

titoli pubblici

stock indices

price earning ratio

oas & ytm (banks+firms)

forward yield (eps+pe)

exchange rates

earnings per share

commodity futures

m
on

th
3

20
15

 Q
1

20
15

 Q
2

20
15

 Q
3

20
15

 Q
4

20
16

 Q
1

20
16

 Q
2

20
16

 Q
3

20
16

 Q
4

20
17

 Q
1

20
17

 Q
2

20
17

 Q
3

20
17

 Q
4

20
18

 Q
1

20
18

 Q
2

20
18

 Q
3

20
18

 Q
4

20
19

 Q
1

20
19

 Q
2

20
19

 Q
3

20
19

 Q
4

20
20

 Q
1

20
20

 Q
2

20
20

 Q
3

20
20

 Q
4

20
21

 Q
1

20
21

 Q
2

20
21

 Q
3

20
21

 Q
4

20
22

 Q
1

20
22

 Q
2

20
22

 Q
3

20
22

 Q
4

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

20
15

 Q
1

20
15

 Q
2

20
15

 Q
3

20
15

 Q
4

20
16

 Q
1

20
16

 Q
2

20
16

 Q
3

20
16

 Q
4

20
17

 Q
1

20
17

 Q
2

20
17

 Q
3

20
17

 Q
4

20
18

 Q
1

20
18

 Q
2

20
18

 Q
3

20
18

 Q
4

20
19

 Q
1

20
19

 Q
2

20
19

 Q
3

20
19

 Q
4

20
20

 Q
1

20
20

 Q
2

20
20

 Q
3

20
20

 Q
4

20
21

 Q
1

20
21

 Q
2

20
21

 Q
3

20
21

 Q
4

20
22

 Q
1

20
22

 Q
2

20
22

 Q
3

20
22

 Q
4

titoli pubblici

stock indices

price earning ratio

oas & ytm (banks+firms)

forward yield (eps+pe)

exchange rates

earnings per share

commodity futures

39



Figure A.6: Factor loading composition of
FAR-MIDAS Model 2.
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Figure A.7: Factor loading composition of
Factor-MIDAS Model 2.

real

m
on

th
1

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

m
on

th
1
(fl
as
h)

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

m
on

th
2

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

m
on

th
3

20
15

 Q
1

20
15

 Q
2

20
15

 Q
3

20
15

 Q
4

20
16

 Q
1

20
16

 Q
2

20
16

 Q
3

20
16

 Q
4

20
17

 Q
1

20
17

 Q
2

20
17

 Q
3

20
17

 Q
4

20
18

 Q
1

20
18

 Q
2

20
18

 Q
3

20
18

 Q
4

20
19

 Q
1

20
19

 Q
2

20
19

 Q
3

20
19

 Q
4

20
20

 Q
1

20
20

 Q
2

20
20

 Q
3

20
20

 Q
4

20
21

 Q
1

20
21

 Q
2

20
21

 Q
3

20
21

 Q
4

20
22

 Q
1

20
22

 Q
2

20
22

 Q
3

20
22

 Q
4

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

20
15

 Q
1

20
15

 Q
2

20
15

 Q
3

20
15

 Q
4

20
16

 Q
1

20
16

 Q
2

20
16

 Q
3

20
16

 Q
4

20
17

 Q
1

20
17

 Q
2

20
17

 Q
3

20
17

 Q
4

20
18

 Q
1

20
18

 Q
2

20
18

 Q
3

20
18

 Q
4

20
19

 Q
1

20
19

 Q
2

20
19

 Q
3

20
19

 Q
4

20
20

 Q
1

20
20

 Q
2

20
20

 Q
3

20
20

 Q
4

20
21

 Q
1

20
21

 Q
2

20
21

 Q
3

20
21

 Q
4

20
22

 Q
1

20
22

 Q
2

20
22

 Q
3

20
22

 Q
4

wages

PPI

PMI

international trade

industry survey

industrial production

demand

CPI

consumer survey

coincident indicators

Nowcasting at weekly frequency

The purpose of the subsequent two charts (Figure A.8 and Figure A.9) is to illustrate the

predictive capability of Model 1, for both FAR-MIDAS and Factor-MIDAS specifications,

in nowcasting real GDP growth using all the available weekly financial data releases. The

red line represents Model 1 and demonstrates its ability to generate 12 weekly nowcasts

per quarter. In comparison, Model 2 (blue line) provides only 3 monthly nowcasts per

quarter.
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Figure A.8: FAR-MIDAS weekly nowcasts
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Figure A.9: Factor-MIDAS weekly nowcasts
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Nowcasting with single financial categories

The results of the Factor-MIDAS model with single financial categories, similar to the

approach used for the FAR-MIDAS model discussed in Section 4.2, are reported in Ta-

ble A.1 and Table A.2 here below.

Table A.1: RMSFE of Factor-MIDAS with single financial categories relative to AR(1).
Out-of-sample: 2015Q1− 2022Q4.

Model 1
Model 2forward yield price earnings oas & ytm exchange stock gov. commod.

(EPS and PE) earnings per share (banks + firms) rates indices bonds futures
month 1 0.758 0.748 0.688 0.723 0.771 0.755 0.756 0.750 0.760
month 1 (flash) 0.493 0.482 0.550 0.480 0.503 0.502 0.488 0.493 0.507
month 2 0.354 0.380 0.381 0.391 0.371 0.386 0.366 0.374 0.369
month 3 0.306 0.303 0.500 0.335 0.343 0.340 0.321 0.329 0.314
Notes: the results refer to the LARS pre-selection. The columns represent the financial category used for the estimation of the financial factor
in the Factor-MIDAS model, thus excluding all other financial categories from the dataset.

Table A.2: Diebold-Mariano test of Factor-MIDAS with single financial categories.
Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
forward yield price earnings oas & ytm exchange stock gov. commod.
(EPS and PE) earnings per share (banks + firms) rates indices bonds futures

month 1 0.37 0.06 0.04 0.03 0.90 0.29 0.31 0.15
month 1 (flash) 0.19 0.07 0.71 0.04 0.43 0.31 0.07 0.01
month 2 0.14 0.72 0.80 0.77 0.78 0.76 0.11 0.60
month 3 0.32 0.28 0.85 0.81 0.95 0.81 0.77 0.82
Notes: the results are related to the Factor-MIDAS models with LARS pre-selection. Bold values indicate rejection of null hypothesis of
equal predictive ability at 10% significance level.

Nowcasting with fixed n∗`

The nowcast results of the Factor-MIDAS model with a fixed number of variables for

factor estimation (n∗` ), as conducted in Section 4.3.2 focusing on the FAR-MIDAS model,

are reported in Table A.3 and Table A.4.
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Table A.3: RMSFE of Factor-MIDAS with fixed n∗` relative to AR(1). Out-of-sample:
2015Q1− 2022Q4.

n∗m, n∗w n∗m=n∗w=20 n∗m=n∗w=40 n∗m=n∗w=60 n∗m=n∗w=80 n∗m=n∗w=100
Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2 Mod. 1 Mod. 2

month 1 0.720 0.760 0.755 0.767 0.731 0.717 0.806 0.809 0.780 0.814 0.776 0.826
month 1 (flash) 0.473 0.507 0.486 0.507 0.459 0.474 0.470 0.530 0.472 0.531 0.493 0.564
month 2 0.385 0.369 0.359 0.358 0.408 0.434 0.386 0.424 0.388 0.425 0.455 0.478
month 3 0.327 0.314 0.332 0.298 0.285 0.297 0.359 0.385 0.426 0.456 0.469 0.533
average 0.476 0.488 0.483 0.483 0.471 0.481 0.505 0.537 0.517 0.557 0.548 0.600

Notes: the results refer to the LARS pre-selection. Bold values indicate the best RMSFE ratio for a given month.

Table A.4: Diebold-Mariano test of Factor-MIDAS with fixed n∗` . Out-of-sample:
2015Q1− 2022Q4.

Model 1 vs. Model 2
n∗m, n∗w n∗m=n∗w=20 n∗m=n∗w=40 n∗m=n∗w=60 n∗m=n∗w=80 n∗m=n∗w=100

month 1 0.01 0.07 0.71 0.48 0.21 0.15
month 1 (flash) 0.03 0.18 0.12 0.01 0.02 0.01
month 2 0.81 0.55 0.13 0.12 0.12 0.17
month 3 0.74 0.96 0.22 0.07 0.06 0.09

Notes: the results are related to the Factor-MIDAS models with LARS pre-selection. Bold values indicate rejection of
null hypothesis of equal predictive ability at 10% significance level.

Nowcasting with a maximum of two real factors

The following Table A.5 and Table A.6 report the nowcasting results with a maximum

of two real factors for Model 2, as conducted in Section 4.3.4 with a maximum of three.

Table A.5: RMSFE relative to AR(1). Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.696 0.740 0.720 0.751
month 1 (flash) 0.525 0.544 0.473 0.504
month 2 0.372 0.302 0.385 0.330
month 3 0.300 0.437 0.327 0.317
Notes: results refer to the LARS pre-selection. Bold values indicate
the best RMSFE ratio for a given month.
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Table A.6: Diebold-Mariano test. Out-of-sample: 2015Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.03 0.05
month 1 (flash) 0.11 0.03
month 2 0.95 0.88
month 3 0.19 0.70
Notes: the table reports the p-values of the test with
bold values indicating a significance level of 10%.

Nowcasting with one-time pre-selection

The following Table A.7 shows the RMSFE ratios obtained after applying the pre-

selection only once, as in Section 4.3.5, but this time using all the available data, i.e.,

2001Q1− 2022Q4. Table A.8 refers to the corresponding Diebold-Mariano test.

Table A.7: RMSFE relative to AR(1). Pre-selection in 2022Q4.

FAR-MIDAS Factor-MIDAS
Model 1 Model 2 Model 1 Model 2

month 1 0.728 0.887 0.675 0.777
month 1 (flash) 0.708 0.872 0.529 0.658
month 2 0.376 0.365 0.308 0.339
month 3 0.358 0.347 0.385 0.326
Notes: results refer to the LARS pre-selection. Bold values indicate
the best RMSFE ratio for a given month.
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Table A.8: Diebold-Mariano test. Pre-selection in 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.01 0.02
month 1 (flash) 0.07 0.02
month 2 0.72 0.10
month 3 0.56 0.80
Notes: the table reports the p-values of the test with
bold values indicating a significance level of 10%.

Alternative MCS with different statistics and confidence intervals

The following Table A.9, Table A.10 and Table A.11 pertain to the MCS test results

corresponding to Table 2 in Section 4.

Table A.9: Model Confidence Set (Tmax) - I.C. 80%. Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS AR(1)Model 1 Model 2 Model 1 Model 2
month 1 1 1 1 1 0.205
month 1 (flash) 1 1 1 1 0.343
month 2 1 0.593 1 1 ×
month 3 1 0.505 1 1 ×
Notes: results refer to the LARS pre-selection and report p-values of Tmax statistics
of Hansen et al. (2011) for a set of superior models (SSM), with a confidence level at 80%
(α=0.2). The symbol × indicates the exclusion of the model from the SSM.
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Table A.10: Model Confidence Set (Tmax) - I.C. 95%. Out-of-sample:
2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS AR(1)Model 1 Model 2 Model 1 Model 2
month 1 1 1 1 1 0.205
month 1 (flash) 1 1 1 1 0.355
month 2 1 1 1 1 0.170
month 3 1 1 1 1 0.169

Notes: results refer to the LARS pre-selection and report p-values of Tmax statistics
of Hansen et al. (2011) for a set of superior models (SSM), with a confidence level at 95%
(α=0.05). The symbol × indicates the exclusion of the model from the SSM.

Table A.11: Model Confidence Set (TR) - I.C. 95%. Out-of-sample: 2015Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS AR(1)Model 1 Model 2 Model 1 Model 2
month 1 1 0.078 0.646 0.060 0.430
month 1 (flash) 0.716 0.052 1 0.095 0.535
month 2 0.962 0.654 0.656 1 0.497
month 3 1 0.743 0.664 0.782 0.594

Notes: results refer to the LARS pre-selection and report p-values of TR statistics
of Hansen et al. (2011) for a set of superior models (SSM), with a confidence level at 95%
(α=0.05). The symbol × indicates the exclusion of the model from the SSM.

B Sensitivity to the out-of-sample

This Appendix presents the nowcasting results for different out-of-sample periods. The

purpose is, first, to provide insights into the performance of the Factor MIDAS models

excluding the Covid-19 pandemic and the Global Financial Crisis (GFC), i.e., in the

out-of-sample 2010Q1 − 2019Q4. The influence of the GFC is evaluated separately in

the second part of this Appendix, while the third part of the Appendix presents the

nowcasting performance post Covid-19, i.e., in the out-of-sample 2021Q1−2022Q4. The

last part of the Appendix also examines the influence of possible distorted estimations

derived from the Covid-19 shock.
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Nowcasting without the Global Financial Crisis and Covid-19

Table B.12 presents the RMSFE ratios for the out-of-sample period 2010Q1 − 2019Q4,

in which the GFC and the Covid-19 shock are not included. The main characteristic of

this out-of-sample is the presence of the Sovereign Debt Crisis in 2011−2012, which had

a relatively minor impact on GDP growth compared to the Covid-19 and the GFC.

Table B.12: RMSFE relative to AR(1). Out-of-sample: 2010Q1− 2019Q4.

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.832 0.828 0.823 0.844 0.948 0.977 1.061
month 1 (flash) 1.094 1.005 1.077 1.021 1.114 0.999 1.018
month 2 1.013 0.968 0.933 0.981 1.122 0.999 1.018
month 3 0.913 0.799 0.883 0.820 1.049 0.999 1.018
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each competing model and
the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month. The term “month 1 (flash)” indicates the
nowcasting produced in the first month also using the information of the flash GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE
model built with the Industrial Production Index (IPI) and an autoregressive term of order one.

The results show that, compared to the out-of-sample 2015Q1− 2022Q4, the Factor

MIDAS models lose much of the accuracy gain with respect to the AR(1). Notably,

Model 2 demonstrates superior performance in the third month, exhibiting the best

overall RMSFE ratio, supported by a p-value of nearly 1 in the Diebold-Mariano test,

which confirms that Model 1 does not possess the capability to outperform Model 2

(Table B.13). Moreover, there is no longer a statistically significant improvement in the

first month for Model 1. This implies that the inclusion of financial variables does not

offer considerable benefits during generally stable times, indicating that in these periods

macroeconomic variables alone are adequate for accurate nowcasting.

Table B.13: Diebold-Mariano test. Out-of-sample: 2010Q1− 2019Q4.

Model 1 vs. Model 2 Model 1 vs. AR(1) Model 2 vs. AR(1)
FAR-MIDAS Factor-MIDAS FAR-MIDAS Factor-MIDAS FAR-MIDAS Factor-MIDAS

month 1 0.55 0.24 0.08 0.05 0.07 0.09
month 1 (flash) 0.89 0.93 0.84 0.80 0.52 0.59
month 2 0.75 0.23 0.56 0.24 0.38 0.42
month 3 1.00 0.94 0.18 0.10 0.02 0.03
Notes: the table reports the p-values of the test with bold values indicating a significance level of 10%.
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Nowcasting during the Global Financial Crisis

Analyzing the nowcasting performance during the GFC in Table B.14, Model 1 exhibits

a less pronounced superiority in the first month compared to the period of Covid-19 and

subsequent years, as previously presented in the paper. Nevertheless, using the flash

GDP estimate in the first month leads to a statistically significant improvement at the

10% level, as indicated in Table B.15.

Table B.14: RMSFE relative to AR(1). Out-of-sample: 2008Q1− 2009Q4.

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.740 0.680 0.736 0.730 1.124 0.964 1.049
month 1 (flash) 0.666 0.704 0.645 0.734 1.146 1.096 0.904
month 2 0.700 0.655 0.753 0.629 1.060 1.099 0.908
month 3 0.479 0.484 0.479 0.446 0.962 1.099 0.908
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each competing model and
the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month. The term “month 1 (flash)” indicates the
nowcasting produced in the first month also using the information of the flash GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE
model built with the Industrial Production Index (IPI) and an autoregressive term of order one.

Table B.15: Diebold-Mariano test. Out-of-sample: 2008Q1− 2009Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.91 0.58
month 1 (flash) 0.10 0.08
month 2 0.69 0.86
month 3 0.46 0.76
Notes: results refer to the LARS pre-selection.
Bold values indicate rejection of null hypothesis of equal
predictive at 10% significance level.

Nowcasting excluding 2020

The results in Table B.16 and Table B.17 illustrate the nowcasting performance of both

Factor MIDAS models (FAR-MIDAS and Factor-MIDAS) when applying LARS pre-

selection over the 2021Q1−2022Q4 out-of-sample period, which excludes the most acute

phase of the Covid-19 pandemic in 2020.
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Table B.16: RMSFE relative to AR(1). Out-of-sample: 2021Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.226 0.539 0.267 0.514 1.048 1.049 1.320
month 1 (flash) 0.618 1.161 0.659 1.261 1.196 0.794 0.759
month 2 0.644 0.708 0.696 0.829 0.982 0.795 0.724
month 3 0.563 0.501 0.651 0.646 0.950 0.795 0.724
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each competing model and
the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month. The term “month 1 (flash)” indicates the
nowcasting produced in the first month also using the information of the flash GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE
model built with the Industrial Production Index (IPI) and an autoregressive term of order one.

Table B.17: Diebold-Mariano test. Out-of-sample: 2021Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.03 0.04
month 1 (flash) 0.02 0.01
month 2 0.20 0.18
month 3 0.72 0.53
Notes: results refer to the LARS pre-selection.
Bold values indicate rejection of null hypothesis of equal
predictive at 10% significance level.

The results of Table 3 are overall confirmed as in month 1 (with or without flash

GDP) Model 1 is significantly more accurate compared to Model 2.

Table B.18 and Table B.19 present the nowcast results using the t-statistics pre-

selection technique rather than LARS. A similar message is obtained: overall, even ex-

cluding the effect of the pandemic and the extremely large errors in model-based forecasts

in 2020, the model with factors extracted from real and financial variables is significantly

more accurate in the first month of the quarter compared to the model that solely relies

on the information from the real dataset.

These findings hold significant implications for GDP forecasting and highlight that in-

tegrating financial variables into a mixed-frequency regression framework improves now-

casting accuracy, especially in times of significant economic disruptions. Notably, these

conclusions possess broader validity and are not solely attributable to the Covid-19 pan-
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demic.

Table B.18: RMSFE relative to AR(1). Out-of-sample: 2021Q1− 2022Q4.

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.496 0.590 0.492 0.515 1.048 1.049 1.320
month 1 (flash) 0.833 0.857 0.872 1.114 1.196 0.794 0.759
month 2 0.539 0.666 0.552 0.665 0.982 0.795 0.724
month 3 0.748 0.729 0.818 0.777 0.950 0.795 0.724
Notes: results refer to the t-statistics pre-selection. Model comparison is based on the ratio between the RMSFE of each competing model
and the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month. The term “month 1 (flash)” indicates
the nowcasting produced in the first month also using the information of the flash GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE
model built with the Industrial Production Index (IPI) and an autoregressive term of order one.

Table B.19: Diebold-Mariano test. Out-of-sample: 2021Q1− 2022Q4.

Model 1 vs. Model 2
FAR-MIDAS Factor-MIDAS

month 1 0.01 0.34
month 1 (flash) 0.32 0.07
month 2 0.16 0.09
month 3 0.60 0.67
Notes: results are related to the t-statistics pre-selection.
Bold values indicate rejection of null hypothesis of equal
predictive at 10% significance level.

The Covid-19 shock and challenges for nowcasting

In 2020, as the pandemic unfolded worldwide, the variation exhibited by some macroe-

conomic time series was so extreme that it may have distorted the estimated coefficients

since March 2020, posing serious challenges to forecasting models (Bobeica and Hartwig,

2023).

To mitigate the potential distortion in estimations caused by the Covid-19 shock, in

this exercise the model parameters were estimated with information up to 2019Q4 and

kept fixed for nowcasting the GDP growth rate in 2020-2021. These fixed estimated

coefficients correspond to factors derived from a specific number of variables ordered by
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the LARS procedure. Consequently, both the optimal number of variables and their

ordering were held constant as of 2019Q4.

The results are displayed in Table B.20 and Table B.21, where only the FAR-MIDAS

and Factor-MIDAS models have fixed coefficients until the end of 2021. The enhance-

ments in nowcasting the first month of the quarter achieved by the inclusion of financial

information are no longer evident, leading to quasi-identical results between Model 1 and

Model 2 in both the FAR-MIDAS and Factor-MIDAS specifications. A possible explana-

tion for this outcome is that the financial factor had less weight in the model estimated

in 2019Q4, and the order of variables used to extract the factors remained unchanged as

of 2019Q4. As a result, when new data for 2020-2021 is added to the model, the financial

factor plays a much smaller role in the nowcasting process, resulting in nearly identical

nowcasts.

Finally, Table B.22 shows the results for the 2020-2021 out-of-sample without keeping

the parameters fixed, demonstrating that they are overall better for both model 1 and 2

in both specifications in each month.

Table B.20: RMSFE relative to AR(1). Out-of-sample: 2020Q1− 2021Q4

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.729 0.727 0.777 0.708 0.887 1.237 1.245
month 1 (flash) 0.641 0.630 0.595 0.599 0.592 1.166 1.108
month 2 0.602 0.619 0.570 0.547 0.655 1.195 1.092
month 3 0.523 0.597 0.540 0.569 0.524 1.195 1.092
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each
competing model and the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month.
The term “month 1 (flash)” indicates the nowcasting produced in the first month also using the information of the flash
GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE model built with the Industrial Production Index (IPI) and an
autoregressive term of order one.
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Table B.21: Predictive accuracy tests. Out-of-sample: 2020Q1− 2021Q4

FAR-MIDAS Factor-MIDAS
Model 1 vs. Model 2 Model 1 vs. AR(1) Model 1 vs. Model 2 Model 1 vs. AR(1)
DM GW HLN DM GW HLN DM GW HLN DM GW HLN

month 1 0.92 0.95 0.92 0.46 0.01 0.02 0.78 0.80 0.78 0.58 0.06 0.09
month 1 (flash) 0.85 0.87 0.85 0.24 0.16 0.18 0.13 0.11 0.13 0.21 0.16 0.18
month 2 0.35 0.35 0.35 0.20 0.14 0.16 0.87 0.89 0.87 0.18 0.15 0.17
month 3 0.20 0.19 0.20 0.16 0.14 0.16 0.06 0.04 0.06 0.16 0.13 0.15
Notes: results refer to the LARS pre-selection. Bold values indicate rejection of null hypothesis of equal predictive at 10%
significance level. The acronyms DM, GW and HLN refer respectively to Diebold-Mariano, Giacomini-White and Harvey-
Leybourne-Newbold tests.

Table B.22: RMSFE relative to AR(1). Out-of-sample: 2020Q1− 2021Q4

FAR-MIDAS Factor-MIDAS BRIDGE ARIMA Random
Model 1 Model 2 Model 1 Model 2 (indpro) (auto) Walk

month 1 0.692 0.706 0.717 0.732 0.887 1.237 1.245
month 1 (flash) 0.605 0.620 0.545 0.555 0.592 1.166 1.108
month 2 0.432 0.483 0.445 0.416 0.655 1.195 1.092
month 3 0.345 0.507 0.379 0.364 0.524 1.195 1.092
Notes: results refer to the LARS pre-selection. Model comparison is based on the ratio between the RMSFE of each
competing model and the RMSFE of the AR(1) process. Bold values indicate the best RMSFE ratio for a given month.
The term “month 1 (flash)” indicates the nowcasting produced in the first month also using the information of the flash
GDP estimate. “BRIDGE (indpro)” refers to a BRIDGE model built with the Industrial Production Index (IPI) and an
autoregressive term of order one.
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