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SYSTEMIC RISK AND SYSTEMIC IMPORTANCE MEASURES 
DURING THE CRISIS 

 

by Sergio Masciantonio† and Andrea Zaghini‡ 

 

Abstract 

Systemic risk and systemic importance are two different concepts that emerged from the 
crisis and are now widely employed to assess the potential impact of shocks that hit one 
specific bank on the banking system as a whole. However, these two measures are often 
improperly used and misunderstandings arise. This paper sheds light on their meaning, 
methodology and information content. Empirically, the two measures provide different 
information; it is therefore worth investigating both to thoroughly understand single name and 
aggregate systemic risk exposure. In addition, by relying on the standard risk management 
perspective, we suggest how to integrate systemic importance and systemic risk concepts. We 
provide two new measures of systemic risk exposure and compare them with the standard one 
(SRISK). 
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1. Introduction1

The global financial crisis started in 2007 has been a watershed for various fields of economics. 
With its widespread disruption of financial markets and the rapid transmission among financial 
institutions that almost brought the entire financial system to its knees, the crisis highlighted the 
lack of understanding of many macro-financial linkages and the existence of several crucial flaws 
in the global financial framework. The new issues under investigation can be grouped in two 
main fields: systemic risk (Brunnermeier and Oehmke, 2013) and systemic importance (FSB, 
2011). The two notions can be thought of as the two sides of the same coin. However, they 
have mainly been studied separately and some sources of misunderstanding still exist. The main 
purpose of the paper is to shed light on their characteristics and distinctions, both conceptually 
and empirically, and to provide a unique framework through which assess and combine their 
information content. 

Concerning systemic risk, it can be fairly said that, before the eruption of the crisis, 
financial risk was poorly understood, measured, managed and regulated (Bernanke, 2012). The 
poor understanding of financial risk lays its foundations in the popular concept that risk can be 
mitigated through its redistribution among market agents. This concept is entirely rational at the 
firm’s level. However, it hides the fact that risk redistribution and diversification does not 
eliminate risk itself. Aggregate risk was generally out of the radar before the crisis and its 
relationship with the risk borne by each market agent was only rarely taken into consideration. 
No wonder that before the global financial crisis the problem of systemic risk had a much lesser 
relevance in the economic debate. 

Academic contributions trying to fill this gap flourished after the crisis. Before the crisis, 
a proper way to measure systemic risk did not exist. Analogously there were no measures about 
the contribution of each financial institution to systemic risk. Nowadays, the number of 
proposed measures is proliferating, and some of them – given their robustness – are starting to 
be considered as benchmarks (SRISK, CoVaR, etc.).2 

1The authors would like to thank Piergiorgio Alessandri, Marianna Caccavaio, Claudia Champagne, 
Rob Capellini, Matthieu Chavaz, Pavel Chichkanov, Giuseppe Grande, Michael Imerman, Stan Maes, 
Evarist Stoja, Matthew Willison and Maria Velentza for helpful discussions and useful suggestions. Part 
of the paper was written while Andrea Zaghini was visiting the Bank of England; he would like to thank 
the Stress Testing Strategy Division for their hospitality. The views expressed in the paper do not 
necessarily reflect those of the Bank of England, the Bank of Italy and the European Commission. 

2 This effort was flanked by a considerable determination by financial regulators and policy makers to 
improve the way market agents manage their risks and to update financial regulations in order to take 
account of the systemic risk. To improve the management of individual risks, for instance, financial 
institutions were forced to increase their capital levels, to improve the quality of the capital held, to 
reduce their reliance on short-term funding, to increase the risk-weighting of several assets categories. 
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Systemic importance is a different concept and it is related to, but not limited to, the 
“too-big-to-fail” issue. The latter, although not new (Mishkin, 2006), gained further 
consideration after Lehman Brothers’ disorderly bankruptcy in 2008. It was then clear that the 
collapse of a single, possibly not very big, but deeply interconnected financial institution could 
have a systemic impact on the global financial system. Therefore, financial regulators around the 
world decided to effectively tackle the problem of financial institutions of a systemic dimension. 
Their failure had to be made less likely and, should any occur, less severe and disruptive, in 
order to reduce the likelihood of a public bailout (FSB, 2011). In addition, also contagion effects 
should be made less likely and largely mitigated. 

First of all, to effectively address the problem of systemic dimension, large and 
potentially threatening institutions need to be identified. While size is certainly important, a 
bank’s systemic impact is also likely to be positively associated to its interconnectedness, which 
can capture its potential for contagion to other financial institutions; to the lack of readily 
available substitutes and to its overall complexity, which can jeopardize the resolution of 
existing contractual obligations (IMF/BIS/FSB, 2009). Therefore, in 2011 the Financial Stability 
Board (FSB 2011) published an integrated set of policy measures to address the systemic and 
moral hazard risks associated with global systemically important financial institutions (SIFIs). In 
the same publication the FSB identified an initial group of global systemically important banks 
(G-SIBs) using a methodology developed by the Basel Committee on Banking Supervision 
(BCBS) which assesses five bank characteristics: size; interconnectedness; substitutability; 
complexity; and cross-jurisdictional activity (BCBS 2011a, BCBS 2013). By 2019, G-SIBs will be 
required to hold additional capital and a proper total loss absorbency capacity to be bailed-in in 
case of resolution (FSB, 2014). Given the significant consequences of being labelled a G-SIB, 
the assessment methodology and the final score/ranking should be fully understood by the 
banks under scrutiny and the financial market in general. 

A straightforward issue, related to both systemic risk and systemic importance, is their 
contribution to the systemic fragility of the global financial market. This issue lies in the micro-
prudential view of systemic risk (Acharya and Öncü, 2013), where systemic risk contribution 
(SRC) arises from the spillover of financial distress of a single financial institution to the rest of 
the financial sector. Besides the measurement of the actual level of systemic risk in the financial 
system, this micro-prudential view is faced with two slightly different and complementary issues. 
The time-varying contribution of each financial institution to the aggregate systemic fragility 
depends crucially on the measurement of the risk borne by each institution and the systemic 
impact that the failure of a financial institution might have on the rest of the financial system. 
Therefore, in this perspective, the contribution to the overall systemic fragility could arise from 
an institution’s state-contingent riskiness, from an institution’s structural systemic dimension, 
and potentially from the interaction of the two. In the paper we will follow this line of reasoning 
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when looking at and integrating the two kinds of measures. Indeed, while in recent years several 
measures of systemic risk have been suggested and many papers proposed comparisons among 
different measures, most of the contributions focused on the theoretical properties of models 
dealing with systemic risk alone. The relationship between systemic risk and systemic 
importance has attracted much scarcer interest in the literature. This paper tries to fill this gap, 
and put both systemic risk measures and systemic importance measures in a broader 
perspective. 

In order to investigate the relation between the two concepts, we rely on selected 
measures of systemic importance and systemic risk. As far as systemic importance is concerned, 
given that the scores stemming from the BCBS methodology are not available before 2010, we 
rely on the systemic importance indicator (SI) by Alessandri et al. (2015), which employ a 
methodology that is consistent with the BCBS approach and it is based on publicly available 
data for a large set of banks (Masciantonio, 2015). Concerning systemic risk, we rely instead on 
two commonly used measures: the marginal expected shortfall (MES) by Acharya et al. (2017) 
and the delta conditional Value-at-Risk (ΔCoVaR) by Adrian and Brunnermeier (2016). Using 
those indicators, we are able to provide an assessment and a comparison of the information 
content of the different measures throughout the financial crisis. Moreover, given the growing 
relevance of the role of the domestic systemically important banks (D-SIBs), we replicate the 
analysis at the European Union (EU) level (BCBS, 2012 and EBA, 2014). 

As a further contribution, we suggest that the traditional risk management framework 
can be used as the common background through which interpret the systemic importance and 
systemic risk concepts. We start from the fact that more elaborate risk measures (as for instance 
the SRISK by Acharya et al. 2012 and Brownlees and Engle 2017) try to merge the bank’s SRC 
with the monetary loss in case of default, thus they are different from standard systemic risk 
measures and provide an assessment of what can be called “systemic risk exposure” (SRE). 
Measures of the SRE type are commonly based on the standard risk management framework; 
we show that they can be decomposed into two part: a SRC component multiplied by a measure 
of the systemic exposure of the bank. We argue that the systemic importance indicator 
discussed in the paper can be used as the baseline systemic exposure measure. Thus a possibly 
new measure emerges from the product of the two components and we label it the “systemic 
expected exposure” (SEE). The integration of systemic risk and systemic importance measure 
can be usefully implemented by regulators and supervisors in order to more carefully assess the 
risks faced by the banking system and the consequences for the overall financial stability. 

The rest of the paper is organized as follows. Section 2 briefly explores the current state 
of the debate in the literature. Section 3 describes the selected systemic risk and systemic 
importance measures and provides the rationale for the adoption of the risk management 
framework. Section 4 presents an assessment of the information content of the selected 
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measures. Section 5 analyses and compares the dynamics of the different integrated measures of 
systemic exposure over the crisis period. Section 6 investigates the role of G-SIBs, D-SIBs and 
international subsidiaries. Section 7concludes. 

2. The literature 

Recently, several broad and detailed definitions of systemic risk have been proposed, 
such as “externalities which, if unheeded, could jeopardize financial stability” (Angelini et al. 
2012), or “the threat that developments in the financial system can cause a break-down of the 
financial system and massive damages to the real economy” (Trichet, 2009). Following a formal 
request from the G20 group, IMF, BIS and FSB published in 2009 a joint Report 
(IMF/BIS/FSB, 2009) that offers two clear intuitions about systemic importance and systemic 
risk. Systemic risk is “the risk of disruption to financial services that is caused by an impairment 
of all or parts of the financial system and has the potential to have serious negative 
consequences for the real economy”. Conversely, “a financial institution is considered 
‘systemically important’ if its failure or malfunction causes widespread distress either as a direct 
impact or as a trigger for broader contagion”. The two definitions highlight the different nature 
of the phenomena: systemic risk is related to the time-varying probability that a dangerous event 
for the financial stability may happen, whereas the concept of systemic importance hinges on 
the magnitude of the disruptive effects that a default of an institution may cause. 

Also at the micro level, several measures of the contribution of each institution to the 
overall systemic risk have been proposed in the most recent years. However they are often 
aimed at conceptualizing, defining and measuring different aspects of systemic risk. Among the 
most followed one, Acharya et al. (2017) define the systemic risk (contribution) of a financial 
institution as the propensity to be undercapitalized when the system as a whole is 
undercapitalized and propose their systemic expected shortfall index (SES) as a general measure. 
Partly building on that, Acharya et al. (2012) and Brownlees and Engle (2017) introduce the 
SRISK index. The SRISK of a financial institution is defined as the expected capital shortage 
the corporation would suffer in case of a systemic event. Both the SES and the SRISK are based 
on the concept of marginal expected shortfall (MES), which is the expected loss that an investor 
in the shares of a financial firm would suffer were the market experiencing a substantial decline, 
a proxy of a systemic event.  

Adrian and Brunnermeier (2016) suggest a measure, the ΔCoVaR, which has a specular 
perspective with respect to MES. It is based on the Value-at-Risk (VaR) of the overall financial 
system conditional on an individual institution being under distress. Although the two measures, 
MES and ΔCoVaR, differ in perspective, they share the same approach aimed at examining the 
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co-dependence of single institutions with the overall financial system’s health (Bisias et al., 
2012).3 

Given the very large heterogeneity and size of the literature on the systemic risk 
contribution (SRC), also the number of papers comparing the different measures has flourished. 
For instance, Bisias et al. (2012) provide a superb survey of the growing number of systemic risk 
measures, with clear descriptions and evaluations of their analytical properties. However, most 
of the contributions are focused on the analytical properties of the indicators, rather than on the 
empirical results arising from their application to real-world data (Löffler and Raupach 2013, 
Benoit et al. 2016). 

A common feature of SRC measures is that they are market-based: relying on several 
different market-data sources, they are likely to encompass the overall degree of risk aversion 
and the market’s idiosyncratic risk perceptions towards an institution. This in turn points to a 
possible drawback of the market-based models: their limited universality. Being based on 
financial markets data they can be applied only to a subset of existing financial institutions – 
those publicly listed and traded – neglecting non-listed banks and foreign subsidiaries. This issue 
can involve a relevant number of banks, and it is particularly important when subsamples of the 
global economy are considered to detect D-SIBs. All in all, the different nature of the SRC 
measures, the historic variability and their possible applicability limit, often accompanied by 
significant modelling complexity, make SRC measures not always suitable for supervisory and 
regulatory purposes. 

On the other end of the spectrum, systemic importance measures have mainly been in 
the spotlight of financial regulators. It should be not surprising that regulators tend to prefer 
measures of risk that rest on general and specific firm characteristics, business models, and 
levels of transactions in specific markets or instruments (thus mainly balance sheet data), rather 
than relying on market-sensitive data (BCBS 2011a, 2013). Indeed, the features usually taken 
into account can be considered as “structural” as they change only very slowly and tend to 
present a limited variability over the cycle. 

Even though other methodologies have been proposed to measure systemic importance, 
the one proposed by BCBS (2011a, 2013) represents the state of the art in the process of 

3 In addition to the quoted measures and papers there are many other contributions, the literature on 
the topic is huge. For instance, and without the aim of being exhaustive: Huang et al. (2012) measures 
the systemic risk of the banking sector as a hypothetical distress insurance premium (DIP): the insurance 
cost to protect against losses in a distressed banking system. Tarashev et al. (2009) present a 
methodology that takes as inputs measures of system-wide risk and allocates them to individual 
institutions relying on the Shapley value. Based again on Shapley values, Drehmann and Tarashev (2011) 
propose a measure to evaluate the contribution of interconnected banks to systemic risk which depends 
materially on the bank's role in the interbank network. Dungey et al. (2013) propose a network-based 
methodology to rank systemic risk contributions. 
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identifying and quantifying the systemic importance of financial institutions. It involved the 
joint work of supranational institutions, national supervisory authorities and market 
participants.4 The BCBS approach relies on a simple indicator-based procedure grounded on 
five sources of systemic importance to be calculated for each bank: size, interconnectedness, 
substitutability, complexity, and cross-jurisdictional activity. Thus it encompasses several 
dimensions of systemic importance, which are captured by both quantitative and qualitative 
indicators. In 2011, the FSB adopted the BCBS approach to compute the systemic score of 75 
large banks and provided first “official” list of G-SIBs.5 

For the analysis intended in the paper, there are two main drawbacks stemming from the 
BCBS/FSB evaluation process: 1) the systemic importance scores have not been made public 
yet for all the bank under scrutiny; 2) the ranking of G-SIBs starts from 2010 only, well after the 
burst of the global financial crisis. In addition, the fact that the process deals exclusively with the 
global economy, and the possibility to override the scores by supervisory judgment – although 
limited in scope – somewhat blur the transparency of the process. In an attempt to amend these 
shortcomings, Masciantonio (2015) implemented the BCBS (2011a) procedure relying 
exclusively on publicly available data. The author provides the first complete ranking of banks 
according to systemic importance for 2010 and 2011, and he shows a very good matching with 
respect to the FSB (2011) selection. Refining the methodology, Alessandri et al. (2015) provide 
for the period 2007-2012 not only the rankings but also the values of the systemic importance 
index (SI) for three different samples of top 100 banks: the global economy, the EU and the 
euro area. Examining separately the subsets of banks for the EU and the euro area is important 
at the “local” level, since several banks might have a significant impact on the domestic financial 
system even if they are not systemic from a global point of view (BCBS, 2012;  EBA, 2014). 

The literature has not yet adequately dealt with the integration between systemic risk and 
systemic importance measures, neither from an analytical nor an empirical point of view. In 
addition, the recent empirical contributions are employing very heterogeneous definitions of 
systemic importance (often based on the relative or absolute size of banks but even on measures 
of systemic risk) when analyzing it in relation with standalone risk measures (as CDS spreads or 
market returns) and systemic risk measures (usually ΔCoVaR and SRISK). 

4 Among the other methodologies, ECB (2006) proposes an identification of large and complex 
banking groups for the assessment of the stability of the euro-area financial system; the 2010 US federal 
law known as Dodd Frank Act sets a threshold of $50 billion in the book value of assets for a bank 
holding company to be designated as systemically important. In addition, FSOC (2011) looks at non-
bank financial institutions and IAIS (2013) focuses on Global Systemically Important Insurers (G-SIIs). 

5 Every year, the FSB provides a rank of global systemically important banks (G-SIBs), however 
never disclosing the score values. The selected SIBs are allocated to four buckets of increasing capital 
surcharges (up to 2.5% of risk-weighted assets). An additional empty bucket of 3.5% of risk-weighted 
assets is proposed to discourage further systemic increases. 
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For instance, Völz and Wedow (2011) use, in their analysis of banks’ CDS spreads, both 
a linear and a quadratic term of the ratio of the market capitalization over home country’s GDP 
to proxy the systemic importance of a bank. From the one hand, they find that larger banks 
generally show lower CDS spreads, supporting the existence of the traditional too-big-to-fail 
(TBTF) effect; from the other hand, they report that the relationship between bank size and 
CDS spreads reverts at some point, hinting that very big banks have already reached a systemic 
dimension that makes them too big (or too systemic) to bail out. Bertay et al. (2013) make a 
distinction between a bank’s absolute size (measured by the log of total assets) and its systemic 
size (computed as the liabilities-to-GDP ratio). They find that bank asset returns and the return 
on equity increase with absolute size but decline with systemic size. Barth and Schnabel (2013) 
use instead a systemic risk measure (ΔCoVaR) to take into account the systemic dimension of 
banks, while they refer to the ratio of total assets over GDP as the measure of their absolute 
size. They report that a higher systemic contribution is associated with lower CDS spread, 
suggesting that instead of the traditional TBTF effect we are already facing a too-systemic-to-fail 
effect. Zaghini (2014) analyses the evolution of the market monitoring of large banks (according 
to total assets) and G-SIBs (according to the FSB ranking in 2012 and 2013). He finds that while 
before the financial crisis G-SIBs enjoyed a lower spread on the primary bond market, as all 
other big banks, after the crisis they had to face an increased market monitoring, namely higher 
bond spreads. Finally, Laeven et al. (2016) rely on the banks’ size as the proxy of systemic 
importance and both ΔCoVaR and SRISK as measures of systemic risk. They study the 
variation in the cross-section of standalone risk (equity market returns) and systemic risk of 
large banks during the financial crisis (2007-2008). They find, in particular, that systemic risk 
grows with bank size and it is inversely related to bank capital, and this effect exists above and 
beyond the effect of bank size and capital on standalone bank risk. 

In the remainder of the paper, we first describe the main characteristics of selected 
systemic importance and systemic risk measures, then work toward their integration into a 
unique framework and a full exploitation of their different information contents. 

3. The systemic expected exposure: concepts and data 

The rationale for interpreting systemic importance within the same framework as systemic risk 
lays in the type of information they provide. The interdependency of the two concepts can be 
easily understood resorting to the perspective embedded in standard risk management 
indicators. Disentangling this relation is the aim of this Section. 

The design and operation of risk-management systems has been at the core of the 
efforts of the banking industry in the two decades before the global financial crisis. The 
management of market risk, with its ubiquitous VaR, has been the cornerstone of the discipline, 
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which soon extended the same methodologies to the management of credit and operational risk 
(Crouhy et al., 2001). Although risk management models had been harshly criticized for their 
failure to detect actual risk during the global financial crisis, the main models of valuation and 
risk assessment are still at the core of risk management of financial institutions, also thank to the 
role they play in the computation of capital adequacy requirements in the Basel framework. It is 
thus not surprising that the risk management perspective has commonly been used in the 
literature to develop measures of systemic risk (see, for instance, Lehar, 2005, and Yamai and 
Yoshiba, 2005). Indeed, standard risk management measures used at the bank’s portfolio level, 
like the value-at-risk (VaR) and the expected shortfall (ES), can be easily adapted to the financial 
system to gauge the systemic risk exposure of the whole banking sector. 

In particular, systemic risk crucially depends on the measurement of the ex-ante, ex-post 
and contemporaneous probability distribution of a systemic event. The most direct measures of 
systemic risk are given by the joint conditional distributions of negative outcomes of financial 
institutions. Indeed, a high comovement in negative territory of single-name and market-wide 
asset returns accounts for a higher systemic risk contribution. Systemic risk measures gauge the 
increase in tail comovement that might arise due to the spreading of financial distress across 
institutions (Adrian and Brunnermeier, 2016).  

In this group of measures we find the already mentioned ΔCoVaR by Adrian and 
Brunnermeier (2016) and the MES by Acharya et al. (2017), which we will use throughout 
analysis. Both ΔCoVaR and MES are derived by extending to the whole financial system two 
standard risk measures commonly used in commercial banks to measure firm-level risk: the 
value-at-risk (VaR) and the expected shortfall (ES), respectively. 

More in detail, the VaR is the most that a bank loses with confidence 1 – α, that is:  

Pr(Rj < -VaRα)=α, where Rj is the bank’s return (Acharya et al., 2017). The CoVaR of an 

institution is the VaR of its asset value (for a given α) conditional on another event (market 
distress). Finally, the ΔCoVaR measures the contribution of each institution to the systemic risk 
as the difference between the CoVaR of the financial system conditional on that institution 
being in distress (i.e., the individual j stock’s return being equal to its 𝛼𝛼% VaR value), and the 
CoVaR of the financial system in the median state of the institution (𝛼𝛼=50): 

∆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�𝑅𝑅𝑀𝑀|𝑗𝑗 ,α� = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�𝑅𝑅𝑀𝑀|𝑗𝑗 ,α� − 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�𝑅𝑅𝑀𝑀|𝑗𝑗, 50�   (1) 

where RM is the market portfolio return. 
While several observers find the ΔCoVaR one of the most accurate systemic risk 

indicators (IMF, 2011; Arsov et al., 2013), Adrian and Brunnermeier (2016) show that there 
might be a loose link between an institution’s VaR and its contribution to the systemic risk 
measured by the ΔCoVaR. Thus, relying on the ΔCoVaR alone might not be sufficient for a 
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thorough assessment of the financial sector systemic risk (Bisias et al., 2012). Moreover, Acharya 
et al. (2012) show that CoVaR measures are not explicitly sensitive to size and leverage.  

As concerns our second systemic risk measure, it is derived from a bank’s ES, which is 
its expected loss conditional on the loss being greater than the VaR. Acharya et al. (2017) define 
the MES as the marginal contribution of firm j to the expected shortfall of the financial system. 
More formally, the MES of firm j is the expected value of the stock return RM conditional on 
the market portfolio taking a loss greater than its Value-at-Risk at 𝛼𝛼%: 

𝑀𝑀𝑀𝑀𝑀𝑀(𝑅𝑅𝑗𝑗, α) = 𝐸𝐸�𝑅𝑅𝑗𝑗|𝑅𝑅𝑀𝑀 < 𝑉𝑉𝑉𝑉𝑉𝑉(𝑅𝑅𝑀𝑀,𝛼𝛼)�                               (2) 

Higher levels of the MES imply that firm j is more likely to be undercapitalized in the bad states 
of the economy and thus contribute more to the aggregate risk of the financial system.6 

ΔCoVaR and MES can be seen as complements, rather than substitutes, given their 
specular perspective. While the ΔCoVaR aims at measuring the risk on the system posed by 
individual institutions, the MES points at measuring the risk on an individual institution posed 
by a systemic distress. However, the two measures have a similar nature, as they are both based 
on the joint distributions of asset returns. They are a-theoretical and just provide an estimate of 
correlated losses, rather than a causality link. In this light, it is particularly useful to compare the 
information that these two measures can provide. 

An important difference exists between idiosyncratic VaR and ES and their systemic 
counterparts, ΔCoVaR and MES. While the former are calculated on the basis of actual profit 
and loss distributions, the latter are calculated on the basis of conditional stock returns 
distributions, which provide a standardized measure of a bank’s market performance. Therefore, 
the distress used in these measures is based on stock prices declines of an institution and of the 
financial system (proxied by the stock index). Various negative stock returns thresholds are used 
to proxy crisis or distress scenarios. 

While ΔCoVaR and MES can actually assess quite carefully the degree of systemic risk 
contribution of each institution, they lack the ability to properly take into account the impact 
dimension. Other measures, such as the SRISK by Acharya et al. (2012) and Brownlees and 
Engle (2017) or the SES by Acharya et al. (2017), try to combine the information implied in the 
joint probability distributions with the loss (or capital shortfall, CS) incurred in a systemic event. 

6 Brownlees and Engle (2017), in order to include the MES in their SRISK framework, rely on an 
advanced econometric technique for the estimation. They propose a bivariate conditionally 
heteroskedastic model to determine the dynamics of the log stock return of a firm and the log market 
return at a given date. The specification requires estimating time-varying volatility and correlation, as well 
as non-linear tail dependence. A multi-step GARCH approach and a Dynamic Conditional Correlation 
approach are proposed for the first two, while a non-parametric kernel estimator is used to estimate the 
tail dependence. 
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Therefore the SRISK and the SES measure the bank systemic risk exposure (SRE), rather than 
the systemic risk alone. 

Both measures can be decomposed in a “risk” part and in an “exposure” part. For 
instance, starting from the SRISK definition (Acharya et al. 2012): 

SRISKi,t= Et-1(Capital Shortfalli|Crisis),       (3) 

it can be shown that the measure can be written as: 7 

SRISKi,t= f(MES) * (k * lev – 1) * Equityi,t           (4) 

Equation (4) shows that SRISK can be thought of as the product of (the elaboration of) a 

bank’s MES and a measure of the bank’s market exposure (as captured here by its market-based 

leverage and equity). In other words, the systemic risk exposure measured by the SRIK can be 

approximated by a systemic risk contribution measure times a systemic exposure measure.8 

 By generalizing this perspective, we suggest that SI (the systemic importance measure) 
can be regarded as a synthetic and more accurate measure of a bank’s systemic exposure. 
Indeed, systemic importance measures offer a normalized non-cyclical assessment of the 
potential impact on the whole financial system brought about by the failure of a financial 
institution.  

It is important to stress that systemic exposure should not be described in terms of a 
financial firm’s failure per se, but in the broader context of a firm’s overall contribution to 
system-wide failure. In this regard, systemic importance appears better suited than leverage, as 
used in SRISK and SES. Moreover, although leverage can provide a rough measure of the 
claims that the rest of the system has towards a given financial institution, systemic importance 
may more accurately rank the importance of the claims according to their complexity and the 
type of claimant. It can also capture other significant aspects when measuring a bank’s distress 
impact on the rest of the financial system, like its (non-)substitutability and its global clout. 

Therefore, equation (4) not only allows to interpret systemic risk and systemic 
importance under the same framework, but it also suggests a broader approach. Indeed, for 

7 See the Annex for the basic algebra. 
8As regards the SES, Acharya et al. (2017) show that the systemic risk of a firm is equal to the product 

of three components: the real social costs of a crisis per dollar of capital shortage; the probability of a 
crisis and the expected capital shortfall of the firm in a crisis. Their SES measure is then calculated 
relying on these components: the “size” of a firm’s exposure to systemic risk, that is its systemic 
importance (as proxied by its leverage), the MES (proxying the expectation of a firm’s contribution to 
realized systemic risk) and two interaction components (accounting for excess returns due to increased 
credit risk and excess cost of financial distress). The two most relevant variables to calculate the SES are 
the MES and the leverage of the firm. A similar reasoning to that performed above on SRISK, only more 
complicated, can be performed for the SES. 
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each bank and for the system as a whole, we can obtain a systemic risk exposure measure (SRE) 
as the product of a systemic risk contribution measure and systemic exposure measure: 

 SRE = SRC * SE.                (5) 

In order to actually compute our SRE measures, we use the ΔCoVaR and the MES as SRC 
measures, whereas the chosen SE measure is the SI by Alessandri et al. (2015). We call them 
systemic expected exposure (SEE) measures: SSE(COV) and SEE(MES), respectively.  

As already mentioned, the computation of both ΔCoVaR and MES is based on market 
data, while the SI relies on firm characteristics, mainly from balance sheet data. Being based on 
different sources of information and showing a different behavior over the business cycle, their 
joint analysis allows a more thorough measurement and understanding of the systemic risk 
exposure of an institution in absolute terms and over the cycle. Moreover, by construction, 
systemic importance measures do not take into account the proper risk – either systemic or 
idiosyncratic – incurred by a financial institution. In this light, there is a considerable scope for 
assessing their information content together with systemic risk measures. Moreover, while the 
separate analysis of the two kinds of measures has been the basic approach of supervisors, their 
integration may bring relevant additional information which is otherwise lost. 

An important backing for aligning systemic risk concepts with the risk management 
framework is given by the crucial role played by VaR and ES in present day banking risk 
management, regulation and supervision. While these measures strictly focus on bank’s 
idiosyncratic riskiness (and solvability), the global financial crisis showed that each bank’s 
contribution to systemic risk can be far more important, even when a bank is perfectly solvent 
(Flannery, 2014). It is evident that limiting the supervision to the idiosyncratic risk can be sub-
optimal both from a micro- and a macro-prudential perspective (Acharya et al. 2017). Thus, our 
broader approach could fit well in the supervisory toolbox. 
 As a further step, the role played by VaR and ES measures allows a comparison between 
the risk management framework and the typical credit risk framework – as originally set in Basel 
II (BCBS, 2006) and later updated in Basel III (BCBS, 2011b). Gordy (2003) presents a flexible 
model generalization showing how this approach to risk management and systemic risk could be 
easily reconciled with the most used credit-risk models. The latter models are based on the 
familiar concepts of probability of default (PD) and loss given default (LGD). The combination 
of the two leads, in the Basel framework, to the well-known Expected Loss concept 
(EL=PD*LGD). Basel credit risk framework is typically applied to the exposures of a bank’s 
loan portfolio. But, once we shift from the loan portfolio to the financial system perspective, 
the portfolio composed of several loans is equivalent to the financial system composed by 
several banks. Concepts similar to PD, LGD and EL could then be applied to banks in relation 
to the financial system. 
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For instance, it is easy to see that systemic importance can parallel, for the whole system, 
the LGD of a single bank distress  (BCBS 2011a). However, the definition of a bank’s PD might 
not fit well in a systemic risk context for two reasons.9 On the one hand, the PD is a too 
restrictive measure of risk. Indeed, banks very rarely default, but can more often find themselves 
in distress leading to contagion and increased systemic risk. During the global financial crisis, it 
has been common to see banks being taken over by rivals, bailed-out by governments or 
meddling through prolonged periods of distress. All these cases sparked considerable market 
turmoil and increased systemic risk, despite defaults rarely took place. On the other hand, a 
bank’s PD measures the idiosyncratic risk, while in the systemic context we are interested in a 
bank’s contribution to systemic risk. Therefore, the measurement of a bank’s contribution to 
systemic risk is a way to improve the Basel framework, which is designed to take into account 
each institution’s risk seen in isolation (Acharya et al., 2017).   

4. The Data 

As introduced in the previous section, to compute SEE(COV) and SEE(MES), our SRE 
measures, we rely on ΔCoVaR and MES data. As regards the former, we calculate the daily 
realization of the ΔCoVaR, for the period 2007-2015 and then we compute their monthly 
averages. ΔCoVaR calculations (at the 99th percentile) are based on Bisias et al. (2012) and their 
Matlab code. The financial system variation has been measured as the daily returns over the 
S&P500 for the global sample and as the daily returns over the DJ EUSTOXX for the EU 
sample. We compute the variation of each institution’s market-valued total assets as the daily 
returns of its market capitalization. The conditional distribution of the financial system and each 
bank is estimated as a function of a set of state variables. To remain in line with Adrian and 
Brunnermeier (2016) and Bisias et al. (2012), we include the following conditioning state 
variables: VIX index, change in the UST yield spread (10Y – 3M), change of 3M T-bill rate, 
change in credit spread (10Y BAA bonds – 10Y UST). Considering the high relevance of 
European banks within the global sample, we also include the euro-denominated yield spread 
(10Y – 3M) on German government securities.10 When the EU sample alone is considered, we 
include as conditioning state variables: the VSTOXX index, the change in the German and 

9 The same would apply to other credit risk concepts, like the expected default frequency, as in the 
Moody’s KMV Credit Risk framework (Crouhy et al., 2000), that are often used interchangeably with the 
PD. 

10 Note that the calculation of ΔCoVaR for a global sample may be less robust for banks 
headquartered in areas different from the US or Europe (e.g. Asia) and with a strong domestic 
orientation. In some instances the relation between the daily return of such banks with the SP500 or with 
the conditioning state variables can be relatively weak. 
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Italian yield spread (10Y – 3M), the change of 3M Euribor rate and the change in the EU credit 
spread (10Y BAA bonds – 10Y German Bund). All the above-mentioned series are sourced 
from Datastream. Monthly data for the MES are instead provided by the NY Stern Volatility 
Lab.11 

Table 1. Categories of systemic importance(1) 

 
Source: BCBS (2011a) 
(1) relative weights in parentheses  

As for the systemic importance measure, the SI by Alessandri et al. (2015) is based on 
the methodology developed by the BCBS (2011a, 2013) applied to publicly available data. In 
particular, the construction of the SI stems from 12 indicators grouped in five main categories 
of systemic importance: size, interconnectedness, substitutability, complexity, and cross-
jurisdictional activity (Table 1). The scores of these 5 categories are collected from the sample of 
the largest 100 banks in the reference samples (global economy and EU), according to their 
size.12 While size, interconnectedness and complexity are mainly calculated through balance 
sheet data, substitutability is calculated relying on industry league tables and cross-jurisdictional 
activity by decomposing BIS cross-jurisdictional banking statistics. All in all, the SI represents 

11 We thank Rob Capellini, V-Lab Director, for providing the data. 
12 As concerns the EU sample, following the BCBS (2012) document on D-SIBs, the top 100 banks 

are drawn not only from banks headquartered in the EU but also from subsidiaries of foreign banks. The 
inclusion of foreign subsidiaries in the sample accounts for the fact that the failure of a foreign banking 
group may impose costs to the economy hosting the subsidiary, especially when the foreign subsidiary 
plays an important role in the host financial system. 

1. Size:  
a)  Total exposures as defined for use in the Basel III leverage ratio (20%); 

2. Interconnectedness:  
a) Intra-financial system assets (6.67%); 
b) Intra-financial system liabilities (6.67%); 
c) Total marketable securities (6.67%); 

3. Substitutability:  
a) Assets under custody (6.67%); 
b) Payments cleared and settled through payments systems (6.67%); 
c) Values of underwritten transactions in debt and equity markets (6.67%); 

4. Complexity: 
a) OTC derivatives notional value (6.67%); 
b) Level 3 assets (6.67%); 
c) Held for trading and available for sale value (6.67%); 

5. Cross-jurisdictional activity:  
a) Cross-jurisdictional claims (10%); 
b) Cross-jurisdictional liabilities (10%). 
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banks’ actual systemic importance as defined by regulators, but measured through published 
data (Masciantonio, 2015).13 

Alessandri et al. (2015) apply this methodology to compute the SI over the period 2007-
2012 – well before the start of the FSB exercise – thus allowing the assessment of the role of G-
SIBs and EU-SIBs throughout the crisis. In particular, they obtain the subset of “systemically 
important” banks from the overall sample by selecting the banks which show an SI score higher 
than the average (100 basis points). 

In our analysis, we consider all the banks in the global and EU samples of Alessandri et 
al. (2015) – the top-100 banks in each year, according to their total assets, both systemically 
important or not – whose shares are publicly listed on a stock market.14 We expand the time 
horizon to cover the period 2007-2015. Since balance sheet data are publicly released to the 
market only with some delay (each institution releases data about financial year t-1 some months 
after its end, thus during year t), there is a closer connection with the market data of the 
following year. Therefore, as usually done in the literature when dealing with market data and 
balance sheet data, we associate systemic risk measures for year t with the SI score for year t-1. 

As a comparison for our results we use the SRSIK as the benchmark SRE measure. Also 
the estimates the SRISK are published by the New York Stern Volatility Laboratory at the daily 
and monthly frequency. 

Finally, our approach leads to another interesting issue: while it can be reasonably 
expected to find a positive correlation between SEE and SE (proxied by SI) or SEE and SRC 
(proxied by ΔCoVaR and MES), are SE and SRC measures correlated in any way? In particular, 
do systemically important banks have a higher systemic expected distress contribution? After all 
G-SIBs, as other TBTF institutions, enjoy an implicit guarantee to be bailed out by governments 
that could lead to higher risk-taking (Li and Zinna, 2014). Such an outcome would be no 
surprise, if one refers to the credit risk literature, where PD and LGD can well be correlated 
(Schuermann, 2004; Bohn and Stein, 2011). However, while the SRC could well show a cyclical 

13 Analogously to Alessandri et al. (2015) and to the BCBS (2013) updated rules text, for each bank, 
we calculate the score of each indicator by dividing the individual bank amount by the aggregate amount 
summed across all banks in the sample. The score obtained for each indicator is multiplied by 10,000 to 
express it in basis points. Once all the indicators have been computed, it is possible to calculate the 
overall score of every bank simply by adding up scores in each category and scaling the score up by 
10,000 to express it in basis points. It is then possible to rank all the selected banks according to their 
overall systemic importance and to identify the G-SIBs subset.  

14 Most of the G- and EU-SIBs are actually publicly listed. However, several banks of the EU-SIB set 
had to be dropped from the exercise, either because they are not included in the V-Lab set or because 
they are not publicly listed. They are: Fortis Bank, LBBW, DZ Bank, Credit Mutuel, Rabobank, 
Bayerische Landesbank, Dresdner Bank, BPCE Group (Caisse d’Epargne, Banques Populaires). When 
instead a bank is listed on multiple stock exchanges, we consider the stock price of the market where the 
bank is headquartered (e.g. NYSE for US banks, ‘A’ shares for Chinese banks, etc.). 
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behavior, the same is not true for the SE. So, conceptually, we would not expect a significant 
positive correlation between the two measures. In addition, the correlation between systemic 
risk contribution and systemic importance measures could lead to possibly non-linear outcomes 
in the SRE measurement, making the rationale for aggregating the individual components less 
strong. However, we show in the next section that in our framework the positive correlation 
does not happen to be in place and that both systemic importance and systemic risk 
contribution measures have to be taken into consideration as determinants of the SRE. 

5. Systemic importance vs systemic risk measures 

In order to have a first glimpse of the relationship between SE and SRC measures, Figure 
1 and Figure 2 show some scatter plots of the variables of interest over the period 2007-2015. 
The top graphs in Figure 1 plot the SI against the yearly MES averages in the global sample (left 
panel) and the EU sample (right panel). Both plots suggest at most a weak relationship between 
the two variables: for the global sample there is mild positive correlation which seems instead to 
almost disappear for the European sample.  

The bottom graphs substitutes the MES with the ΔCoVaR, as the SRC measure. Again, 
even though a higher variability is reported, there is no evidence of a significant relationship 
between the two variables in both samples. The significant dispersion of the ΔCoVaR 
distribution can be explained through the higher volatility of stock prices in some domestic 
stock markets, in particular those with a relatively limited liquidity.15  

Figure 1: scatter plots of MES and ΔCoVaR vs SI(1) 

Global sample EU sample 

  

15 For the global sample, in particular, this might also be due to a relatively weak reach of the 
conditioning state variables (mainly from the US and the EU) on some markets (e.g. China and Japan). 
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(1) Yearly averages over the period 2007-2014. The global sample consists of 639 bank/year 
observations, the EU sample consists of 498 bank/year observations. 

Figure 2 captures instead a relevant aspect of the relationship between the systemic risk 
exposure (measured by the SRISK) and SRC and SE. Differently from Figure 1, the top graphs 
show an evident positive relationship between the SRISK and the MES and the bottom graphs 
depict an even stronger positive relationship between the SRISK and the SI, for both the global 
sample and the EU sample. This evidence is broadly confirmed by looking at the correlation 
coefficients (Table 2): while there is just a mild correlation between our chosen SRC and SE 
measures in both samples, the correlation between the SRISK and the SRC measures is usually 
larger (but somewhat less clear when the ΔCoVaR is considered), and the correlation between 
the SRISK and the SE measure is a strong 80%. Therefore, this preliminary evidence supports 
the idea that the systemic risk exposure can be decomposed into a SRC and a SE component, 
and that both components independently contribute to the overall systemic risk exposure.16  

A more thorough analysis can be performed through panel regressions. We run two sets 
of regressions, with the same model specifications for both the global sample (Table 3) and the 
EU sample (Table 4). Equations are run with fixed-effects and robust standard errors clustered 
by bank. We employ Z-scores to allow an easier interpretation of the results and we rely on 
average annual data for the MES, the ΔCoVaR and the SRISK and lagged annual SI over the 
period 2007-2015.17 

 

16 Results about pairwise correlations hold also when SI is used in logs. 
17 As a robustness check we run all the regressions displayed in Table 3 and Table 4 relying on the 

contemporaneous values of the SI. In addition, we also introduced the log of total assets among the 
regressors to take into account a possible correlation with size (Leaven et al. 2016). No relevant 
differences emerged. 
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Figure 2: scatter plots of SI and MES vs SRISK(1) 

Global sample EU sample 

  

  
(1) Yearly averages over the period 2007-2014. The global sample consists of 639 bank/year 
observations, the EU sample consists of 498 bank/year observations. 

 

Table 2. Correlation coefficients 

 
Pairwise Pearson correlation coefficients based on annual data for 102 global banks and 80 EU banks 
over the period 2007-2014. Total observations: 648 (global sample), 508 (EU sample.). 
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In regression (1), the MES is the endogenous variable, while the SI is the regressor. The 
coefficient is not statistically significant neither in the global nor in the EU sample. The same 
applies in regression (2) where the ΔCoVaR is the endogenous variable: the absence of a 
relationship with lagged SI is still evident. The first hint is that the information stemming from 
the SI (the systemic exposure measure) and MES and ΔCoVaR (the systemic risk contribution 
measures) is more or less orthogonal. On the contrary, when the ΔCoVaR is regressed against 
the MES (regression 3) – there is a statistically significant positive relationship in both samples 
(even if the adjusted R2 is very low, particularly in the EU case). This is so because the MES and 
the ΔCoVaR are both meant to measure the systemic risk contribution of a financial institution 
– although with different methodologies. Similar set of regressions were run by Acharya et al. 
(2017) and by Adrian and Brunnermeier (2016), to show that a clear relation exists between 
MES and ΔCoVaR and other indicators of systemic stress (e.g. CDS, equity returns, capital 
shortfalls).  

We have the most interesting results when a measure of systemic risk exposure (SRISK) 
is used as the endogenous variable (regressions 4-7). When the SRISK is regressed against the 
MES in regression (4), the coefficient of the latter variable is positive and significant. However, 
the adjusted R2 is still small in both samples (0.10 in the global sample and 0.07the EU sample). 
Instead, when the SI is used as regressor (regression 5), not only is the coefficient positive and 
statistically significant in both samples, but also the adjusted R2 is substantially higher (0.66 and 
0.73 in the global sample and the EU sample, respectively). This goodness of fit is particularly 
relevant as it suggests that the systemic exposure is the main driver of the systemic risk 
exposure, while the contribution of the systemic risk contribution is of a minor dimension. 

 Regression (6) further strengthens this result. When both MES and lagged SI are 
included as regressors, their coefficients are positive and statistically significant. However, with 
respect to the regression including the SI only, the adjusted R2 records just a marginal increase, 
confirming a dominant role for the SI. The latter regression has been run for the EU sample 
also restricting the sample to the sole institutions headquartered in the EU, therefore excluding 
all the subsidiaries of non-EU banks (regression 7). The magnitude of the lagged SI coefficient 
increases significantly and the adjusted R2 raises to almost 90%. This in turn suggests that the 
European systemically important banks have a distinctive higher systemic risk exposure, thus 
their identification and monitoring is of the utmost relevance from a financial stability 
perspective. 

All in all, the reported evidence suggests that the chosen SE index (SI) yields 
substantially independent information with respect to the traditional systemic risk measures 
(MES and ΔCoVaR). In addition, the SI looks particularly relevant in contributing to the 
systemic risk exposure: when a bank has a high SI, it can be expected to have also a high SRISK, 
regardless of the systemic risk contribution.  
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 Table 3. Regression results: Global sample 

 
Notes: FE regressions. T-statistics in parentheses. Symbols  *, **, *** represent significance at the 
10%, 5%, 1% level. 

 

Table 4. Regression results: EU sample 

 
Notes: FE regressions. T-statistics in parentheses. Symbols  *, **, *** represent significance at the 10%, 
5%, 1% level. Regressions (1)-(6) refer to the whole EU sample, regression (7) refers to the EU sample 
when subsidiaries of non-EU banks are not taken into account 

A direct policy implication is that high-SI banks should be closely monitored since they 
are inherently a potential threat to the financial stability, regardless of their size. Moreover, it is 
worth stressing that the SI can also be calculated for non-listed financial institutions (being listed 
is instead a necessary requirement for asset-price based systemic risk measures), thus 
considerably enlarging the pool of scrutinized institutions. This circumstance is particularly 
relevant in the EU, where the share of SIBs which are not publicly listed cannot be neglected. 

SI (-1) -0.0469 0.0977 1.0518 1.001
(-0.49) (0.22) (12.28)*** (10.62)***

MES 0.3622 0.2288 0.2558
(2.76)*** (2.53)** (11.39)***

Constant 0.1405 0.1901 0.0362 -0.0087 0.1841 0.1251
(19.2)*** (14.5)*** (40.1)*** (-2.53)** (27.6)*** (19.91)***

Bank Dummies Yes Yes Yes Yes Yes Yes
Adjusted R2 0.048 0.062 0.108 0.097 0.662 0.716
N. of obs. 639 644 967 916 639 639

MES ∆CoVaR ∆CoVaR SRISK SRISK

Regressors (1) (2) (3) (4) (5)

SRISK

(6)

SI (-1) 0.0716 -0.2986 0.6999 0.6852 0.8144
(0.51) (-0.75) (5.14)*** (5.06)*** (12.36)***

MES 0.1548 0.1822 0.2062 0.2278
(3.93)*** (2.96)*** (4.36)*** (10.84)***

Constant 0.2278 0.1039 0.0145 -0.0029 0.1721 0.1251 0.0709
(15.5)*** (21.5)*** (9.5)*** (-20.1)*** (12.4)*** (11.19)*** (5.78)***

Bank Dummies Yes Yes Yes Yes Yes Yes Yes
Adjusted R2 0.021 0.031 0.012 0.068 0.727 0.738 0.894
N. of obs. 498 498 748 755 498 498 365

SRISK SRISK SRISKMES ∆CoVaR ∆CoVaR SRISK

(4) (5) (6) (7)Regressors (1) (3)(2)
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Thus, relying on systemic risk measures alone (or even together with systemic importance 
measures for the same set of listed banks) would exclude several banks which are instead 
relevant from the financial stability perspective. The overall assessment would fall short of the 
actual level of systemic fragility/resilience of the overall banking sector. Instead, given the high 
explanatory power of the systemic exposure in assessing the systemic relevance of banks, high-
SI non-listed banks can still be actively considered in systemic risk analysis by looking at their SI 
scores only. 

6. Systemic measures during the crisis 

In this Section we  study, over the crisis years, the behavior of the systemic risk exposure 
measures introduced in equation (5): the SEE(MES), which is the product of the (lagged) SI as 
systemic exposure and the MES as SRC, and the SEE(COV), which is the product of the 
(lagged) SI as SE and the ΔCoVaR as SRC.18 Even though both the MES and the ΔCoVaR are 
suitable SRC measures, their different perspective on systemic risk – as explained in Section 3 – 
suggests to look at the SEE(MES) and SEE(COV) as potential complements rather than strict 
substitutes.  

We analyze the development at the monthly frequency of the two measures together 
with the SRISK, which is a fully comparable measure of systemic risk exposure, for the global 
sample (Figure 3) and the EU sample (Figure 4). For the sake of exposition, the series presented 
in Figures 3 and 4 have been aggregated through a non-weighted average of single-bank values 
and the three risk indicators have been normalized (January 2008=100).19  

The three indicators seem to reflect the common wisdom about the difficulties faced by 
banks during the global financial crisis (2008Q3-2009Q2) and the sovereign debt crisis 
(2011Q3-2012Q3). Indeed, the level of systemic risk exposure suggested by the three measures 
peaks at the bankruptcy of Lehman Brothers and remains high for several quarters. A return to 
the 2008 levels is recorded only in the second half of 2009. However, strains to the global 

18 In other words, the computed SEE(MES) and SEE(COV) measures can be interpreted as the MES 
and the ΔCoVaR weighted for the systemic importance of each bank. This in turn implies that, while the 
level of SEE measures is due to the joint contribution of both indicators, the variability within a single 
year is entirely due to the chosen SRC measure. 

19 We think that also for the SRISK, which is a money value, the average is the most appropriate 
aggregation (the alternative being the simple sum). We base our assessment on the fact that the sample 
of banks is not fixed. Indeed, several banks entered or exited the top-100 bank sample during the period 
under review. Moreover, some of them were not publicly listed for all the period or were de-listed at a 
certain stage. Then, the evolution of the sum of SRISK over time might have reflected the change in the 
sample composition, rather than the time-varying risk. However, the actual difference between the series 
aggregated through the average and the sum appears to be small. 
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financial system resumes from 2010, when Greece disclosed significant fiscal unbalances which 
hampered the smooth access to financial markets of both the Greek sovereign and the private 
sector. Soon the crisis extended to other peripheral countries (Portugal and Ireland) and in the 
second half of 2011 became a truly euro area-wide systemic crisis when also Italy and Spain 
were involved. The sovereign debt crisis started to abate in 2011Q4, with the extraordinary 
measures undertaken by the ECB (Durré et al., 2013). In mid-2012 the EU Banking Union was 
first envisaged and, soon afterwards, Mario Draghi’s stance to do “whatever it takes” to 
preserve the euro, virtually put an end to the sovereign debt crisis in the euro area. 

Figure 3: SEE(COV), SEE(MES) and SRISK index over the crisis (global sample) 

 
Over the whole period the correlation coefficient is rather high, ranging from 55.3% 

between the SRISK and the SEE(COV) to 81.0% between the SRISK and the SEE(MES) in the 
global sample, and ranging from 41.5% between the SEE(COV) and the SEE(MES) to 79.1% 
between the SRISK and the SEE(COV) in the EU sample.  

Thus, at a first glance, Figures 3 and 4 seem to show a relatively similar pattern for the 
three measures of systemic exposure and point to a milder level of stress experienced during the 
sovereign debt crisis than that experienced during the global financial crisis for both samples. 
This should not be surprising, since the sovereign debt crisis affected mainly the euro area (and 
only some countries in particular) and was centered on sovereigns, rather than on banks like the 
previous crisis episode. However, a closer analysis of the three indicators shows significant 
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differences. Both samples show that the SRISK presents a smoother pattern, without significant 
peaks, even in the most stressful periods. On the contrary, the SEE(COV) presents the most 
erratic behavior and captures several short-term peaks (like the 2010Q2 liquidity draught in the 
euro area, which followed the Greece request for international aid), but its high variability makes 
it somewhat difficult to interpret the underlying trends.20 Finally, the SEE(MES) appears to 
strike a balance between the two features. Indeed, it is able to capture peaks in the distribution 
of the systemic expected loss, but, at the same time, it is not too volatile and it allows trends’ 
identification quite easily. 

Figure 4: SEE(COV), SEE(MES) and SRISK over the crisis (European sample) 

 
In addition, there are significant differences regarding the extent of the stress they signal 

in the two crisis phases, in both samples. For the global sample (Figure 3), the SEE(MES) and 
the SEE(COV) point to a much higher market turmoil during the global financial crisis than the 
euro-area sovereign debt crisis, while the SRISK shows a similar aggregate level of systemic 
exposure during the two episodes. This is surprising since the euro-area sovereign debt crisis is 
usually referred to as an idiosyncratic shock affecting mainly European banks. Even though 
European banks represent an important share of the overall global sample (on average 35%), 

20 Note that since the ΔCoVaR showed a very large volatility (with several observations far away from 
the average), for the easy of comparison it has been transformed in logs. 

25

100

175

250

SEE(MES) SRISK SEE(COV)

26



the crisis remains a local episode: at the global level it cannot be compared to the turmoil 
triggered by the Lehman Brothers collapse. However, the SRISK suggest that the systemic 
expected loss recorded at the global financial crisis peak and that recorded in the most acute 
phase of the sovereign debt crisis differ by a mere 5%. Instead, according to the SEE(MES) and 
the SEE(COV) the difference is at more reasonable levels (44% and 29%, respectively). As a 
mean of comparison, the S&P500 Index decreased by more than 50% at peak of the global 
financial crisis (from 2008Q3 to 2009Q1), while it decreased by about 10% at the peak euro-area 
sovereign debt crisis (from 2011Q2 to 2011Q4). 

Restricting the analysis to European banks only (Figure 4) makes the euro-area 
sovereign debt crisis a more important episode, thus one would expect that the same risk 
measure would signal a more limited distance between the two crisis peaks than in the global 
sample. This is so for the SEE(MES), which shows a value of the sovereign debt peak which is 
17% lower than the global financial crisis peak (from 44% in the global sample), and the 
SEE(COV), for which the difference reduces to 10% from 29%. The SRISK instead suggests 
for the European sample exactly the same distance recorded for the global sample (5%). Thus, 
the latter measure seems not able to highlight any significant difference between the global crisis 
and the sovereign debt crisis in neither the global nor the EU sample. Looking again at the stock 
market development for a benchmark, the DJ EUROSTOXX index decreased by 45% at the 
peak of the global financial crisis and by 21% during the most acute phase the euro-area 
sovereign debt crisis. 

Summing up, while the three measures provide useful insights into the crisis dynamics, 
the differences among them suggest it would be advisable to rely on a flexible approach based 
on several of them, rather than only on a single measure, even if it were computationally 
burdensome. However, our proposed SRE measures are relatively simple to add to the 
authorities’ tool kit once both MES and ΔCoVaR are already included.21 

7. Subsidiaries and SIBs 

In this section we expand the analysis to two further issues to deepen the understanding 
and the comparison of the measures of systemic exposure: the role of international subsidiaries 
and the relative weight of SIBs. We focus on the SEE(MES) and the SRISK since both are 
based on the same systemic risk measure (MES).22  

21 See Billio et al. (2012) and Giglio et al. (2016) for studies showing that relying on a combination of 
systemic risk measures has a more predictive power than any single measure in explaining and predicting 
banks’ performance during a crisis. 

22 For the SEE(COV) results are similar to those stemming from SEE(MES). 
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At least part of the similarity in the development of the SEE(MES) and the SRISK in 
the global and EU samples reported in Figure 3 and Figure 4 is due to the presence of 
subsidiaries of foreign banks in the EU, which makes the European sample somewhat more 
global and less local. Figure 5 depicts the development of the SEE(MES) and the SRISK for the 
sample of EU banks with and without subsidiaries. Indeed, when the subsidiaries (many of them 
systemically important at the EU level) are dropped from the sample, the results provided by 
the two measures are markedly different.23 

Figure 5. SRISK and SEE(MES) with and without extra-EU subsidiaries 

 
As expected, the SEE(MES) without subsidiaries (the continuous red line) signals both a 

reduction of the systemic exposure during the global financial crisis and an increase during the 
sovereign debt crisis. Somewhat puzzling instead, the SRISK suggests that the systemic 
exposure in the EU sample measured after the collapse of Lehman Brothers is almost 
unaffected by the exclusion of the extra-EU subsidiaries and it is even reduced over the 
sovereign debt crisis. Thus, while for the SEE(MES) the two peaks recorded during the two 
waves of the crisis are much closer when excluding the foreign subsidiaries, for the SRISK the 
two peaks are further away. Not only is the difference between the peaks in the two crises 
smaller when measured by the SEE(MES) than by the SRISK (9% and 11% respectively), but 

23 In terms of the SI, the share of systemic importance explained by the EU subsidiaries (mainly from 
US) is sizable. It increased from 17% in 2007 to 21% in 2011 and then levelled off. 
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we have again the baffling evidence that the closer we come to the banks which should be more 
involved in the sovereign debt crisis the less is the overall systemic exposure suggested by the 
SRISK. 

Table 5. SIBs’ contribution to systemic exposure measures  

 
Data refer to all banks with a valid SI value in each sample. 

A second aspect which is worth investigating is the relative contribution to the systemic 
exposure measures of the systemically important banks within the samples (Table 5). Actually, 
G-SIBs and EU-SIBs account for most of the systemic risk exposure values (ranging from 75% 
to 90% in 2014). In the global sample, the three shares are of similar magnitude as they signal a 
downward trend started during the sovereign debt crisis. In addition, for the SEE(MES) and the 
SRISK the share in 2014 is significantly smaller than that in 2007 (between 7 and 11 percentage 
points), whereas it is almost unchanged for the SEE(COV).  

For the EU sample instead, the picture is more heterogeneous. Usually, the shares are 
higher than those of the global sample, suggesting a higher degree of concentration in the EU 
banking sector. In addition, there is not a common trend and in 2014 the share is higher than in 
2007 for the SEE(MES), smaller for the SEE(COV) and almost unchanged for the SRISK. 
Finally the SRSIK always lays well below the other two measures. 

This basic evidence lead to a straightforward implication about SIBs: given their 
overwhelming contribution to the systemic exposure (being it assessed with the SRISK or the 
SEE measures), it is of paramount importance for them to be subject to enhanced supervision. 
Even focusing on just the around 30 banks labelled as G-SIBs by the FSB accounts for a good 
proxy of systemic relevance of the global banking sector. Even more so for the EU sample, in 
which the share explained by the domestic SIBs is even larger. 

A final comparison for the SIBs is performed at the micro level. In Table 6 we show the 
list of the top 10 banks according to the three systemic risk exposure measures in 2007. A 
significant heterogeneity is evident for the global sample (upper panel): there appear 17 different 

SRISK SEE(MES) SEE(COV) SRISK SEE(MES) SEE(COV)
2007 86.8 81.5 79.9 78.7 87.8 85.6
2008 81.9 83.5 87.3 84.9 89.3 86.3
2009 81.3 81.7 82.1 83.0 87.5 87.2
2010 82.1 80.8 84.5 81.8 90.5 90.2
2011 80.9 82.0 85.1 83.0 91.1 90.3
2012 78.3 78.6 82.6 82.9 89.1 91.1
2013 75.7 75.2 82.9 80.4 85.3 89.1
2014 76.1 74.8 80.3 78.9 85.8 89.0

Global sample European sample
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banks and only four are listed in each rank (Barclays, Deutsche Bank, Morgan Stanley, RBS).  
However, things largely improve when the top 30 banks are considered (a selection large 
enough to include all the banks deemed as SIBs by the FSB): only 38 banks are selected, many 
of them (23) appearing in each rank. This evidence suggests that while the three measures select 
fairly well the most systemically relevant banks, they weight differently banks’ basic 
characteristics.24 

Table 6. Top 10 banks according to systemic risk exposure  

 
Data refer to all banks with a valid SI value in each sample. 

24 The Spearman’s rank correlation coefficient among the three measures for the whole set of banks 
in 2007 is relatively high. It goes from 68% between SRISK and SEE(COV) to 76.5% between SRISK 
and SEE(MES) and it is even larger for the two SEE measures (86.7%). Similar values are found in the 
following years, however a downward trend is detected for the correlation between SRISK and 
SEE(COV). 

SRISK SEE(MES) SEE(COV)

Global sample

Deutsche Bank Deutsche Bank Citigroup
Barclays Barclays Deutsche Bank
BNP Paribas BNP Paribas JP Morgan
Crédit Agricole Royal Bank of Scotland Goldman Sachs
UBS Citigroup Lehman Brothers
Royal Bank of Scotland JP Morgan Merrill Lynch
ING Bank UBS Bank of America
Société Générale Morgan Stanley Royal Bank of Scotland
Morgan Stanley Credit Suisse Morgan Stanley
HBOS Goldman Sachs Barclays

EU sample

Deutsche Bank Deutsche Bank BNP Paribas
Barclays BNP Paribas Royal Bank of Scotland
BNP Paribas Royal Bank of Scotland Deutsche Bank
Crédit Agricole Barclays HSBC
UBS Société Générale Barclays
Royal Bank of Scotland Crédit Agricole Crédit Agricole
ING Bank HSBC Société Générale
Société Générale Banco Santander Unicredit
Morgan Stanley Citigroup Banco Santander
HBOS Morgan Stanley ING Bank
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When the EU sample is taken into consideration (lower panel), the top 10 banks 
selected by the three measures are taken from a smaller pool of 14 banks, six of which appear in 
each rank (Barclays, BNP Paribas, Crédit Agricole, Deutsche Bank, RBS, Société Générale). 
Enlarging the analysis to the top 25 banks (a number consistent with the FSB selection 
mechanism), we find that just 29 banks may be labelled as domestic SIBs for the EU in 2007, 20 
of which showing in each rank.25 In addition, there are six subsidiaries from foreign banks 
always selected as EU-SIBs and other four selected as EU-SIBs by one measure at least. 

Also from the evidence gathered in this Section, we can claim that the low 
computational burden of the SEE measures makes them a useful alternative to the SRISK, at 
least at the aggregate level. The SEE(MES) in particular,  looks to capture in a timely and 
efficient way the systemic exposures of the considered samples and adjust to changes in the 
sample in the expected way. The usefulness of this measure is also true at the micro level. 
Within the samples of banks, several institutions show a very close tracking between the 
SEE(MES) and the SRISK (e.g. BNP Paribas, UBS). Yet, some banks show a systematically 
higher SRISK value (e.g. JP Morgan, Santander, Unicredit), while others show a systematically 
higher SEE(MES) value (Goldman Sachs, Lehman Brothers). These structural differences are 
most likely due to the richness of the data included in the SI. In fact, while the main variable 
behind the capital shortfall of the SRISK is the leverage, the SI instead takes into account a 
wider set of variables from both the asset side and liability side of each institution balance sheet. 

8. Conclusions 

In the paper we propose the traditional risk management framework as the base for the 
assessment and integration of selected measures of systemic importance and systemic risk 
contribution. While the former have primarily drawn the attention of regulatory and supervisory 
authorities, the latter have attracted the interest of the academia. The measurement of the 
systemic importance deals with the assessment of the consequences on the global financial 
system of the failure of a bank, whereas systemic risk contributions try to capture the joint 
probability of distress of financial institutions in presence of a systemic event. The opportunity 
of a cross-fertilization among the two branches has been so far missed. We rely on the standard 
risk management framework to suggest ways to usefully combine the two measures.  

In a first step of the analysis we compare the information content of two well-known 
measures of systemic risk contribution (MES and ΔCoVaR) with that of the systemic 

25 The Spearman’s coefficient among the three measures is more stable and larger for the EU sample 
than the global one. Over the period 2007-2014 it averages 86.2% between SRISK and SEE(MES), 
78.4% between SRISK and SEE(COV) and 91.6% between SEE(MES) and SEE(COV). 
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importance measure (SI) proposed by the FSB and computed according to Alessandri et al. 
(2015), for both a global and a EU sample. Interestingly, the information they provide is almost 
orthogonal and does not present significant overlaps, suggesting that it is inherently different. 
This should not be surprising since the measurement of systemic importance is almost entirely 
based on balance sheet data while the measurement of systemic risk contribution mainly relies 
on market data. 

Since the SI can be calculated for almost every bank, while systemic risk measures need 
the bank to be publicly listed, supervisors and researchers are able to broaden the scope of the 
systemic fragility/resilience analysis far beyond the set of publicly-listed banks. In addition, 
given that SI scores change slowly over time, it gives time to supervisors to thoroughly assess 
the degree of systemic risk exposures and to timely tackle specific sources of instability. Policies 
aimed at shoring up the capital base and the loss absorbency ability of G-SIBs – like the capital 
add-on and the total-loss absorbency capacity (TLAC) requirements (BCBS, 2011; FSB, 2015) – 
are an example. 

The lack of a strong correlation between the two  measures not only suggests that both 
must be taken into account by regulators but also supports the idea that they can be successfully 
integrated. In analogy with the traditional risk management framework, we introduce two 
systemic expected exposure measures (SEE(MES) and SEE(COV)) based on the product of a 
systemic risk value and a systemic importance value. 

Relying on a direct comparison, we then show that the SEE measures can be 
successfully used as indicators of the systemic expected exposure – similarly to other measures 
proposed in the literature (e.g. SRISK). Over the period 2007-2015, they provide a neutral 
assessment of the stress faced by the banking sector at the global and EU level. Furthermore, 
both SEE measures are somewhat more accurate in capturing peaks and short-term 
developments in systemic exposure than the SRISK, whose relatively smooth dynamics are 
sometimes at odds with the abrupt changes experienced during the global financial crisis and the 
euro-area sovereign debt crisis. Similarly, the SEE measures appear to better catch the 
differences between the global and EU samples, especially when the impact of subsidiaries from 
non-EU banks is deducted. The latter result is due to the flexible framework of the SI, which 
allows assessing also the systemic importance of subsidiaries. 

All in all, given the limited computational burden to calculate the SEE measures, their 
flexibility and accuracy, they might well be a useful instrument to be added to financial 
regulators and supervisors’ toolbox. Indeed, they can improve the readability of some indicators 
and also easing the comparability of different measures enhancing the overall assessment of 
financial stability.  
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Annex 

As explained in Section 3, the SRISK and the SES measure the bank systemic risk exposure, 
rather than the systemic risk alone. Both measures can be decomposed in a “risk” part and in an 
“exposure” part. This annex proposes the algebra for the SRISK.  

SRISKi,t can be described as the expected capital shortfall that a firm would face in a crisis 
(Acharya et al. 2012): 

 SRISKi,t= Et-1(Capital Shortfalli|Crisis).       (A.1) 

Since the capital-shortfall depends on its market-based leverage, we get : 

SRISKi,t= Et-1((k(Debt + Equity)-Equity)|Crisis) = kDebti,t– (1-k)(1-LRMESi,t) * Equityi,t (A.2) 

where k is an exogenous parameter accounting for a prudential capital ratio (which is akin to a 

leverage ratio). In Acharya et al. (2012) and in V-Lab SRISK calculations, k is set equal to 5.5% 

for European banks and equal to 8% for all the other banks (the difference is based on the 

different prevailing accounting rules). Equity is the market value of equity in t. In a crisis, the 

capital shortfall can be calculated considering that the book value of debt can be expected to 

remain relatively unchanged, while equity values would fall.  

The LRMES determines the expected market performance of the firm in a crisis. LRMES 

stands for Long Run Marginal Expected Shortfall and is a monotonic transformation of the 

MES. In particular LRMES has been approximated by: LRMES = 1 – exp(-18*MES).26 

The market value of equity is expected to go down with LRMES and MES. Expanding 

(A.2), we have: 

SRISKi,t= kDebti,t + k(1-LRMESi,t) * Equityi,t - (1-LRMESi,t) * Equityi,t 

By using the notation f(MES) = (1-LRMESi,t) = exp(-18*MESi,t), we can rewrite as follows: 

SRISKi,t= kDebti,t + k f(MES) * Equityi,t - f(MES)  * Equityi,t    (A.3) 

From (A.2) and the general theoretical framework of Acharya et al. (2012), it is possible to 

derive the market-based function of leverage in this framework: 

26 In later versions of the SRISK calculation a different approximation has been used. The LRMES is 
calculated directly according to this formula: LRMES = 1-(exp(log(1-d)*beta), where d is the six-month crisis 
threshold for the market index decline and its default value is 40%; and beta is the firm's Dynamic Conditional 
Beta. Besides the fact that LRMES is anyway a type of MES, for the sake of presentation we keep the link 
between LRMES as MES, as presented above. 
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Leverage = lev = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

= 𝐷𝐷+𝑓𝑓(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸
𝑓𝑓(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸

.     (A.4) 

At the same time from (A.3), we get that: 

f(MES) *lev =  𝐷𝐷+𝑓𝑓
(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸
𝐸𝐸

.        (A.5) 

Since SRISK is a dollar amount, to have a normalized measure we divide it by the Equity of 

each bank, thus having: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝐸𝐸

 = 𝑘𝑘𝑘𝑘+𝑘𝑘𝑘𝑘
(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸
𝐸𝐸

− 𝑓𝑓(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸
𝐸𝐸

 = 𝑘𝑘 (𝐷𝐷+𝑓𝑓(𝑀𝑀𝑀𝑀𝑀𝑀)𝐸𝐸)
𝐸𝐸

– f(MES) 

= k f(MES) lev – f(MES) = f(MES) (k*lev -1) 

from which we finally obtain: 

 SRISKi,t= f(MES) * (k * lev – 1) * Equityi,t =  

            = exp(-18*MESi,t) * (k * lev – 1) * Equityi,t                  (A.6) 

Equation (A.6) shows that SRISK can be thought of as the product of (the elaboration of) 

a bank’s MES times a measure of the bank’s market exposure (as captured here by its market-

based leverage and equity). In other words, the systemic risk exposure measured by the SRIK 

can be approximated by a systemic risk contribution measure times a systemic exposure 

measure.27 

 

  

27As regards the SES, Acharya et al. (2017) show that the systemic risk of a firm is equal to the product of 
three components: the real social costs of a crisis per dollar of capital shortage; the probability of a crisis and 
the expected capital shortfall of the firm in a crisis. Their SES measure is then calculated relying on these 
components: the “size” of a firm’s exposure to systemic risk, that is its systemic importance (as proxied by its 
leverage), the MES (proxying the expectation of a firm’s contribution to realized systemic risk) and two 
interaction components (accounting for excess returns due to increased credit risk and excess cost of financial 
distress). The two most relevant variables to calculate the SES are the MES and the leverage of the firm. A 
similar reasoning to that performed above on SRISK, only more complicated, can be performed for the SES. 

34



References 

Acharya V.V., R. Engle and M. Richardson (2012), “Capital Shortfall: A New Approach to 
Ranking and Regulating Systemic Risks”, The American Economic Review, Vol. 102, No. 3, May 
2012, pp. 59-64(6). 

Acharya V.V. and T.S. Öncü (2013), “A Proposal for the Resolution of Systemically Important 
Assets and Liabilities: The Case of the Repo Market”, International Journal of Central 
Banking,pp.291-349. 

Acharya V.V., L.H. Pedersen, T. Philippon, M. P. Richardson, (2017), “Measuring systemic 
risk”, Review of Financial Studies, Vol. 30, No.1, pp. 2-47 

Adrian T. and M. K. Brunnenmeier, (2016), “CoVaR”, American Economic Review, Vol.196, No.7, 
pp. 1705-41. 

Alessandri P., S. Masciantonio and A. Zaghini (2015), “Tracking Banks’ Systemic Importance 
before and after the Crisis”, International Finance, Vol. 18, No. 3, pp. 157-186. 

Angelini P., S. Nicoletti-Altimari and I. Visco (2012), “Macroprudential, Microprudential and 
Monetary Policies: Conflicts, Complementarities and Trade-offs”, Bank of Italy, Occasional 
Papers No.144. 

Arsov I., E. Canetti, L. Kodres and S. Mitra (2013), “’Near-Coincident’ Indicators of Systemic 
Stress”, Working Paper 13/115, International Monetary Fund, May 2013. 

Basel Commitee on Banking Supervision, BCBS (2006), “Basel II: International Convergence of 
Capital Measurement and Capital Standards. A Revised Framework”, Bank for International 
settlements, June 2006. 

Basel Commitee on Banking Supervision, BCBS (2011a), “Global systemically important banks: 
assessment methodology and the additional loss absorbency requirement”, Bank for 
International settlements, Rules Text, November 2011. 

Basel Committee on Banking Supervision, BCBS (2011b), “Basel III: A global regulatory 
framework for more resilient banks and banking systems”, Bank for International settlements, 
June 2011. 

Basel Committee on Banking Supervision, BCBS (2012), “A framework for dealing with 
domestic systemically important banks”, Bank for International Settlements, Consultative 
Document, June 2012. 

Basel Committee on Banking Supervision, BCBS (2013), “Global systemically important banks: 
updated assessment methodology and the higher loss absorbency requirement”, Bank for 
International settlements, Rules Text, July 2013. 

Barth A. and I. Schnabel (2013), “Why banks are not too big to fail – evidence from the CDS 
market”, Economic Policy, Vol.18, Issue 74, pp.335-369 
Benczur P., G. Cannas, J. Cariboni, F. Di Girolamo, S. Maccaferri and M. Petracco Giudici, 
(2016), “Evaluating the effectiveness of the new EU bank regulatory framework: A farewell to 
bail-out?”, Journal of Financial Stability, in press 
Benoit S., G. Colletaz, C. Hurlinand C. Pérignon (2016), “Where the risks lie: A survey on 
systemic risk”, Review of Finance, forthcoming. 

Bernanke, B. (2012), “Fostering Financial Stability”, Federal Reserve, April 2012. 

35



Bertay A.C.,A. Demirgüç-Kunt and H. Huizinga (2013), “Do we need big banks? Evidence on 
performance, strategy and market discipline”, Journal of Financial Intermediation, Vol.22, pp.532-58. 
Billio M., M. Getmansky, A. W. Lo and L. Pelizzon (2012), “Econometric measures of 
connectedness and systemic risk in the finance and insurance sectors”, Journal of Financial 
Economics, Vol. 104, No. 3, pp. 535-59. 
Bisias D., M. Flood, A. W. Lo and S. Valavanis (2012), “A Survey of Systemic Risk Analytics”, 
Annual Review of Financial Economics, Vol.4, No.1, pp.255-296. 

Bohn J.R. and R.M. Stein, 2011, “Loss Given Default”, Active Credit Portfolio Management in 
Practice, 29 November 2011  

Brownlees C.T. and R. Engle (2017), “SRISK: a Conditional Capital Shortfall Index for 
Systemic Risk Measurement”, Review of Financial Studies, Vol.30, No.1, pp.48-79.  

Brunnermeier M.K. and M. Oehmke (2013), “Bubbles, Financial Crises, and Systemic Risk”, 
Handbook of The Economics of Finance. Amsterdam: Elsevier, 2013.  

Crouhy M., D. Galai and R. Mark (2000), “A comparative analysis of current credit risk 
models”, Journal of Banking and Finance, Vol.24, No.1-2, pp. 59-117. 

Crouhy M., D. Galai and R. Mark (2001), "Risk Management", McGraw-Hill 
Drehmann M. and N. Tarashev (2011) “Measuring the systemic importance of interconnected 
banks”, Bank for International Settlements, BIS Working Papers No. 342, March 2011 

Dungey M., M. Luciani and D. Veredas (2013), “Googling SIFIs”, UNSW, Working Paper. 

Durré, A, A. Maddaloni and F. Mongelli (2013),“The ECB.s Experience of Monetary Policy in a 
Financially Fragmented Euro Area”, Comparative Economic Studies, Vol.56, No.3, pp.396-423. 

European Banking Authority (EBA), 2014, "Guidelines on the criteria to determine the 
conditions of application of Article 131(3) of Directive 2013/36/EU (CRD) in relation to the 
assessment of other systemically important institutions (O-SIIs)", 16 December 2014, 
EBA/GL/2014/10 

European Central Bank (ECB), 2006, “Identifying Large and Complex Banking Groups for 
Financial Stability Assessment”, European Central Bank, Financial Stability Review, December 
2006 

Financial Stability and Oversight Council (FSOC), 2012, "Authority To Require Supervision and 
Regulation of Certain Nonbank Financial Companies", Federal Register /Vol. 77, No. 70 
/Wednesday, April 11, 2012 /Rules and Regulations 

Financial Stability Board (2011), “Policy Measures to Address Systemically Important Financial 
Institutions”, 4 November 2011. 

Financial Stability Board (2014), “Adequacy of loss-absorbing capacity of global systemically 
important banks in resolution”, FSB Consultative Document, 10 November 2014. 

Financial Stability Board (2015), “Principles on Loss-absorbing and Recapitalisation Capacity of 
G-SIBs in Resolution”, FSB Term Sheet, 9 November 2015. 
Flannery M.J., (2014), “Maintaining Adequate Bank Capital”, Journal of Money, Credit and  Banking, 
Vol.14, No.1, 157-180. 
Giglio S., B. Kellyand S. Pruitt (2016), “Systemic risk and the macroeconomy: an empirical 
evaluation”, Journal of Financial Economics, Vol. 119, No.1, pp.457-71.  

36



Gordy S., (2003), “A risk-factor model foundation for ratings-based bank capital rules”, Journal 
of Financial Intermediation, Vol. 12 (2003), pp. 199–232. 

Huang X., H. Zhou and H. Zhu (2009), “A framework for assessing the systemic risk of major 
financial institutions”, Journal of Banking and Finance, Volume 33, Issue 11, p. 2036- 2049. 

International Association of Insurance Supervisors (IAIS), 2013, "Global Systemically 
Important Insurers: Initial Assessment Methodology", 18 July 2013, International Association of 
Insurance Supervisors c/o Bank for International Settlements 

International Monetary Fund, Bank for International Settlements, Financial Stability Board 
(IMF/BIS/FSB), 2009, "Guidance to Assess the Systemic Importance of Financial Institutions, 
Markets and Instruments: Initial Considerations", Report to the G-20 Finance Ministers and 
Central Bank Governors, October 2009. 

International Monetary Fund, IMF, (2011), “Towards Operationalizing Macroprudential Policy: 
When to Act?”, Chapter 3 in the Global Financial Stability Report, September 2011. 

Laeven L., L. Ratnovski and H. Tong (2016), “Bank size, capital, and systemic risk: Some 
international evidence”, Journal of Banking and Finance, forthcoming. 

Lehar, A. (2005), “Measuring systemic risk: A risk management approach”, Journal of Banking and 
Finance, Vol. 29, Issue 10, October 2005, pp. 2577–2603 
Li J. and G. Zinna (2014), “How Much of Bank Credit Risk is Sovereign Risk? Evidence from 
the Eurozone”, Bank of Italy, Working Paper No. 990. 

Löffler G. and P. Raupach, (2013), “Robustness and Informativeness of Systemic Risk 
Measures”, Deutsche Bundesbank Discussion Paper 04/2013 . 

Masciantonio S. (2015), “Identifying and tracking global, EU and Eurozone systemically 
important banks with public data”, Applied Economics Quarterly, Vol. 61, No. 1, pp. 25-64 

Mishkin F. (2006), “How big a problem is too big to fail?”, Journal of Economic Literature, Vol.44, 
No.4, pp.988-1004. 

Schuermann T.(2004), “What do we know about loss given default?”, Wharton Financial 
Institutions Center Working Paper No. 04-01 

Taraashev N., C.Borio and K. Tsatsaronis (2009), “The systemic importance of financial 
institutions”, Bank for International Settlements, BIS Quarterly Review, September 2009 

Trichet, J.-C., 2009, “Systemic Risk”, Clare Distinguished Lecture in Economics and Public 
Policy, Clare College, University of Cambridge, 10 December 2009 

Völz M. and M. Wedow (2011), “Market discipline and too-big-to-fail in the CDS market: Does 
banks' size reduce market discipline?”, Journal of Empirical Finance, Vol.18, No.2, pp.195-210. 

Yamai, Y. and T. Yoshiba (2005), “Value-at-risk versus expected shortfall: A practical 
perspective”, Journal of Banking and Finance, Vol. 29, Issue 4, April 2005, pp. 997–1015 

Zaghini A. (2014), “Bank Bonds: Size, Systemic Relevance and the Sovereign”, International 
Finance, Vol.17, No.2, pp.161-183.  
 

37



(*)	 Requests for copies should be sent to: 
Banca d’Italia – Servizio Studi di struttura economica e finanziaria – Divisione Biblioteca e Archivio storico – Via 
Nazionale, 91 – 00184 Rome – (fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.

RECENTLY PUBLISHED “TEMI” (*)

N.	1129	 –	 The effects of central bank’s verbal guidance: evidence from the ECB, by Maddalena 
Galardo and Cinzia Guerrieri (July 2017).

N.	1130	 –	 The Bank of Italy econometric model: an update of the main equations and model 
elasticities, by Guido Bulligan, Fabio Busetti, Michele Caivano, Pietro Cova, 
Davide Fantino, Alberto Locarno, Lisa Rodano (July 2017).

N.	1131	 –	 Venture capitalists at work: what are the effects on the firms they finance?, by 
Raffaello Bronzini, Giampaolo Caramellino and Silvia Magri (September 2017).

N.	1132	 –	 Low frequency drivers of the real interest rate: a band spectrum regression 
approach, by Fabio Busetti and Michele Caivano (September 2017).

N.	1133	 –	 The real effects of relationship lending, by Ryan Banerjee, Leonardo Gambacorta 
and Enrico Sette (September 2017).

N.	1134	 –	 Credit demand and supply: a two-way feedback relation, by Ugo Albertazzi and 
Lucia Esposito (September 2017).

N.	1135	 –	 Legislators’ behaviour and electoral rules: evidence from an Italian reform, by 
Giuseppe Albanese, Marika Cioffi and Pietro Tommasino (September 2017).

N.	1136	 –	 Macroeconomic effects of non-standard monetary policy measures in the euro 
area: the role of corporate bond purchases, by Anna Bartocci, Lorenzo Burlon, 
Alessandro Notarpietro and Massimiliano Pisani (September 2017).

N.	1137	 –	 On secular stagnation and low interest rates: demography matters, by Giuseppe 
Ferrero, Marco Gross and Stefano Neri (September 2017).

N.	1138	 –	 Tony Atkinson and his legacy, by Rolf Aaberge, François Bourguignon, Andrea 
Brandolini, Francisco H. G. Ferreira, Janet C. Gornick, John Hills, Markus Jäntti, 
Stephen P. Jenkins, Eric Marlier, John Micklewright, Brian Nolan, Thomas Piketty, 
Walter J. Radermacher, Timothy M. Smeeding, Nicholas H. Stern, Joseph Stiglitz 
and Holly Sutherland (September 2017).

N.	1139	 –	 Credit misallocation during the European financial crisis, by Fabiano Schivardi, 
Enrico Sette and Guido Tabellini (September 2017).

N.	1140	 –	 Natural rates across the Atlantic, by Andrea Gerali and Stefano Neri (September 2017).

N.	1141	 –	 A quantitative analysis of risk premia in the corporate bond market, by Sara 
Cecchetti (October 2017).

N.	1142	 –	 Monetary policy in times of debt, by Mario Pietrunti and Federico M. Signoretti 
(October 2017).

N.	1143	 –	 Capital misallocation and financial development: a sector-level analysis, by 
Daniela Marconi and Christian Upper (October 2017).

N.	1144	 –	 Leaving your mamma: why so late in Italy?, by Enrica Di Stefano (October 2017).

N.	1145	 –	 A Financial Conditions Index for the CEE economies, by Simone Auer (October 
2017).

N.	1146	 –	 Internal capital markets in times of crisis: the benefit of group affiliation in Italy, 
by Raffaele Santioni, Fabio Schiantarelli and Philip E. Strahan (October 2017).

N.	1147	 –	 Consistent inference in fixed-effects stochastic frontier models, by Federico Belotti 
and Giuseppe Ilardi (October 2017).

N.	1148	 –	 Investment decisions by European firms and financing constraints, by Andrea 
Mercatanti, Taneli Mäkinen and Andrea Silvestrini (October 2017).



"TEMI" LATER PUBLISHED ELSEWHERE 
 

 

2015 

 

AABERGE R. and A. BRANDOLINI, Multidimensional poverty and inequality, in A. B. Atkinson and F. 
Bourguignon (eds.), Handbook of Income Distribution, Volume 2A, Amsterdam, Elsevier,  
TD No. 976 (October 2014). 

ALBERTAZZI U., G. ERAMO, L. GAMBACORTA and C. SALLEO, Asymmetric information in securitization: an 
empirical assessment, Journal of Monetary Economics, v. 71, pp. 33-49, TD No. 796 (February 
2011). 

ALESSANDRI P. and B. NELSON, Simple banking: profitability and the yield curve, Journal of Money, Credit 
and Banking, v. 47, 1, pp. 143-175, TD No. 945 (January 2014). 

ANTONIETTI R., R. BRONZINI and G. CAINELLI, Inward greenfield FDI and innovation, Economia e Politica 
Industriale, v. 42, 1, pp. 93-116, TD No. 1006 (March 2015). 

BARONE G. and G. NARCISO, Organized crime and business subsidies: Where does the money go?, Journal 
of Urban Economics, v. 86, pp. 98-110, TD No. 916 (June 2013). 

BRONZINI R., The effects of extensive and intensive margins of FDI on domestic employment: 
microeconomic evidence from Italy, B.E. Journal of Economic Analysis & Policy, v. 15, 4, pp. 
2079-2109, TD No. 769 (July 2010). 

BUGAMELLI M., S. FABIANI and E. SETTE, The age of the dragon: the effect of imports from China on firm-
level prices, Journal of Money, Credit and Banking, v. 47, 6, pp. 1091-1118, TD No. 737 
(January 2010). 

BULLIGAN G., M. MARCELLINO and F. VENDITTI, Forecasting economic activity with targeted predictors, 
International Journal of Forecasting, v. 31, 1, pp. 188-206, TD No. 847 (February 2012). 

BUSETTI F., On detecting end-of-sample instabilities, in S.J. Koopman, N. Shepard (eds.), Unobserved 
Components and Time Series Econometrics, Oxford, Oxford University Press,  
TD No. 881 (September 2012). 

CESARONI T., Procyclicality of credit rating systems: how to manage it, Journal of Economics and 
Business, v. 82. pp. 62-83, TD No. 1034 (October 2015). 

CIARLONE A., House price cycles in emerging economies, Studies in Economics and Finance, v. 32, 1,  
TD No. 863 (May 2012). 

CUCINIELLO V. and F. M. SIGNORETTI, Large bank, loan rate markup and monetary policy, International 
Journal of Central Banking, v. 11, 3, pp. 141-177, TD No. 987 (November 2014). 

DE BLASIO G., D. FANTINO and G. PELLEGRINI, Evaluating the impact of innovation incentives: evidence 
from an unexpected shortage of funds, Industrial and Corporate Change, v. 24, 6, pp. 1285-1314, 
TD No. 792 (February 2011). 

DEPALO D., R. GIORDANO and E. PAPAPETROU, Public-private wage differentials in euro area countries: 
evidence from quantile decomposition analysis, Empirical Economics, v. 49, 3, pp. 985-1115, TD 
No. 907 (April 2013). 

DI CESARE A., A. P. STORK and C. DE VRIES, Risk measures for autocorrelated hedge fund returns, Journal 
of Financial Econometrics, v. 13, 4, pp. 868-895, TD No. 831 (October 2011). 

FANTINO D., A. MORI and D. SCALISE, Collaboration between firms and universities in Italy: the role of a 
firm's proximity to top-rated departments, Rivista Italiana degli economisti, v. 1, 2, pp. 219-251,  
TD No. 884 (October 2012). 

FRATZSCHER M., D. RIMEC, L. SARNOB and G. ZINNA, The scapegoat theory of exchange rates: the first 
tests, Journal of Monetary Economics, v. 70, 1, pp. 1-21, TD No. 991 (November 2014). 

NOTARPIETRO A. and S. SIVIERO, Optimal monetary policy rules and house prices: the role of financial 
frictions, Journal of Money, Credit and Banking, v. 47, S1, pp. 383-410, TD No. 993 (November 
2014). 

RIGGI M. and F. VENDITTI, The time varying effect of oil price shocks on euro-area exports, Journal of 
Economic Dynamics and Control, v. 59, pp. 75-94, TD No. 1035 (October 2015). 

TANELI M. and B. OHL, Information acquisition and learning from prices over the business cycle, Journal 
of Economic Theory, 158 B, pp. 585–633, TD No. 946 (January 2014). 

 

 



 

2016 

 

ALBANESE G., G. DE BLASIO and P. SESTITO, My parents taught me. evidence on the family transmission of 
values, Journal of Population Economics, v. 29, 2, pp. 571-592, TD No. 955 (March 2014). 

ANDINI M. and G. DE BLASIO, Local development that money cannot buy: Italy’s Contratti di Programma, 
Journal of Economic Geography, v. 16, 2, pp. 365-393, TD No. 915 (June 2013). 

BARONE G. and S. MOCETTI, Inequality and trust: new evidence from panel data, Economic Inquiry, v. 54, 
pp. 794-809, TD No. 973 (October 2014). 

BELTRATTI A., B. BORTOLOTTI and M. CACCAVAIO, Stock market efficiency in China: evidence from the 
split-share reform, Quarterly Review of Economics and Finance, v. 60, pp. 125-137, TD No. 969 
(October 2014). 

BOLATTO S. and M. SBRACIA, Deconstructing the gains from trade: selection of industries vs reallocation of 
workers, Review of International Economics, v. 24, 2, pp. 344-363, TD No. 1037 (November 2015). 

BOLTON P., X. FREIXAS, L. GAMBACORTA and P. E. MISTRULLI, Relationship and transaction lending in a 
crisis, Review of Financial Studies, v. 29, 10, pp. 2643-2676, TD No. 917 (July 2013). 

BONACCORSI DI PATTI E. and E. SETTE, Did the securitization market freeze affect bank lending during the 
financial crisis? Evidence from a credit register, Journal of Financial Intermediation , v. 25, 1, pp. 
54-76, TD No. 848 (February 2012). 

BORIN A. and M. MANCINI, Foreign direct investment and firm performance: an empirical analysis of 
Italian firms, Review of World Economics, v. 152, 4, pp. 705-732, TD No. 1011 (June 2015). 

BRAGOLI D., M. RIGON and F. ZANETTI, Optimal inflation weights in the euro area, International Journal of 
Central Banking, v. 12, 2, pp. 357-383, TD No. 1045 (January 2016). 

BRANDOLINI A. and E. VIVIANO, Behind and beyond the (headcount) employment rate, Journal of the Royal 
Statistical Society: Series A, v. 179, 3, pp. 657-681, TD No. 965 (July 2015). 

BRIPI F., The role of regulation on entry: evidence from the Italian provinces, World Bank Economic 
Review, v. 30, 2, pp. 383-411, TD No. 932 (September 2013). 

BRONZINI R. and P. PISELLI, The impact of R&D subsidies on firm innovation, Research Policy, v. 45, 2, pp. 
442-457, TD No. 960 (April 2014). 

BURLON L. and M. VILALTA-BUFI, A new look at technical progress and early retirement, IZA Journal of 
Labor Policy, v. 5, TD No. 963 (June 2014). 

BUSETTI F. and M. CAIVANO, The trend–cycle decomposition of output and the Phillips Curve: bayesian 
estimates for Italy and the Euro Area, Empirical Economics, V. 50, 4, pp. 1565-1587, TD No. 941 
(November 2013). 

CAIVANO M. and A. HARVEY, Time-series models with an EGB2 conditional distribution, Journal of Time 
Series Analysis, v. 35, 6, pp. 558-571, TD No. 947 (January 2014). 

CALZA A. and A. ZAGHINI, Shoe-leather costs in the euro area and the foreign demand for euro banknotes, 
International Journal of Central Banking, v. 12, 1, pp. 231-246, TD No. 1039 (December 2015). 

CESARONI T. and R. DE SANTIS, Current account “core-periphery dualism” in the EMU, The World 
Economy, v. 39, 10, pp. 1514-1538, TD No. 996 (December 2014). 

CIANI E., Retirement, Pension eligibility and home production, Labour Economics, v. 38, pp. 106-120, TD 
No. 1056 (March 2016). 

CIARLONE A. and V. MICELI, Escaping financial crises? Macro evidence from sovereign wealth funds’ 
investment behaviour, Emerging Markets Review, v. 27, 2, pp. 169-196, TD No. 972 (October 
2014). 

CORNELI F. and E. TARANTINO, Sovereign debt and reserves with liquidity and productivity crises, Journal 
of International Money and Finance, v. 65, pp. 166-194, TD No. 1012 (June 2015). 

D’AURIZIO L. and D. DEPALO, An evaluation of the policies on repayment of government’s trade debt in 
Italy, Italian Economic Journal, v. 2, 2, pp. 167-196, TD No. 1061 (April 2016). 

DE BLASIO G., G. MAGIO and C. MENON, Down and out in Italian towns: measuring the impact of 
economic downturns on crime, Economics Letters, 146, pp. 99-102, TD No. 925 (July 2013). 

DOTTORI D. and M. MANNA, Strategy and tactics in public debt management, Journal of Policy Modeling,  
v. 38, 1, pp. 1-25, TD No. 1005 (March 2015). 

ESPOSITO L., A. NOBILI and T. ROPELE, The management of interest rate risk during the crisis: evidence from 
Italian banks, Journal of Banking & Finance, v. 59, pp. 486-504, TD No. 933 (September 2013). 



LIBERATI D., M. MARINUCCI and G. M. TANZI, Science and technology parks in Italy: main features and 
analysis of their effects on hosted firms, Journal of Technology Transfer, v. 41, 4, pp. 694-729, TD 
No. 983 (November 2014). 

MARCELLINO M., M. PORQUEDDU and F. VENDITTI, Short-Term GDP forecasting with a mixed frequency 
dynamic factor model with stochastic volatility, Journal of Business & Economic Statistics , v. 34, 
1, pp. 118-127, TD No. 896 (January 2013). 

RODANO G., N. SERRANO-VELARDE and E. TARANTINO, Bankruptcy law and bank financing, Journal of 
Financial Economics, v. 120, 2, pp. 363-382, TD No. 1013 (June 2015). 

ZINNA G., Price pressures on UK real rates: an empirical investigation, Review of Finance,v. 20, 4, pp.  
1587-1630, TD No. 968 (July 2014). 

 

 

2017 

 

ADAMOPOULOU A. and G.M. TANZI, Academic dropout and the great recession, Journal of Human Capital, 
V. 11, 1, pp. 35–71,  TD No. 970 (October 2014). 

ALBERTAZZI U., M. BOTTERO and G. SENE, Information externalities in the credit market and the spell of 
credit rationing, Journal of Financial Intermediation, v. 30, pp. 61–70, TD No. 980 (November 
2014). 

ALESSANDRI P. and H. MUMTAZ, Financial indicators and density forecasts for US output and inflation, 
Review of Economic Dynamics, v. 24, pp. 66-78, TD No. 977 (November 2014). 

BARBIERI G., C. ROSSETTI and P. SESTITO, Teacher motivation and student learning, Politica 
economica/Journal of Economic Policy, v. 33, 1, pp.59-72, TD No. 761 (June 2010). 

BENTIVOGLI C. and M. LITTERIO, Foreign ownership and performance: evidence from a panel of Italian 
firms, International Journal of the Economics of Business, v. 24, 3, pp. 251-273, TD No. 1085 
(October 2016). 

BRONZINI R. and A. D’IGNAZIO, Bank internationalisation and firm exports: evidence from matched firm-
bank data, Review of International Economics, v. 25, 3, pp. 476-499 TD No. 1055 (March 2016). 

BRUCHE M. and A. SEGURA, Debt maturity and the liquidity of secondary debt markets, Journal of 
Financial Economics, v. 124, 3, pp. 599-613, TD No. 1049 (January 2016). 

BURLON L., Public expenditure distribution, voting, and growth, Journal of Public Economic Theory,, v. 
19, 4, pp. 789–810, TD No. 961 (April 2014). 

BURLON L., A. GERALI, A. NOTARPIETRO and M. PISANI, Macroeconomic effectiveness of non-standard 
monetary policy and early exit. a model-based evaluation, International Finance, v. 20, 2, pp.155-
173, TD No. 1074 (July 2016). 

BUSETTI F., Quantile aggregation of density forecasts, Oxford Bulletin of Economics and Statistics, v. 79, 
4, pp. 495-512, TD No. 979 (November 2014). 

CESARONI T. and S. IEZZI, The predictive content of business survey indicators: evidence from SIGE, 
Journal of Business Cycle Research, v.13, 1, pp 75–104, TD No. 1031 (October 2015). 

CONTI P., D. MARELLA and A. NERI, Statistical matching and uncertainty analysis in combining household 
income and expenditure data, Statistical Methods & Applications, v. 26, 3, pp 485–505, TD No. 
1018 (July 2015). 

D’AMURI F. and J. MARCUCCI, The predictive power of google searches in forecasting unemployment, 
International Journal of Forecasting, v. 33, 4, pp. 801-816,  TD No. 891 (November 2012). 

DE BLASIO G. and S. POY, The impact of local minimum wages on employment: evidence from Italy in the 
1950s, Journal of Regional Science, v. 57, 1, pp. 48-74, TD No. 953 (March 2014). 

DEL GIOVANE P., A. NOBILI and F. M. SIGNORETTI, Assessing the sources of credit supply tightening: was 
the sovereign debt crisis different from Lehman?, International Journal of Central Banking, v. 13, 
2, pp. 197-234, TD No. 942 (November 2013). 

DELLE MONACHE D. and I. PETRELLA, Adaptive models and heavy tails with an application to inflation 
forecasting, International Journal of Forecasting, v. 33, 2, pp. 482-501, TD No. 1052 (March 
2016). 

DEL PRETE S., M. PAGNINI, P. ROSSI and V. VACCA, Lending organization and credit supply during the 
2008–2009 crisis, Economic Notes, v. 46, 2, pp. 207–236, TD No. 1108 (April 2017). 

LOBERTO M.  and C. PERRICONE, Does trend inflation make a difference?, Economic Modelling, v. 61, pp. 
351–375, TD No. 1033 (October 2015). 



MANCINI A.L., C. MONFARDINI and S. PASQUA, Is a good example the best sermon? Children’s imitation 
of parental reading, Review of Economics of the Household, v. 15, 3, pp 965–993,  D No. 958 
(April 2014). 

MEEKS R., B. NELSON and P. ALESSANDRI, Shadow banks and macroeconomic instability, Journal of 
Money, Credit and Banking, v. 49, 7, pp. 1483–1516, TD No. 939 (November 2013). 

MICUCCI G. and P. ROSSI, Debt restructuring and the role of banks’ organizational structure and lending 
technologies, Journal of Financial Services Research, v. 51, 3, pp 339–361, TD No. 763 (June 
2010). 

MOCETTI S., M. PAGNINI and E. SETTE, Information technology and banking organization, Journal of 
Journal of Financial Services Research, v. 51, pp. 313-338, TD No. 752 (March 2010). 

MOCETTI  S.  and E. VIVIANO, Looking behind mortgage delinquencies, Journal of Banking & Finance, v. 
75, pp. 53-63, TD No. 999 (January 2015). 

NOBILI A. and F. ZOLLINO, A structural model for the housing and credit market in Italy, Journal of 
Housing Economics, v. 36, pp. 73-87, TD No. 887 (October 2012). 

PALAZZO F., Search costs and the severity of adverse selection, Research in Economics, v. 71, 1, pp. 171-
197,  TD No. 1073 (July 2016). 

PATACCHINI E. and E. RAINONE, Social ties and the demand for financial services, Journal of Financial 
Services Research, v. 52, 1–2, pp 35–88, TD No. 1115 (June 2017). 

PATACCHINI E., E. RAINONE and Y. ZENOU, Heterogeneous peer effects in education, Journal of Economic 
Behavior & Organization, v. 134,  pp. 190–227, TD No. 1048 (January 2016). 

SBRANA G., A. SILVESTRINI and F. VENDITTI, Short-term inflation forecasting: the M.E.T.A. approach, 
International Journal of Forecasting, v. 33, 4, pp. 1065-1081, TD No. 1016 (June 2015). 

SEGURA A. and J. SUAREZ, How excessive is banks' maturity transformation?, Review of Financial 
Studies, v. 30, 10, pp. 3538–3580,  TD No. 1065 (April 2016). 

VACCA V., An unexpected crisis? Looking at pricing effectiveness of heterogeneous banks, Economic 
Notes, v. 46, 2, pp. 171–206, TD No. 814 (July 2011). 

VERGARA CAFFARELI F., One-way flow networks with decreasing returns to linking, Dynamic Games and 
Applications, v. 7, 2, pp. 323-345, TD No. 734 (November 2009). 

ZAGHINI A., A Tale of fragmentation: corporate funding in the euro-area bond market, International 
Review of Financial Analysis, v. 49, pp. 59-68, TD No. 1104 (February 2017). 

 

 

 

FORTHCOMING 

 

ADAMOPOULOU A. and E. KAYA, Young Adults living with their parents and the influence of peers, Oxford 
Bulletin of Economics and Statistics,  TD No. 1038 (November 2015). 

ALBANESE G., G. DE BLASIO and P. SESTITO, Trust, risk and time preferences: evidence from survey data, 
International Review of Economics, TD No. 911 (April 2013). 

BOFONDI M., L. CARPINELLI and E. SETTE, Credit supply during a sovereign debt crisis, Journal of the 
European Economic Association, TD No. 909 (April 2013). 

CASIRAGHI M., E. GAIOTTI, L. RODANO and A. SECCHI, A “Reverse Robin Hood”? The distributional 
implications of non-standard monetary policy for Italian households, Journal of International 
Money and Finance, TD No. 1077 (July 2016). 

D’AMURI F., Monitoring and disincentives in containing paid sick leave, Labour Economics,  TD No. 787 
(January 2011). 

FEDERICO S. and E. TOSTI, Exporters and importers of services: firm-level evidence on Italy, The World 
Economy, TD No. 877 (September 2012). 

GIACOMELLI S. and C. MENON, Does weak contract enforcement affect firm size? Evidence from the 
neighbour's court, Journal of Economic Geography, TD No. 898 (January 2013). 

NATOLI F. and L. SIGALOTTI, Tail co-movement in inflation expectations as an indicator of anchoring, 
International Journal of Central Banking, TD No. 1025 (July 2015). 

RIGGI M., Capital destruction, jobless recoveries, and the discipline device role of unemployment, 
Macroeconomic Dynamics, TD No. 871 (July 2012). 

SEGURA A., Why did sponsor banks rescue their SIVs?, Review of Finance, TD No. 1100 (February 
2017). 


	Pagina vuota



