N6 BANCA D'ITALIA

M EUROSISTEMA

Temi di Discussione

January 2011

(Working Papers)

FaMIDAS: a mixed frequency factor model
with MIDAS structure

by Cecilia Frale and Libero Monteforte

Number

/38






B BANCA D’ITALIA

EUROSISTEMA

Temi di discussione
(Working papers)

FaMIDAS: a mixed frequency factor model
with MIDAS structure

by Cecilia Frale and Libero Monteforte

Number 788 - January 2011



The purpose of the Temi di discussione series is to promote the circulation of working
papers prepared within the Bank of Italy or presented in Bank seminars by outside
economists with the aim of stimulating comments and suggestions.

The views expressed in the articles are those of the authors and do not involve the
responsibility of the Bank.

Editorial Board: MARCELLO PERICOLI, SILVIA MAGRI, LUISA CARPINELLI, EMANUELA
CIAPANNA, DANIELA MARCONI, ANDREA NERI, MARZIA ROMANELLI, CONCETTA RONDINELLI,
T1zIANO ROPELE, ANDREA SILVESTRINI.

Editorial Assistants: ROBERTO MARANO, NICOLETTA OLIVANTIL.



FAMIDAS: A MIXED FREQUENCY FACTOR MODEL
WITH MIDAS STRUCTURE

by CeciliaFrale* and Libero Monteforte* *

Abstract

In this paper a dynamic factor model with mixed frequency is proposed (FaMIDAYS),

where the past observations of high frequency indicators are used following the MIDAS
approach. This structure is able to represent with richer dynamics the information content of
the economic indicators and produces smoothed factors and forecasts.
In addition, the Kalman filter is applied, which is particularly suited for dealing with
unbalanced data set and revisions in the preliminary data. In the empirical application for the
Italian quarterly GDP the short-term forecasting performance is evaluated against other
mixed frequency models in a pseudo-real time experiment, also alowing for pooled forecast
from factor models.

JEL Classification: E32, E37, C53.
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1 Introduction*

The impact of the recent financial crisis on the real economy wnderestimated by a num-
ber of forecasters. Both academia and policymakers are himking about the ability of
macroeconometric models to make predictions about theosepand identify early signals
of turning points. In practice, short-term forecasting mharelies on two sets of instruments:
bridge models and factor models. Bridge models link timaljicators with low frequency
target variables, whereas factor models extract a commompgoent from a set (usually
large) of series. In their standard formulation, bridge and factor modelgehghown some
limitations with respect to two major topics: the time aggion bias and the ragged-edge
data problem, which is a relevant issue for real time foresas

Recently, there has been an increase in research papemsentto approaches with ex-
tensions in different directions, including mixed freqagmodels which represent a promis-
ing field of research. Mixed frequency models are partidylaseful for extracting the in-
formation content from high frequency indicators that asedias proxies for target variables
observed at lower frequency and with a time lag. Given thatifwhat economic forecast-
ers do in their day to day work, these models are of partidatarest to them. Moreover,
these models provide a tool for time series disaggregagjimen that the target variable is
estimated at a higher frequency.

The mixed frequency literature was initially developedngsstate space factor models,
estimated via the Kalman filter. Most of the applicationslexpmonthly series, such as
industrial production or confidence surveys, to predictroprtly GDP. This approach was
used by Mariano and Murasawa (2003), Mittnik and Zadroz®@4, Proietti and Moauro
(2006), Aruoba et al. (2009), Camacho and Perez Quiros j2&0® Frale et al. (2010a).
These models can also be used as a multivariate tool for enessdisaggregation, as done
in Frale et al. (2010b), Harvey and Chung (2000), Moauro anddS2005).

*This paper represents the authors personal opinions aeslmtut reflect the view of the Bank of Italy and
the Italian Department of Treasury. We are grateful to pgodints in the 3rd CFE-Cyprus 2009, especially to
Ana Galvao and Gianluca Moretti for helpful comments andversations. We benefit from the discussion
during the MIDAS Workshop, Frankfurt 2010, and in particulge would like to thank Eric Ghysels, Massi-
miliano Marcellino and Rossen Valkanov for useful advicé&e received additional advices during the 30th
CIRET Conference in New York and from Jules Leichter. Roegiare coded in Ox 3.3 by Doornik (2001) and
are based on the programs realized by Tommaso Proietti édE tinostat project on EuroMIND: the Monthly
Indicator of Economic Activity in the Euro Area.

10n the comparison of the different models for short term otexhs see Barhoumi, Benk, Cristadoro,
Reijer, Jakaitiene, Jelonek, Rua, Runstler, Ruth andwiaihuyze (2009).

2The problem of the unbalanced data set in large scale faatdels has been tackled with different so-
lutions in Altissimo et al. (2007) and Marcellino and Schwimer (2010). On time aggregation bias see
Marcellino (1999).



A different approach relates to the recent literature onddi®ata Sampling Regression
Models (MIDAS) proposed by Ghysels, Santa-Clara and Vaikg2002, 2006). MIDAS
mainly differ from mixed frequency factor models as theyamevariate, with lag polynomi-
als being used to combine high frequency indicators witHdtefrequency target variable.
There is a small, but fast growing, literature on MIDAS madeMost of the early appli-
cations refer to financial econometrics, but there haventgcbeen a number of papers on
GDP and inflation. Clements and Galvao (2010) and Andreu. e2808) suggest a MlI-
DAS to forecast US macro variables on a monthly and dailyshadionteforte and Moretti
(2010) propose a MIDAS to predict monthly inflation on a ddisis in real time. Mar-
cellino and Schumacher (2010) use a MIDAS to deal with an lamgad large data-set and
for predicting the GDP by means of monthly factors.

In this paper we combine the two approaches and we proposgesspiace factor model
with mixed frequency, where the past observations of higlqdency indicators follow a
MIDAS structure. This feature is new in the literature an@das the exploitation, in a
parsimonious way, of a larger number of lags of the high fezqy indicators. This is par-
ticularly useful in forecasting as it explicitly takes irdocount the cross correlation between
indicators and the target variable. Moreover, the MIDASypomial produces smooth fac-
tors, which is a desirable property as it implies less viddtirecasts. This is a relevant issue
especially for policy analysis and turns out to be quite inguat in periods of high variabil-
ity of macroeconomic data, such as during economic crisas. approach of combining
factor models and MIDAS regression complements the one gtdlieno and Schumacher
(2010). They propose a large scale mixed frequency factalemehere monthly factors are
aggregated to quarterly by using a MIDAS structure, whilgpnagposes a small scale model
where the mixed frequency is in the state space and the MID&$ponent is only used to
consider more lags of the indicators.

The combination of mixed frequency and MIDAS structurewlfoatching two different
and relevant issues: having a monthly index for busineske @malysis, like for dating the
cycle and mitigate the noise effect of preliminary data &l tene applications. In the empir-
ical application with Italian data, the predictive perf@nce of the Mixed Frequency Factor
MIDAS (FaMIDAS in the following) is compared with a multivate (VAR) model, a mixed
frequency univariate model (ADL) and with two mixed-freqag factor models (with single
and multiple factors). The results seem to suggest thatdMd[PAS prevails at larger hori-
zons in real time forecasting. This is not surprising, asféloeor produced by FaMIDAS is
smooth and thus less affected by the short-run variabifithi@ data. The next Section gives
an overview of the model, while Section 3 deals with estioratind data issues. Section 4
reports the results of the forecasting exercise and Sestdyraws conclusions.



2 TheMode

This section presents the main model of the paper. The airhisfniew approach is to
increase the flexibility of factor models and thus to impreiveir ability to reproduce the
underlying structural model of economic agents in a franreuioat is essentially a reduced
form. As a matter of fact factor models are pure statisticatieis, with lack of economic
interpretation. Therefore, including a richer dynamicsvasdo by using a MIDAS structure
may be also seen as an indirect way to capture the behavioonbenic agents. An example
of this would be the expectation formation process, whicghhinduce changes over time
in the correlation among time series.

A complementary approach has been followed by Marcellind Sohumacher (2010),
where they combine factors and MIDAS in a different struetum particular we extract
a monthly factor using MIDAS polynomial on each indicatohile they adopt a MIDAS
structure to project monthly factors for quarterly fore@sadn the following the two main
ingredients of the model, and the way in which they are irgtegt, are presented.

2.1 Thefactor model with mixed frequency

There are many possible ways of linking a set of indicatoeslable at high frequency to the
target variable observed at shorter time intervals.

In particular, we start from a dynamic factor model that deposes a vector of N time se-
ries,y;, with different frequencies (e.g. monthly and quarterig)o one (or more) common
nonstationary componentg, and some idiosyncratics, specific to each series. Both the
common factor and the idiosyncratic components follow egressive standard processes
as shown by the following representation:

Y - 190ft+,l91ft—1+7t+stﬁ7 tzlv"'vnv
S(L)Af = m, e ~ NID(0,52), (1)
D(L)Avy, = 6+, n; ~NID(0, 2,.),

where¢(L) is an autoregressive polynomial of ordewith stationary roots antD (L) is a
diagonal matrix containing autoregressive polynomialsmferp; (i=1 to N) . The vector
0 contains the drifts of the idyosincratic components. Thgrassion matrixS, contains
the values of exogenous variables that are used to incdagooatendar effects (trading day
regressors, Easter, length of the month, etc.) and intéorevariables (level shifts, additive
outliers, etc.), and the elements@fthat are used for initialisation and other fixed effects.
The disturbances, andn; are mutually uncorrelated at all leads and lags.

The model states that each series in differenges;, is obtained as the sum of acommon



autoregressive process of ordegpl) ~'n;; an individualAR(p;) processd; (L) 'n}, and a
mean termy;, The error termsy,;, andn;, are difference stationary and independent.

Variables are considered in level as common in the unobBlEnemponents approach
and the cointegration is rouled out on purpose as extegsargumented in Frale et Alt.
(2010b). The model is cast in a linear State Space Form (S8F)assuming that the dis-
turbances have a Gaussian distribution, the unknown paeasrare estimated by maximum
likelihood, using the prediction error decomposition,fpened by the Kalman filter.

The SSF is suitably modified to take into account the mixeglfeacy nature of the series.
Following Harvey (1989), the state vector is augmented bydimoc cumulator function
which translates the problem of aggregation in time intoagbf@m of missing values. The
cumulator is defined as the observed aggregated series ahthef the season (e.g. last
month of quarter), otherwise it contains the partial curtivdasum of the disaggregated
values ( e.g. months) making up the aggregation intervgl @uarters) up to and including
the current one. The model might include a procedure foresging volumes in chain link
prices and therefore allows matching the monthly estimatéfssnational account identities
published by national statistical offices.

Given the multivariate nature of the model and the mixeduesgy constraint, the maxi-
mum likelihood estimation can be numerically complex. Efiere, the univariate filter and
smoother for multivariate models proposed by Koopman antini§2000) is used as it pro-
vides a very flexible and convenient device for handling liighension data sets and missing
values. The main idea is that columns in the magtixt = 1,...,n are stacked on top of
one another to yield a univariate time series whose elenaatgrocessed sequentially.

2.2 TheMIDASfor the lags combination

As is well known in the literature of leading indicators, theticipating power of an eco-
nomic series for any target variable is purely an empirioaloept. Even more cumbersome
is the case of mixed frequency data, where the indicatora\aiable at higher frequency
with respect to the target, so that not even autocorrelaatysis is helpful. Consider, for
example, that we want to use a well-know leading indicatehsas the Business Climate or
Purchase Manager Index (PMI) to have a preliminary assegsofi¢he state of the econ-
omy before the release of GDP, which is observed on averagenwnth after the end of
a quarter. Although it is well know that such indicators havkeading power, we do not
know exactly the leading power (in terms of quarters) of thenthly PMI. Even more, we
might prefer a more flexible model, so that the leading or@er change over time. In our
view, a more efficient and suitable solution to this issuenes application of Mixed DAta
Sampling models (MIDAS) which summarize and combine thermfation content of the
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indicators and their lags with weights jointly estimatecudlly the treatment of mixed data
sample is solved by first aggregating the highest frequemoyder to reduce all data to the
same frequency and then, in a second step, estimating asegre This implies imposing
some restrictions on the parameters of the aggregatingnpoiial and does not exploit all
the information available. The MIDAS models overcome thigllem as they exploit full
information without imposing any restrictions on the paeaens that are estimated jointly.
Some restrictions could be introduced to reduce the pamrspace and avoid the cost of
parameter proliferation.

MIDAS models have recently encountered considerable ssadee to their simplicity
and good performance in empirical applications. To intazdtinem, as in the seminal paper
by Ghysels et al. (2002, 2006), suppd%és a time series variable observed at a certain fixed
frequency and leK™ be an indicator variable sampled m times faster. A MIDAS esgion
takes the form:

Y, = Bo+ B0, LY™) X" + ¢

whereB(#, L'/™) = S5 b(6, k) L*/™ is a polynomial of length K and'/™ is an operator
such thatL*/™ X" = X gy 1N other words the regression equation is a projectiol; of
into a higher frequency serieg;” up to k lags back.

The MIDAS structure mainly involves two elements: the rezmbation of different fre-
guency and the use of lagged values of the indicators.

In our application, the MIDAS component is only used in ortieinclude in a parsi-
monious structure past values of indicators, whereas e diggregation problem is solved
inside the factor model as shown in Section 2.1. This allostteb interpretation of the cycli-
cal pattern of the economic indicators and comparabilithwenchmark dynamic models.

Regarding the weight structure, two main possibilitiesehbgen proposed in the litera-
ture. First, a parametrization that refers to Almon lags:

exp(bhk + ...0,k7)
Z?zl exp(Brk + ..0.ka)

b(k;0) =

Second, weights drawn by a Beta distribution, such as:

f(k§91,92)
Z§:1 f(k7 01, ‘92)

wheref(z, a,b) = %' Bla,b) = Firyt andl(a) = [i° el — z)a*!da.

There is no clear a priori reason for preferring one paraaaton over another, and the
choice should clearly depend on the research problem umddysas. It should be noted

b(k; 01, 02) =




that, as a rule of thumb, the Beta function, given its flek§giseems more suitable when the
number of lags considered is large, whereas the simpli¢itiieo Almon weights might be
preferable in the case of a small number of time lags.

Looking at the recent literature, Marcellino and Schumad€10) used the Almon
weights for the estimation of GDP in real time, whereas Mfmnte and Moretti (2010) found
the Beta transformation more appropriate for the estimaifonflation which involves daily
data and more than 20 lags.

2.3 TheFaMIDAS

This section presents how to combine the dynamic factor meitle mixed frequency and
the MIDAS structure of lags described in the previous sectio

Starting from the model in equation (1) let us partitionihg set of time series;;, into
two groupsy; = [y, y5.]'s where the second block represents the target variablbiei
at lower frequency and the first part is a MIDAS structure bdasehigh frequency indicators
x¢ SO thaty’ , = [b(Lx, 0)xy]'.

The FaMIDAS follows from the following equations:

b(Ly, 0
(L O)xe | _ Yofe +v,+SB, t=1..n,
Yo (2)
P(L)A S = M e~ NID(0,07),
D(L)Ay, = d+m, nj ~ NID(0, %),

Model 2 collapse to model 1 if K=0 antk=0. In our applicatio( Ly, #) is the exponential
Almon lag polynomial:>"r  w(k, 8) L* with

exp(01k + 02k?)

w(k,0) = )
(k. 6) Zf:o exp(brk + 0,k?)

Actually this formalization represents a parsimonious weyincluding in the model
lagged values for the common factor.

The dynamic factor model is estimated by specifying an AR§®cess for the common
component and the idiosyncratic components of the montidicators in difference. For
GDP, the idiosyncratic component is formulated as a randaik with drift. This restricted
specification is motivated by the fact that there are ideatiibn problems of the kind that
have been discussed by Proietti (2006) with reference taitterman model, which affect
the estimation of autoregressive effects.

For the MIDAS polynomial the weights sum up to 1 so that thizie $s fully comparable.
As far as the maximum lag length is concerned, the targezéworof forecasting and the
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economic meaning of the series could suggest the apprepriahber. One can consider
alternatively to include the lagged values of indicatorghi@ matrixy, without the MIDAS
restriction. This approach, not only has a cost in terms gfeke of freedom, as the number
of parameters to be estimated would increase considefaltlyt fails to consider the time
series dimension of lagged values. In fact, without the M8Di@striction lagged values of
the indicators would be included in the model as part of cifé series.

The model is cast in State Space Form and the Maximum Liketlhestimates are ob-
tained through suitable filtering procedures based on thm#a filter prediction error de-
composition. Starting from a trial for all parameters, udihg those in the MIDAS structure,
the procedure is run iteratively so that the weights in th®Mb maximize the Likelihood
function associated with the factor model. The standardgatore documented in Frale et
al. (2010b) is therefore modified adding the restrictionscihink the hyperparamete, ,
to the parameters(k, 0).

In the empirical application we investigate the contentaoasting and forecasting GDP
each month in real time, exploiting the information comingnh timely indicators of eco-
nomic activity. We also discuss the performance of the FaA8Dnodel compared to other
mixed frequency model and to more standard formalizatidfe.show that the integrated
approach used in our framework provides flexibility in wordiwith data expressed at dif-
ferent frequency, released with different delay and reliseery time a new observation is
published. Furthermore we stress how our model efficiergbisiwith dynamic cross corre-
lation among indicators available at different frequesacie

3 TheEmpirical Application

The aim of the empirical application is to exploit the infation of the most relevant
monthly economic indicators, available earlier than thiecial statistics, to disaggregate,
nowcast and forecast quarterly GDP. This is used to estithatenobserved monthly GDP,
both for the past (a monthly indicator of the known quart€slP) and for the future. It
is worth noting that in this model the monthly indicator isljyuconsistent with the quar-
terly data in terms of time aggregation. Thus we obtain aicatdr that can be used both
in sample as a monthly measure of GDP to date the cycle andf saingple as a leading
indicator.

The GDP is estimated directly, leaving the bottom-up apghdastimation by aggrega-
tion of sectoral value added or components of demand) fardutesearch. Although the
model is specified in levels in order to easily deal with tmeeticonstraint, the results and
the forecasting experiment are presented in growth rateishvs the reference measure for
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both policy makers and academics.

As for the variable selection, a wide set of indicators issidered, with series referring to
different aspects of the economy. These are mainly natgiatiktics data, such as industrial
production; survey data, such as climate, expectation®&fidPurchasing Manager Index);
financial data, such as spreads and money (M2); and othesdelaas the CPB index of
world trade, production of paper, electricity consumpteomd traffic flows of heavy goods
vehicles. Although the information set has a small scake,ntlodels incorporate a variety
of properly chosen indicators referring to the real econasyvell as finance, national and
international, in the service and manufacturing sectoasia¥sles are taken directly from the
source in seasonally adjusted values, except for eldgtdonsumption and traffic of trucks
which have been seasonally adjusted using the Tramo-Sa#iseg and smoothed when
needec. For the model selection process we follow the standardogmprin the literature,
based, for example, on statistical significance of the etdis and BIC or Akaike criteria
for the lag length selection.

After some empirical robustness checks, the sample rarfgamg January 1990 up to
the most recent observations at the time of writing (Apri02Pwas found to have the best
trade-off among representativeness of the sample sizéalality of long time series and
data quality. Some benchmark models have been estimated.

The central model is our factor model with MIDAS structur@afDAS), based on an
information set with 4 indicators and combinations of up tags: Industrial production,
German PMI, Business climate, Electricity consumptioneAdative lag lengths have been
evaluated accordingly to a reasonable forecast horizoxifman 6 months ahead) and the
economic meaning of the indicators. We compare the emppmdormance of our FaMI-
DAS with two multivariate models.

Then we consider a baseline model (MIXFAC) specified as iraggu (1) and based on
the same information set than the FaMIDAS, but without MID&d&nponent and one lag of
the first two series.

Finally we also estimate a factor model with 2 factors (MIAZH, as discussed in Frale
et al. (2010a), which includes additional indicators: Isiial production of paper, world
trade, Treasury Italian yields (10Y), Money supply, traffaws of heavy goods vehicles.

The baseline MIXFAC model involves both survey and nati@eabunt data. The MIX2FAC
model includes more soft indicators and the second facfaucas also financial swings, as
they comes up ex-post. Finally, using FaMIDAS, it is possiol consider up to four lags of
each economic indicator of MIXFAC.

The estimated maximum likelihood parameters are liste@biel'l, whereas the monthly

3No calendar effect neither intervention variables areudet! in the matrixs;
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indicators are shown in Figure 1. In addition, Figure 2 shthvesestimated GDP in monthly
growth rates and the common factors for the three modelsgiidph clearly shows that the
FaMIDAS produces a smoother factor which is a desirablegntgplikely a product of the
fact that the MIDAS structure sums over time lags. Similatihe disaggregated monthly
GDP from the FaMIDAS is more stable than the same obtainechéyother two mixed
frequency models (MIXFAC and MIX2FAC). Moreover, the comdite bands of the predic-
tions, shown as fan charts in Figure 3, reveal smaller iitade in the FaMIDAS model than
in the other mix-frequency formulations.

The inspection of the spectral density of the estimated mp@&DP for the MIDAS and
MIXFAC, shown in Figure 4, suggests that the FaMIDAS strueia able to capture standard
business cycle frequencies and, therefore, might perfattebin short-term forecasting
than in nowcasting. Analyzing the minor volatility in terra spectrum of frequencies, it
turn out that the FaMIDAS picks up the less volatile compaserf the spectrum and thus
the estimates are less affected by the noise of data resithan occur in real time analysis.
Indeed the fact that previsions from the FaMIDAS are lesatielmakes them particularly
useful for dealing with real time data which are subject tosien and, therefore, suffer for
high degree of uncertainty.

The forecasting performance analysis of the three modglsnes an empirical applica-
tion, which is presented in the next section. On the conttég production of a monthly
measure of GDP which is a derivative of this framework is hetfocus of this paper.

4 Forecasting evaluation

In this section the three models under analysis are compatbdespect to their forecast-
ing ability for the Italian GDP by using a rolling experimenta window of the latest 5,4
years up to the end of 20077 The rolling exercise is made in pseudo-real time, so as to
mimic the delay of different indicators, which has been pbto be relevant for correctly
assessing which model performs best. Therefore the fdregasvaluation is made with
specification of the month of the prediction inside the qerafé.g. first month, second or
third), which corresponds to a different information séts Worth stressing that the Kalman
filter is particularly suitable for this issue given that ases endogenously the problem of
the unbalanced sample produced by the difference in timinmblication of the monthly
indicators. Consider the example of making a forecast foPGbthe 1st of January 2011.

4We prefer to exclude the biennium 2008-2009 from the sanupéoid that the exceptional conditions of
the economic crisis affect the results. In addition, at theetof writing, data from 2008 upwards were still
preliminary and subject to revision.
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The last release of GDP refers to the third quarter of 2010tlansl before making forecast
for one or two parters ahead, it is required to estimate teedaarter of GDP for 2010
which is still unknown. Analogously, monthly indicatorsegsublished with a certain delay.
In January, for example, we would have soft indicators, aiscRMI or Business climate, for
December 2010, while Industrial production for Novembet@®ould be release around
the 15 of January 2011. Therefore indicators need to bedsted for closing the quarter
that should be predicted so as to balance the sample.

The Kalman filter allows doing this step endogenously aslitesodirectly the ragged-
edge data issue by using the prediction routine. Moreoverydime a new observation for
an indicator is released, all the series are generallyedvigr prior years and the MIDAS
component helps reducing the statistical noise of the ia@wsn real time.

In Table 2 we show RMSE of the three mixed frequency factor etednd of two addi-
tional benchmark models. To disentangle the contributicdh@ mixed frequency structure,
we also consider a quarterly VAR (estimated with order 2 @nlthses of the AIC criteria)
that includes the same information set as the MIXFAC. Moegoto assess the gain of the
multivariate structure we consider a univariate ADL modifées in Proietti (2006) to repli-
cate a mixed frequency structure. We also considered ahibenk a model similar to the
Factor-MIDAS of Marcellino and Schumacher (2010), where BiDAS structure is ap-
plied to the common factors. Although the two authors usegeldataset of indicators, we
constrained the information set to be coherent with therotialels for sake of comparison.
We see that all factor models easily outperform the otheftdt®mchmark models. Consider-
ing, in particular, the three mixed frequency models, wetkatthe differences in predictive
ability are small and the ranking changes with the sampke fdhecasting horizon and the
monthly information. The ranking is also subject to the lsxction as it is slightly differ-
ent in the RMSFE and MAPE. For the case of a linear specificati® see (Table 3) that the
absolute value of the forecast errors are almost alwaydaniat the FaMIDAS inQ;; and
Q2. Looking jointly at RMSE and MAPE, it seems that the MIX2FA€more suited for
nowcasting, FaMIDAS makes the lowest RMSE for one quattead and Factor-MIDAS
tends to prevail for two quarters ahead.

More generally, given the apparent absence of clear dorognahone model, we per-
formed the DMW tests (Diebold and Mariano(1995) and Wes®BE)p of equal forecast
ability to check if the ranking showed by RMSE is statistigaignificant. In particular, we
tested the hypothesis that FaMIDAS has the same predictieemation as the other two
models. The results, in Table 4, are coherent we the evidemmen in the previous table:
MIX2FAC dominates for 1-step ahead predictions, whereadIBAS tends to make the
smallest error for 2-step ahead forecasts, respect to @aémincluding the Factor-MIDAS.
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Since the seminal paper by Bates and Granger (1969), it iskwelv that combining
different models results in a smaller forecast error tha@csiag a single specification. The
general idea is that the combination of different specifice, by averaging, mitigate the
model misspecification, instability and estimation errogach specific model (Timmermann
2006). Therefore, the pooling forecast is particularlytaie when the combined models
show significant heterogeneity.

The application presented above matches this requiremgigat) that the models differ in
terms of components (number of factors and lags), as wetlrabé best forecast horizon. In
the bottom panel of Table 2 and Table 3 we report the real timsfor the pooled model
with equal weights The combination of the three models, the MIXFAC, MIX2FACdan
FaMIDAS appears useful in real time, as the error size is ydvedose to those of the best
model.

In fact, the forecasts produced by the pooling of differeidels dominates the single
models more often for the RMSE than for the MAPE. A more pragenbination would
require a dedicated analysis that we leave for future rebear

To summarize, we find that the mixed frequency factor modeigerform standard VAR
and univariate mixed frequency ADL. The differences in thie€asting ability of the three
factor models are small, time dependent and not alwaysstatiy significant. In general, it
emerges that MIXFAC and MIX2FAC appear more suited for ncstiog, while FaMIDAS
and Factor-MIDAS seem better for forecasting. Northwitdiag the small differences in
RMSE a forecast combination of the three factor models residigrther the error, likely
thanks to the heterogeneity in the structure of the threeefsod

5 Conclusions

The short-term forecasting literature has shown an inargasterest in mixed frequency
models. These models are particularly useful in real tirmedasting as they deal with the
unbalanced data set problem and they reduce the temporna&gagign bias created by the
different frequencies of the observable indicators. Ia faper we combine two approaches:
dynamic mixed frequency factor models and MIDAS. Our motlelf we call FaMIDAS, is
designed for applications in real time as it reduces thelprolof the unbalanced data set and
it is less affected by revisions of preliminary data. Morexw can take into account changes
over time of the leading power of timely high frequency iradars used for forecasting.

As by product we obtain a monthly index of GDP which is peraevant for business

SAlthough the simple average of forecast is not optimal, urggmeral circumstances and symmetric loss
functions it can generate a smaller loss (see Elliott andiiénmann (2004))
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cycle analysis, as for example for defining a chronology efaycle, application that we left
for future research.

In the empirical application we estimate the FaMIDAS agabenchmark models and
mixed frequency factor models with different structuresve@ll the FaMIDAS produces
smoother estimates for the disaggregate target variabldetter forecasts for one quarter
ahead. In order to reduce further the prediction error a k@mpgoling forecasts is proposed.
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Appendix: The State space representation and tempor al ag-
gregation

Consider the factor model proposed in section 2.3:

b(Ly, 0
Vi = (L, 6)x = Sofi +v, +SB, t=1,...n,
You 3)
(L)Af = ne ~ NID(0, 07),
D(L)A~, = &+, n; ~ NID(0, Z-).

whereb( Ly, 0)x; is the MIDAS polynomial for the combination of lags of the ntiolly eco-
nomic indicators ang , is the aggregated variable that gathers the flow subjectripdeal
aggregation ( e.g. the quarterly GDP). D(L) is a matrix conitey autoregressive loading of
the idyosincratics components. The common factor and tiesydcratic components fol-
low standard autoregressive processes and thus the modet easily casted in State Space
Form (SSF).

Consider the standard way to recast in SSF a genergh)yRR0cessp(L)A f, = n, with
P(L) = (1= 1L — ¢oL? — ... — ¢, LP):

/
fi=e€ o, a;=Tray 1 +Hny,

where
03}
/ : I
o, = fi 7 Tf _ 1 elpT¢ 7T¢ _ : p—1
ft 0 T¢ ¢p—1
¢ 0O

andft* = T¢ft*_1 + €e1pMt; H-= [1, e’l’p]’,elp = [1, 0,..., 0]/ .
And then apply the previous representation to the commdorfand each idiosyncratic.
The SSF of the complete model results:

b( Ly, 0)x4
Yo
where the state vector and the vector of errors are obtataeklisg the single SSF represen-
tation of the autoregressive processes, nanjely= o’ ,, o/ ,,...,al ], for the state and

€ = [N, M4 - N, for the vector of errors.
The system matrices of the measurement equation become:

y: =

] =Za; + S8, a;=Ta; 1+ Wb+ He,, (4)

p1? PN » TUN

H =diagH,; H,,,...,.H ).

» thyn

2:[90,591 10 diage, ..., e )}, T = diagT;, T.,...., T.), ©
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The matrixW is time invariant and selects the duftfor the appropriate state element of
the idiosyncratic component.

The temporal aggregation problem is solved following thiateyy proposed by Harvey
(1989). The block of variables subject to temporal aggiegay., are replaced by aad hoc
cumulator variableys ,, defined so that it coincides with the (observed) aggregsaees at
the end of the larger interval (e.g. quarter), otherwiseittains the partial cumulative value
of the aggregate in the seasons (e.g. months), as follow:

0 t=46(r—1)+1, 7=1,...,[n/d]

e ¢ _ + 9 = 1
Yo, wtyul Y2t & {1 otherwise,

The cumulator is used to replace the second block of the merasmt equation and to
augment the state equation as follow:

b(Ly, 0
ai= | %Lyl | MO
Yo Yo

The final measurement and transition equation are therefore
vyl =Za’ +8,8, o =T'a ,+W*'B+H'e, (6)

with system matrices:

7 — Z; O T
0 In,

T 0w w w = | Va
Z2T th Z2W+Sg
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Table 1: Estimated factor loadings

MIXFAC MIX2FAC FaMIDAS
Factor1 Factor 2

Business Climate | 0.44 ** -0.61** -0.02 0.09 **
Electricity 0.01 -0.03*  0.01 0.05**
PMI Germany 0.35* -0.46* -0.12 0.06 **
IP 0.44 ** -0.53*  0.10 0.06 **
GDP 0.16 ** -0.17*  0.01 0.02 **
PMI(-1) -0.22
IP(-1) 0.67 **
IP paper -0.14*  0.03
World trade (CPB) -0.74*  0.17
Italian BTP 10y -0.03 -0.37**
M2 0.24*  -0.02
Traffic of trucks -0.17* 0.01

** Means significant at 5%, * at 10%.

The sample period ranges from 1990M1 to 2009M4. Businessdid is provided by
ISAE; Electricity is the monthly consumption of electricjirovided by TERNA; PMI
Germany is the Purchase Manager Index for Germany in matoufiag and services;
IP paper is the Industrial production of paper and cardjd&adld trade is the indica-
tor of trade produced by the CPB- Netherlands Bureau for &gonPolicy Analysis;
Money supply includes currency and deposits; Motorway flefens to trucks and it

is provided by Autostrade
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Table 2: Rolling forecasting experiment: RMSE.
5 years (2003-2007) 4 years (2004-2007)

VAR Q-1 Qt  Qiy1 Qui2 | Qo1 Qr Qi1 Qiy2
Month 3 0.44 0.44 0.37 0.40 0.44 0.39
ADL Qi-1 Qt  Qiy1 Qui2 | Qo1 Qr Qi1 Qiy2
Month 1 0.30 0.37 0.43 0.30 0.38 0.43
Month 2 0.38 0.44 0.47 0.39 0.44 0.48
Month 3 0.32 045 0.47 0.32 0.45 0.48
MIXFAC Qi1 Q1 Qi1 Quyo | Q1 Qr Qryr Qrg2
Month 1 0.26 0.37 0.35 0.24 0.36 0.35
Month 2 0.33 0.37 0.36 0.32 0.36 0.40
Month 3 0.32 0.35 0.35 0.31 0.34 0.39
MIX2FAC Q-1 Qt Qiy1 Qui2 | Qo1 Qr Qi1 Qiy2
Month 1 0.23 0.33 0.36 0.22 0.31 0.33
Month 2 0.30 0.37 0.38 0.30 0.35 042
Month 3 0.32 0.36 0.36 0.26 0.35 0.40
FaMIDAS Q-1 Qr Qi1 Qui2 | Qi1 Qr Qi1 Qo
Month 1 0.28 0.36 0.32 0.26 0.34 0.33
Month 2 0.34 0.31 0.37 0.34 0.33 0.39
Month 3 0.34 0.34 0.37 0.33 0.35 0.40
FactorMIDAS Q-1 Qr Qi1 Qir2 | Qi1 Qr Qi1 Qiy2
Month 1 0.26 0.36 0.34 0.24 0.35 0.34
Month 2 0.33 0.38 0.36 0.32 0.35 0.40
Month 3 0.32 0.36 0.34 0.31 0.35 0.38
Pooling equal weights | Q;—1  Q: Qiy1 Qiy2 | Qi1 Qi Qiy1 Qi
Month 1 0.24 0.34 0.33 0.22 0.32 0.32
Month 2 0.31 0.34 0.36 0.31 0.33 0.40
Month 3 0.30 0.34 0.35 029 0.34 0.38

Note: Each entry represents the RMSE of the rolling forech&DP growth rates,
aggregated to the quarterly frequency, by month of the guartwhich the prevision
is made, horizon of prevision and window length. The beateslmong the models
(except for the pooling) are underlined. The VAR is estirdaie a balanced quarterly
sample. The ADL is estimated as documented by Proietti (ROP6asing the routines

provided by the author.
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Table 3:

Rolling forecasting experiment: MAPE.

5 year s (2003-2007)

4 year s (2004-2007)

VAR Qtfl Qt Qt+1 Qt+2 Qtfl Qt Qt+1 Qt+2
Month 3 0.38 0.34 0.29 0.35 0.33 0.30
ADL Qi-1 Qt  Qiy1 Qui2 | Qo1 Qr Qi1 Qiy2
Month 1 0.26 0.33 0.38 0.25 0.33 0.37

Month 2 0.33 0.39 041 0.33 0.38 0.41
Month 3 0.25 0.40 0.41 0.25 0.39 041
MIXFAC Qi1 Q1 Qi1 Quyo | Q1 Qr Qryr Qrg2
Month 1 0.21 0.29 0.27 0.20 0.28 0.26

Month 2 0.26 0.27 0.27 0.25 0.27 0.32
Month 3 0.24 0.27 0.26 0.24 0.26 0.29
MIX2FAC Q-1 Qt Qiy1 Qui2 | Qo1 Qr Qi1 Qiy2
Month 1 0.19 0.25 0.28 0.18 0.23 0.27

Month 2 0.22 0.27 0.29 0.22 0.26 0.33
Month 3 0.25 0.27 0.26 0.21 0.27 0.30
FaMIDAS Q-1 Qr Qi1 Qui2 | Qi1 Qr Qi1 Qo
Month 1 0.20 0.26 0.24 0.18 0.24 0.26

Month 2 0.25 0.23 0.27 0.24 0.24 0.29
Month 3 0.25 0.24 0.27 0.23 0.26 0.30
FactorMIDAS Q-1 Qr Qi1 Qir2 | Qi1 Qr Qi1 Qiy2
Month 1 0.21 0.28 0.25 0.17 0.24 0.25

Month 2 0.26 0.28 0.28 0.21 0.24 0.30
Month 3 0.25 0.27 0.24 0.21 0.25 0.29
Poolingequal weights | Q;—1 Q¢ Qi1 Qire | Qi1 Qr  Qiy1 Qiy2
Month 1 0.18 0.26 0.24 0.19 0.27 0.25

Month 2 0.22 0.24 0.27 025 0.26 0.32
Month 3 0.22 0.24 0.25 0.23 0.26 0.28

Note: Each entry represents the MAE of the rolling forecds6DP growth rates,
aggregated to the quarterly frequency, by month of the guartwhich the prevision
is made, horizon of prevision and window length. The beateslmong the models
(except for the pooling) are underlined. The VAR is estirdaie a balanced quarterly
sample. The ADL is estimated as documented by Proietti (ROP6asing the routines

provided by the author.
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Table 4: Diebold-Mariano test by horizon of previsions ar@hth in the quarter (Student-T).
QUADRATIC VALUES
FaMIDAS versus Mixfac

lstep 2step 3step
Month1l| 2.6 -0.8 -2.5
Month2 | 0.7 -2.7 0.3
Month3| 1.7 -15 2.4
Overall 1.4 -1.6 -0.5
FaMIDAS versus Mix2fac
lstep 2step 3step
Month1| 3.6 3.4 -1.6
Month2 | 4.6 -2.8 -1.6
Month3| 0.8 -1.8 0.8
Overall 2.0 -1.0 -0.8
FaMIDAS versus FactorMIDAS
lstep 2step 3step
Month1| 2.8 0.1 -1.7
Month2 | 0.8 -2.3 0.4
Month3| 1.4 -1.9 3.8
Overall 1.4 -1.5 0.2
ABSOLUTE VALUES
FaMIDAS versus Mixfac
lstep 2step 3step
Month1| -1.8 -1.9 -2.7
Month2| -0.3 -2.6 0.0
Month3| 0.4 2.1 1.2
Overall | -04 -2.1 -0.4
FaMIDAS versus Mix2fac
1step 2step 3step
Month1| 3.6 3.4 -1.6
Month2 | 4.6 -2.8 -1.6
Month3| 0.8 -1.8 0.8
Overall 2.0 -1.0 -0.8
FaMIDAS versus FactorMIDAS
lstep 2step 3step
Month1| -2.2 -1.3 -1.4
Month2| -0.4 -25 -0.2
Month3| 0.0 -2.5 2.2
Overall | -0.7 -2.0 0.3

Note: Rolling forecast window: 2003-
2007; Values adjusted by the Newey-West
correction.
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Figure 1: Monthly Indicators and Quarterly GDP- Italy
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Figure 2: Estimated Monthly GDP and common factors .
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Figure 4: Spectral Density of the Monthly GDP.

1.0

_ Spectral density

—— MIXFAC —— FaMIDAS
""" MIX2FAC

0.9

,,,,,,

Note: The horizontal axis represents frequencies from-) tehile on the vertical axis the estimated spectral
density of the monthly GDP in growth rates.

29



)

. 762

. 763

. 164

. 165

. 766

. 767

. 768

. 769

. 770

. 771

. 772

. 773

. 774

. 775

. 176

.17

. 778

. 779

. 780

. 7181

. 182

. 183

RECENTLY PUBLISHED “TEMI” (*)

A public guarantee of a minimum return to defined contribution pension scheme
members, by Giuseppe Grande and Ignazio Visco (June 2010).

Debt restructuring and the role of lending technologies, by Giacinto Micucci and
Paola Rossi (June 2010).

Disentangling demand and supply in credit developments: a survey-based analysis
for Italy, by Paolo Del Giovane, Ginette Eramo and Andrea Nobili (June 2010).

Information uncertainty and the reaction of stock prices to news, by Paolo Angelini
and Giovanni Guazzarotti (July 2010).

With a little help from abroad: the effect of low-skilled immigration on the female
labor supply, by Guglielmo Barone and Sauro Mocetti (July 2010).

Real time forecasts of inflation: the role of financial variables, by Libero Monteforte
and Gianluca Moretti (July 2010).

The effect of age on portfolio choices: evidence from an Italian pension fund, by
Giuseppe G. L. Cappelletti, Giovanni Guazzarotti and Pietro Tommasino (July 2010).

Does investing abroad reduce domestic activity? Evidence from Italian
manufacturing firms, by Raffaello Bronzini (July 2010).

The EAGLE. A model for policy analysis of macroeconomics interdependence in the
euro area, by Sandra Gomes, Pascal Jacquinot and Massimiliano Pisani (July 2010).

Modelling Italian potential output and the output gap, by Antonio Bassanetti,
Michele Caivano and Alberto Locarno (September 2010).

Relationship lending in a financial turmoil, by Stefania De Mitri, Giorgio Gobbi
and Enrico Sette (September 2010).

Firm entry, competitive pressures and the US inflation dynamics, by Martina
Cecioni (September 2010).

Credit ratings in structured finance and the role of systemic risk, by Roberto Violi
(September 2010).

Entrepreneurship and market size. The case of young college graduates in Italy, by
Sabrina Di Addario and Daniela Vuri (September 2010).

Measuring the price elasticity of import demand in the destination markets of
Italian exports, by Alberto Felettigh and Stefano Federico (October 2010).

Income reporting behaviour in sample surveys, by Andrea Neri and Roberta Zizza
(October 2010).

The rise of risk-based pricing of mortgage interest rates in Italy, by Silvia Magri
and Raffaella Pico (October 2010).

On the interaction between market and credit risk: a factor-augmented vector
autoregressive (FAVAR) approach, by Roberta Fiori and Simonetta Iannotti
(October 2010).

Under/over-valuation of the stock market and cyclically adjusted earnings, by
Marco Taboga (December 2010).

Changing institutions in the European market: the impact on mark-ups and
rents allocation, by Antonio Bassanetti, Roberto Torrini and Francesco Zollino
(December 2010).

Central bank’s macroeconomic projections and learning, by Giuseppe Ferrero and
Alessandro Secchi (December 2010).

(Non)persistent effects of fertility on female labour supply, by Concetta Rondinelli
and Roberta Zizza (December 2010).

Requests for copies should be sent to:
Banca d’Italia — Servizio Studi di struttura economica e finanziaria — Divisione Biblioteca e Archivio storico — Via
Nazionale, 91 — 00184 Rome — (fax 0039 06 47922059). They are available on the Internet www.bancaditalia.it.



"TEMI" LATER PUBLISHED ELSEWHERE

2008

P. ANGELINI, Liquidity and announcement effects in the euro area, Giornale degli Economisti e Annali di
Economia, v. 67, 1, pp. 1-20, TD No. 451 (October 2002).

P. ANGELINI, P. DEL GIOVANE, S. SIviIERO and D. TERLIZZESE, Monetary policy in a monetary union: What
role for regional information?, International Journal of Central Banking, v. 4, 3, pp. 1-28, TD No.
457 (December 2002).

F. ScHivarDl and R. TorriNi, ldentifying the effects of firing restrictions through size-contingent
Differencesin regulation, Labour Economics, v. 15, 3, pp. 482-511, TD No. 504 (June 2004).

L. Guiso and M. PAIELLA,, Risk aversion, wealth and background risk, Journal of the European Economic
Association, v. 6, 6, pp. 1109-1150, TD No. 483 (September 2003).

C. BiancoTTI, G. D'ALESSIO and A. NERI, Measurement errors in the Bank of Italy's survey of household
income and wealth, Review of Income and Wealth, v. 54, 3, pp. 466-493, TD No. 520 (October 2004).

S. MOMIGLIANO, J. HENRY and P. HERNANDEz DE Cos, The impact of government budget on prices:
Evidence from macroeconometric models, Journa of Policy Modelling, v. 30, 1, pp. 123-143 TD No.
523 (October 2004).

L. GAMBACORTA, How do banks set interest rates?, European Economic Review, v. 52, 5, pp. 792-819,
TD No. 542 (February 2005).

P. ANGELINI and A. GENERALE, On the evolution of firm size distributions, American Economic Review,
v. 98, 1, pp. 426-438, TD No. 549 (June 2005).

R. FeLIcl and M. PAGNINI, Distance, bank heterogeneity and entry in local banking markets, The Journal
of Industrial Economics, v. 56, 3, pp. 500-534, No. 557 (June 2005).

S. DI ADDARIO and E. PATACCHINI, Wages and the city. Evidence from Italy, Labour Economics, v.15, 5,
pp. 1040-1061, TD No. 570 (January 2006).

S. SCALIA, Isforeign exchange intervention effective?, Journal of International Money and Finance, v. 27, 4,
pp. 529-546, TD No. 579 (February 2006).

M. PericoLl and M. TABOGA, Canonical term-structure models with observable factors and the dynamics
of bond risk premia, Journal of Money, Credit and Banking, v. 40, 7, pp. 1471-88, TD No. 580
(February 2006).

E. VIVIANO, Entry regulations and labour market outcomes. Evidence from the Italian retail trade sector,
Labour Economics, v. 15, 6, pp. 1200-1222, TD No. 594 (M ay 2006).

S. FEDERICO and G. A. MINERVA, Outward FDI and local employment growth in Italy, Review of World
Economics, Journa of Money, Credit and Banking, v. 144, 2, pp. 295-324, TD No. 613 (February
2007).

F. BusetTl and A. HARVEY, Testing for trend, Econometric Theory, v. 24, 1, pp. 72-87, TD No. 614
(February 2007).

V. CESTARI, P. DEL GIovANE and C. RossI-ARNAUD, Memory for prices and the Euro cash changeover: an
analysis for cinema prices in Italy, In P. Del Giovane e R. Sabbatini (eds.), The Euro Inflation and
Consumers Perceptions. Lessonsfrom Italy, Berlin-Heidelberg, Springer, TD No. 619 (February 2007).

B. H. HALL, F. LoTtTl and J. MAIRESSE, Employment, innovation and productivity: evidence from ltalian
manufacturing microdata, Industrial and Corporate Change, v. 17, 4, pp. 813-839, TD No. 622 (April
2007).

J. Sousa and A. ZAGHINI, Monetary policy shocks in the Euro Area and global liquidity spillovers,
International Journal of Finance and Economics, v.13, 3, pp. 205-218, TD No. 629 (June 2007).

M. DEL GATTO, GIANMARCO |. P. OTTAVIANO and M. PAGNINI, Openness to trade and industry cost
dispersion: Evidence from a panel of Italian firms, Journal of Regional Science, v. 48, 1, pp. 97-
129, TD No. 635 (June 2007).

P. DEL GIOVANE, S. FABIANI and R. SABBATINI, What's behind “inflation perceptions’ ? A survey-based
analysis of Italian consumers, in P. Del Giovane e R. Sabbatini (eds), The Euro Inflation and
Consumers Perceptions. Lessons from Italy, Berlin-Heidelberg, Springer, TD No. 655 (January
2008).

R. BRONZINI, G. DE BLASIO, G. PELLEGRINI and A. SCOGNAMIGLIO, La valutazione del credito d'imposta per dli
investimenti, Rivistadi politicaeconomica, v. 98, 4, pp. 79-112, TD No. 661 (April 2008).



B. BorTOLOTTI, and P. PINOTTI, Delayed privatization, Public Choice, v. 136, 3-4, pp. 331-351, TD No.
663 (April 2008).

R. Bonci and F. CoLumBA, Monetary policy effects: New evidence from the Italian flow of funds, Applied
Economics, v. 40, 21, pp. 2803-2818, TD No. 678 (June 2008).

M. CuccuLELLI, and G. Micuccl, Family Succession and firm performance: evidence from Italian family
firms, Journal of Corporate Finance, v. 14, 1, pp. 17-31, TD No. 680 (June 2008).

A. SILVESTRINI and D. VEREDAS, Temporal aggregation of univariate and multivariate time series models:
a survey, Journa of Economic Surveys, v. 22, 3, pp. 458-497, TD No. 685 (August 2008).

2009

F. PANETTA, F. ScHIVARDI and M. SHUM, Do mergers improve information? Evidence from the loan market,
Journal of Money, Credit, and Banking, v. 41, 4, pp. 673-709, TD No. 521 (October 2004).

M. BUGAMELLI and F. PATERNO, Do workers remittances reduce the probability of current account
reversals?, World Development, v. 37, 12, pp. 1821-1838, TD No. 573 (January 2006).

P. PAcaNoO and M. PisaNi, Risk-adjusted forecasts of oil prices, The B.E. Journal of Macroeconomics, v.
9, 1, Article 24, TD No. 585 (Mar ch 2006).

M. PericoLl and M. SBRACIA, The CAPM and the risk appetite index: theoretical differences, empirical
similarities, and implementation problems, International Finance, v. 12, 2, pp. 123-150, TD No.
586 (M arch 2006).

U. ALBERTAZZI and L. GAMBACORTA, Bank profitability and the business cycle, Journal of Financial
Stability, v. 5, 4, pp. 393-409, TD No. 601 (September 2006).

S. MAGRI, The financing of small innovative firms: the Italian case, Economics of Innovation and New
Technology, v. 18, 2, pp. 181-204, TD No. 640 (September 2007).

V. DI GIACINTO and G. Micuccl, The producer service sector in Italy: long-term growth and its local
determinants, Spatial Economic Analysis, Vol. 4, No. 4, pp. 391-425, TD No. 643 (September 2007).

F. LORENZO, L. MONTEFORTE and L. SEssA, The general equilibrium effects of fiscal policy: estimates for the
euro area, Journal of Public Economics, v. 93, 3-4, pp. 559-585, TD No. 652 (November 2007).

R. GOLINELLI and S. MOMIGLIANO, The Cyclical Reaction of Fiscal Policies in the Euro Area. A Critical
Survey of Empirical Research, Fiscal Studies, v. 30, 1, pp. 39-72, TD No. 654 (January 2008).

P. DEL GIOVANE, S. FABIANI and R. SABBATINI, What's behind “ Inflation Perceptions’ ? A survey-based
analysis of Italian consumers, Giornale degli Economisti e Annali di Economia, v. 68, 1, pp. 25-
52, TD No. 655 (January 2008).

F. MACCHERONI, M. MARINACCI, A. RusTICHINI and M. TABOGA, Portfolio selection with monotone mean-
variance preferences, Mathematical Finance, v. 19, 3, pp. 487-521, TD No. 664 (April 2008).

M. AFFINITO and M. PIAzza, What are borders made of? An analysis of barriers to European banking
integration, in P. Alessandrini, M. Fratianni and A. Zazzaro (eds.): The Changing Geography of
Banking and Finance, Dordrecht Heidelberg London New Y ork, Springer, TD No. 666 (April 2008).

A. BRANDOLINI, On applying synthetic indices of multidimensional well-being: health and income
inequalities in France, Germany, ltaly, and the United Kingdom, in R. Gotoh and P. Dumouchel
(eds), Againgt Injustice. The New Economics of Amartya Sen, Cambridge, Cambridge University
Press, TD No. 668 (April 2008).

G. FERRERO and A. NOBILI, Futures contract rates as monetary policy forecasts, International Journal of
Central Banking, v. 5, 2, pp. 109-145, TD No. 681 (June 2008).

P. CasaDIO, M. Lo CoNTE and A. NERI, Balancing work and family in Italy: the new mothers employment
decisions around childbearing, in T. Addabbo and G. Solinas (eds.), Non-Standard Employment and
Quialita of Work, Physica-Verlag. A Sprinter Company, TD No. 684 (August 2008).

L. ARCIERO, C. BIANCOTTI, L. D'AuRIZIO and C. IMPENNA, Exploring agent-based methods for the analysis
of payment systems. A crisis model for SarLogo TNG, Journal of Artificial Societies and Social
Simulation, v. 12, 1, TD No. 686 (August 2008).

A. CaLzA and A. ZAGHINI, Nonlinearities in the dynamics of the euro area demand for M1,
Macroeconomic Dynamics, v. 13, 1, pp. 1-19, TD No. 690 (September 2008).

L. FRANCEScO and A. SEccHI, Technological change and the households' demand for currency, Journal of
Monetary Economics, v. 56, 2, pp. 222-230, TD No. 697 (December 2008).

G. Ascarl and T. RoOPELE, Trend inflation, taylor principle, and indeterminacy, Journal of Money, Credit
and Banking, v. 41, 8, pp. 1557-1584, TD No. 708 (May 2007).



S. CoLARoOsS and A. ZAGHINI, Gradualism, transparency and the improved operational framework: a
look at overnight volatility transmission, International Finance, v. 12, 2, pp. 151-170, TD No. 710
(May 2009).

M. BUGAMELLI, F. SCHIVARDI and R. ZizzA, The euro and firm restructuring, in A. Alesina e F. Giavazzi
(eds): Europe and the Euro, Chicago, University of Chicago Press, TD No. 716 (June 2009).

B. HALL, F. LoTTI and J. MAIRESSE, Innovation and productivity in SVIES. empirical evidence for Italy,
Small Business Economics, v. 33, 1, pp. 13-33, TD No. 718 (June 2009).

2010

A. PrATI and M. SBRACIA, Uncertainty and currency crises: evidence from survey data, Journal of
Monetary Economics, v, 57, 6, pp. 668-681, TD No. 446 (July 2002).

S. MAGRI, Debt maturity choice of nonpublic Italian firms , Journal of Money, Credit, and Banking, v.42,
2-3, pp. 443-463, TD No. 574 (January 2006).

R. BRONZzINI and P. PiseLLI, Determinants of long-run regional productivity with geographical spillovers:
the role of R&D, human capital and public infrastructure, Regional Science and Urban
Economics, v. 39, 2, pp.187-199, TD No. 597 (September 2006).

E. lossa and G. PaLumBO, Over-optimism and lender liability in the consumer credit market, Oxford
Economic Papers, v. 62, 2, pp. 374-394, TD No. 598 (September 2006).

S. NERI and A. NoBILI, The transmission of US monetary policy to the euro area, International Finance, v.
13, 1, pp. 55-78, TD No. 606 (December 2006).

F. ALTISSIMO, R. CRISTADORO, M. FORNI, M. LiPPI and G. VERONESE, New Eurocoin: Tracking Economic
Growth in Real Time, Review of Economics and Statistics, v. 92, 4, pp. 1024-1034, TD No. 631
(June 2007).

A. CIARLONE, P. PIsELLI and G. TREBESCHI, Emerging Markets' Spreads and Global Financial Conditions,
Journal of International Financial Markets, Institutions & Money, v. 19, 2, pp. 222-239, TD No.
637 (June 2007).

U. ALBERTAZzI and L. GAMBACORTA, Bank profitability and taxation, Journal of Banking and Finance, v.
34,11, pp. 2801-2810, TD No. 649 (November 2007).

M. lacoviELLO and S. NERI, Housing market spillovers. evidence from an estimated DSGE model,
American Economic Journal: Macroeconomics, v. 2, 2, pp. 125-164, TD No. 659 (January 2008).

F. BALASSONE, F. MAURA and S. ZOTTERI, Cyclical asymmetry in fiscal variablesin the EU, Empirica, TD
No. 671, v. 37, 4, pp. 381-402 (June 2008).

F. D'AMURI, O. GIANMARCO |.P. and P. GiovANNI, The labor market impact of immigration on the western
german labor market in the 1990s, European Economic Review, v. 54, 4, pp. 550-570, TD No.
687 (August 2008).

A. ACCETTURO, Agglomeration and growth: the effects of commuting costs, Papersin Regional Science, v.
89, 1, pp. 173-190, TD No. 688 (September 2008).

S. NosiLI and G. PALAZzO, Explaining and forecasting bond risk premiums, Financial Analysts Journal, v.
66, 4, pp. 67-82, TD No. 689 (September 2008).

A. B. ATKINSON and A. BRANDOLINI, On analysing the world distribution of income, World Bank
Economic Review , v. 24, 1, pp. 1-37, TD No. 701 (January 2009).

R. CAPPARIELLO and R. ZizzaA, Dropping the Books and Working Off the Books, Labour, v. 24, 2, pp. 139-
162 ,TD No. 702 (January 2009).

C. NicoLETTI and C. RONDINELLI, The (mis)specification of discrete duration models with unobserved
heterogeneity: a Monte Carlo study, Journal of Econometrics, v. 159, 1, pp. 1-13, TD No. 705
(March 2009).

V. DI GIACINTO, G. Micuccl and P. MONTANARO, Dynamic macroeconomic effects of public capital:
evidence fromregional Italian data, Giornale degli economisti e annali di economia, v. 69, 1, pp. 29-
66, TD No. 733 (November 2009).

F. CoLumBA, L. GAMBACORTA and P. E. MISTRULLI, Mutual Guarantee institutions and small business
finance, Journal of Financial Stability, v. 6, 1, pp. 45-54, TD No. 735 (November 2009).

A. GERALI, S. NERI, L. SESsA and F. M. SIGNORETTI, Credit and banking in a DSGE model of the Euro
Area, Journal of Money, Credit and Banking, v. 42, 6, pp. 107-141, TD No. 740 (January 2010).

M. AFFINITO and E. TAGLIAFERRI, Why do (or did?) banks securitize their loans? Evidence from Italy, Journal
of Financial Stability, v. 6, 4, pp. 189-202, TD No. 741 (January 2010).



S. FEDERICO, Outsourcing versus integration at home or abroad and firm heterogeneity, Empirica, v. 37,
1, pp. 47-63, TD No. 742 (February 2010).

V. DI GIACINTO, On vector autoregressive modeling in space and time, Journal of Geographical Systems, v. 12,
2, pp. 125-154, TD No. 746 (February 2010).

A. D1 CesARE and G. GUAZzAROTTI, An analysis of the determinants of credit default swap spread
changes before and during the subprime financial turmoil, Journal of Current Issues in Finance,
Business and Economics, v. 3, 4, pp., TD No. 749 (M ar ch 2010).

A. BRANDOLINI, S. MAGRI and T. M SMEEDING, Asset-based measurement of poverty, Journa of Policy
Analysis and Management, v. 29, 2, pp. 267-284, TD No. 755 (M ar ch 2010).

G. CapPELLETTI, A Note on rationalizability and restrictions on beliefs, The B.E. Journal of Theoretical
Economics, v. 10, 1, pp. 1-11,TD No. 757 (April 2010).

S. DI ADDARIO and D. VURI, Entrepreneurship and market size. the case of young college graduates in
Italy, Labour Economics, v. 17, 5, pp. 848-858, TD No. 775 (September 2010).

FORTHCOMING

L. MONTEFORTE and S. SIVIERO, The Economic Consequences of Euro Area Modelling Shortcuts, Applied
Economics, TD No. 458 (December 2002).

M. BUGAMELLI and A. ROSOLIA, Produttivita e concorrenza estera, Rivista di politica economica, TD No.
578 (February 2006).

G. DE BLASIO and G. Nuzzo, Historical traditions of civicness and local economic devel opment, Journal
of Regional Science, TD No. 591 (May 2006).

S. DI ADDARIO, Job search in thick markets, Journal of Urban Economics, TD No. 605 (December 2006).

F. ScHIVARDI and E. VIVIANO, Entry barriersin retail trade, Economic Journd, TD No. 616 (February 2007).

G. FERRERO, A. NOBILI and P. PASSIGLIA, Assessing excess liquidity in the Euro Area: the role of sectoral
distribution of money, Applied Economics, TD No. 627 (April 2007).

P. E. MISTRULLI, Assessing financial contagion in the interbank market: maximun entropy versus observed
interbank lending patterns, Journal of Banking & Finance, TD No. 641 (September 2007).

Y. ALTUNBAS, L. GAMBACORTA and D. MARQUES, Securitisation and the bank lending channel, European
Economic Review, TD No. 653 (November 2007).

E. CIAPANNA, Directed matching with endogenous markov probability: clients or competitors?, The
RAND Journal of Economics, TD No. 665 (April 2008).

M. BucaMELLI and F. PATERNO, Output growth volatility and remittances, Economica, TD No. 673 (June
2008).

V. DI GIACINTO e M. PAGNINI, Local and global agglomeration patterns. two econometrics-based
indicators, Regional Science and Urban Economics, TD No. 674 (June 2008).

P. SEsTiTO and E. VIVIANO, Reservation wages. explaining some puzzing regional patterns, Labour,
TD No. 696 (December 2008).

P. PINOTTI, M. BIANCHI and P. BUONANNO, Do immigrants cause crime?, Journal of the European
Economic Association, TD No. 698 (December 2008).

L. FORNI, A. GERALI and M. PisaNI, Macroeconomic effects of greater competition in the service sector:
the case of Italy, Macroeconomic Dynamics, TD No. 706 (M ar ch 2009).

Y. ALTUNBAS, L. GAMBACORTA, and D. MARQUES-IBANEZ, Bank risk and monetary policy, Journal of
Financial Stability, TD No. 712 (May 2009).

P. ANGELINI, A. NoBILI e C. PiciLLO, The interbank market after August 2007: What has changed, and
why?, Journal of Money, Credit and Banking, TD No. 731 (ottobre 2009).

L. FOrNI, A. GERALI and M. Pisani, The macroeconomics of fiscal consolidations in euro area countries,
Journal of Economic Dynamics and Control, TD No. 747 (M ar ch 2010).

A. DI CeEsARE and G. GUAZzAROTTI, An analysis of the determinants of credit default swap spread
changes before and during the subprime financial turmoail, in C. V. Karsone (eds.), Finance and
Banking Developments, Nova Publishers, New York., TD No. 749 (M ar ch 2010).

G. GRANDE and I. Visco, A public guarantee of a minimum return to defined contribution pension scheme
members, Journal of Risk, TD No. 762 (June 2010).

S. MAGRI and R. Pico, The rise of risk-based pricing of mortgage interest rates in Italy, Journal of
Banking and Finance, TD No. 696 (October 2010).





