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Abstract

In this paper, a parametric cost frontier for the credit card market is specified ("stochastic frontier approach" - SFA) and robustness checks of the main results are performed. The aim is to provide some clues to: the x-inefficiency problem and determinants in a retail payment circuit; the main technical characteristics of the industry (i.e. scale economies, cost structure, factor substitution); policy implications. The Italian case study indicates that: the credit card industry could benefit from significant increasing returns to scale, but bigger the network (in terms of transactions handled) the more intermediaries tend to veer away from their efficient cost frontier. Moreover, the cost structure borne by firms is strongly dependent on intra-network agreements. Possible solutions to the x-inefficiency problem might come from the “theory of incentives”, which provides pricing (or cost recovery) mechanisms computed on the basis of costs expected under efficiency conditions; however, more studies are needed to investigate the topic within the context of “self-regulated” payment networks.
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1. Introduction

A payment system is a set of rules, technical mechanisms and institutions for the transfer of money between payers and payees. It can deal with large-value operations, usually for monetary settlement where big companies or financial institutions are involved, or handle large numbers of low-value transactions for different end-users, such as consumers and small retailers, in a widespread network.

Cash is the most common retail payment instrument. Other instruments are cheques, credit and debit transfers, and payment cards. Advances in information technology and the increasing adoption of electronic fund transfer procedures have allowed operators to reduce their production costs and the time associated with non-cash payment services. Nevertheless, we usually experience a sort of “monetary illusion” about the “social production cost” of payment services (Humphrey-Berger 1990), especially due to a lack of information, cross-subsidy phenomena and implied pricing mechanisms.

Some economic characteristics mark a “payment system” as a “network industry”. First of all, the payment service (Rochet-Tirole 1999) is usually jointly offered to two parties (the debtor and the creditor) by two other parties (the payer's bank and the payee's bank) interacting through a common infrastructure. The total cost of the service is the sum of the “two-sided” production costs, to be covered by the “two-sided” market demand of end-users, but there is no reason why both banks should break even on the same transaction. The “winning” bank on one “side” could therefore compensate the “losing” bank on the other “side” for facilitating the provision of the joint service: for instance, in the payment card

---

1 I am particularly grateful to David B. Humphrey for his helpful suggestions and comments on a preliminary version of the paper. I would also like to thank Paolo Angelini, Mark Armstrong, David Balto, Gerardo Coppola, Riccardo De Bonis, Jean-Charles Rochet, Stefano Siviero, Jean Tirole, Luigi Ventura and two anonymous referees for their useful comments. I have also benefited from comments by participants at the conference on “The Economics of Payment Networks”, IDEI Université de Toulouse I, June 10th and 11th 2002 and from suggestions on a previous version of the paper made by participants at the seminar presentation held at the Research Department of the Bank of Italy on January 10th 2001. I also thank Nives Coppari for editorial assistance. All the remaining errors are mine. The views herein are personal and do not involve the responsibility of the Bank of Italy.
scheme bank used by the merchant usually pays an “interchange fee” to the cardholder's bank to share the issuing costs on the card transaction$^2$.

Secondly, a payment instrument is of value only if it is accepted by other parties. The wider its acceptance, the greater its value to consumers. The value of a credit card accepted worldwide or of an ATM card (automated teller machine for cash withdrawals) that can be used whenever or wherever a consumer needs cash are clear examples of network benefits. A payment card issued by one bank may be used at another bank's terminals only if the card and the terminal share common technology and security standards. Hence, inter-operability and compatibility are important issues for network goods and services. These issues take on even greater importance because the formation of a network usually depends on attaining “critical mass” and scale economies. However, a typical “chicken and egg problem” is inherent in most network goods and services and often makes it difficult for new networks to achieve a critical mass of consumers (or transactions). For example, a consumer's incentive to buy and utilize a payment card depends directly on the number of merchants who accept the card. At the same time, a merchant's willingness to accept a payment card depends directly on the number of cardholders who use the card.

The consequence of this is that co-operation and standardization are needed between two or more companies, especially in the intermediate markets, in order to form a payment network. However, that could also determine cross-subsidy mechanisms and a “low-powered incentive environment” (Leibenstein 1966). Hence, a typical $x$-inefficiency problem may emerge: one or more firms (or production units) would not produce at the feasible minimum cost.

Until now efficiency problems in self-regulated retail payment systems have been of primary interest for the ex post (eventual) action of the antitrust authorities$^3$. However,

---

$^2$ Conceptually, there is a similar problem in the sector of public utilities, when the commercial revenues of a company are generally not high enough to cover operating costs and a transfer is then required to balance the budget (see Gagnepain-Ivaldi 1998). Historically, the business model for payment cards has typically favoured cardholders over merchants who accept the cards despite high merchant fees. Hence, some card-issuing costs are covered by an “interbank exchange fee” from the merchant’s acquiring bank instead of directly charging the consumer (see Rochet-Tirole 1999 and 2002).

$^3$ For instance, the European Commission has recently exempted multilateral interchange fees for cross-border payments made with Visa cards from EU antitrust rules - as such a fee is useful for the network
recent studies, such as those conducted in the United Kingdom, Australia and Italy, have emphasized the need to establish ex ante principles for network pricing (or cost recovery) schemes in payment systems in order to guarantee greater transparency and efficiency over time; it is foreseen that central banks will play a for this\(^4\).

In this paper we leave out some considerations of welfare economics: for example, accepting a given level of cost inefficiency because it is necessary for the start or the expansion of a payment circuit. Furthermore, in such cases, \(x\)-inefficiency might be considered as "seigniorage" income for the creation of a new means of payment (see Frankel 1998); this is a typical case in monetary and banking history. On the other hand, specialized literature shows that criticism is being directed at the traditional approach, which tends to justify the maintenance of some “protection mechanism”, if necessary to foster the growth of the network considered as a "collective good".\(^5\) Moreover, we know how the Leibenstein \(x\)-inefficiency concept has been criticized by economists such as Stigler (1976), who stress that "measured inefficiency may be a reflection of a failure to incorporate the right variables and the right constraints and to specify the right economic objective of the production unit" (Fried-Lovell-Schmidt 1993), but that criticism does not provide a solution in the empirical analysis.

In this study, after a general description of the “product” (section 2), a parametric cost frontier for the Italian credit card market (sections 3, 4 and 5) is specified. To this end, the Battese-Coelli (1995) econometric model for efficiency analysis (“stochastic frontier

\(^4\) See the following surveys: “Competition in UK Banking: A Report of the Chancellor of the Exchequer” (2000), by Don Cruickshank; “Debit and Credit Card Schemes in Australia: A Study of Interchange Fees and Access” (2000) by the Reserve Bank of Australia and the Australian Competition and Consumer Commission. In particular, the central bank has recently ordered sweeping changes in the way the credit card business operates in Australia - cutting interchange fees by about 40 per cent - in order to lower costs and promote competition (see “Reform of Credit Card Schemes in Australia, 2002”, RBA). For Italy, see “The Italian Case Study: Interchange Fee, Market Structure and Cost Efficiency in the Retail Payment System” (2002) by Ardizzi-Coppola (Bank of Italy, paper presented at the conference on “The Economics of Payment Networks”, IDEI Université de Toulouse I, June 2002). In general, for the role of central banks in retail payment systems see: “Policy Issues for Central Banks in Retail Payments” - BIS (2002).

\(^5\) Katz (2001), for example, points out that above a certain level of saturation the marginal benefit deriving from accession to the circuit by new user would tend to disappear. As a consequence, it would be no longer
approach” - SFA) allows us to explain both the firm and time specific effects in terms of cost inefficiency. Furthermore, the robustness of the results on the inefficiency scores is tested through deterministic methods.

This paper is only an introduction to the problem of \( x \)-inefficiency in retail payment circuits. It aims to provide a better understanding of: a) the study of the main technical characteristics of the “payments industry” (i.e. scale economies, cost structure, factor substitution); and b) the cost inefficiency determinants in a “self-regulated” retail payment circuit.

2. Payment by cards

The use of payment cards\(^6\) in Europe, especially debit cards, is growing faster than any other form of payment. Transaction volumes are increasing at around 20 per cent per year, with about 35 card payments per inhabitant registered in 1999. In the USA, the average annual growth is 12 per cent, with about 95 transactions per capita per year. The volume of payment by credit card is significantly higher than debit cards in the US. Credit cards are the most widely used instrument for paying over the Internet in business-to-consumer transactions, both in Europe and in the USA.

The payment card circuit (credit or debit) works as follows (Evans-Schmalensee 1999): 1) a bank, or other financial company named Issuer, issues a card linked to a “network brand” (i.e. Visa Card, MasterCard, Diners, American Express, etc.) to a consumer (cardholder) who may use the card to charge purchases; 2) a merchant can accept the card as payment if another intermediary (or the same issuing institution), named Acquirer, associated with the same “network brand”, provides a “point of sale” terminal (P.O.S.) to

\( \text{\footnotesize{\text{\textsuperscript{6}}} We define “credit card” as a card whose holder has been granted a credit line, enabling the holder to make purchases and/or draw cash up to a pre-arranged limit; the credit can be settled in full by the end of a specified period (charge card/travel and entertainment card), usually the month, or in part, with the balance taken as extended credit (revolving card) in which case an interest is charged to the cardholder in addition to the usual annual fee. The “debit card” is a card enabling the holder to have purchases directly charged to funds in an account at a deposit-taking institution (usually combined with another function: i.e., cash card for ATM cash withdrawals or cheque guarantee card). See BIS (1999). Both credit and debit cards exploit a network system (issuing, acquiring and technical infrastructures) to provide payment services to consumers and merchants.}} \)
authorize and process the transaction; 3) the merchant will be credited for the purchase amount, net a merchant discount fee, and the cardholder will be debited for the same amount. Whenever the Issuer and the Acquirer are different parties (involving so-called 'off-us' transactions), the circuit is a “four-party” system (issuer, cardholder, acquirer, merchant). The acquirer generally pays the issuer an explicit (flat or percentage) interchange fee\textsuperscript{7}, set collectively by the institutions belonging to the system or by the self-regulatory body managing the inter-network relationships (i.e., Visa International). If the issuer and the acquirer are the same party, the network is a “three party” system.

Some authors further differentiate between two types of credit card schemes (Gans-King 2001):

a) open loop systems (i.e., VISA International and EuroCard/MasterCard) - the most widely adopted by the financial operators - are self-regulated organizations in the form of membership associations, managed by an international board and established to promote and develop payment cards (or other instruments). They provide operating and access regulations and manage a world-wide electronic network handling authorization and transmission of clearing and settlement data. The member institutions (i.e., banks or other financial institutions) carry out issuing and acquiring activities as licensees of a network brand. At present, this scheme is the most widely adopted in the world in terms of transactions handled.

b) Closed loop systems (i.e., American Express, Diners Club International): financial companies which manage a proprietary circuit and perform issuing and acquiring services directly, as well as some brand promotion activities.

The banking system plays an important role in network governance, in advertising the payment instrument with consumers, and in settling monetary transactions.

\textsuperscript{7} Generally, “interchange fees” are used to balance (or transfer) costs between banks or other intermediaries for the joint provision of payment services (see Baxter 1983, Rochet-Tirole 1999 and Balto 2000). A bank pays an interchange fee to another bank for services rendered in a payment scheme involving more than one party, as in the payment card networks. Usually, the interchange fee covers the issuing costs (mark-up included) for clearing and authorisation, debiting cardholder accounts, fraud and default, interest free period. In this paper, we consider both the typical interchange fees and any other intra-network payments to guarantee co-operation and the provision of network transaction services (i.e., outsourcing, partnership agreements, etc.).
2.1 Credit card network industry

In Italy there were 590 million annual payment card operations in 2000, representing 19 per cent of total non-cash payments that year (compared with 3 per cent in 1990). In the last decade, P.O.S. card payments have expanded rapidly, with an average annual growth of over 30 per cent, but the “gap” with other industrialized countries is still large. In Italy there are only 10 transactions per capita annually. Credit card transactions have increased by about 15-20 per cent annually on average in recent years, although paying with debit cards is growing faster in Italy than other cards. Credit card payments\(^8\) amount to 46 per cent of total card payments and experts predict the use of credit cards will increase in the near future.

The credit card industry is concentrated in Italy (see Table 1), although in recent years there has been growing competition between suppliers of payment services (Blue Book 1999). The CartaSi card dominates the domestic issuing and acquiring market (Bank of Italy, Antitrust Decision 135/A/2001). It is issued by Servizi Interbancari (a financial company owned by the leading Italian banks), associated with the international “open loop” circuits (Visa and MasterCard network) and distributed by the member banks of the scheme (about 800 Italian credit institutions). Deutsche Bank is the second largest operator in Italy with the BankAmericard card. The “closed loop” circuits American Express and Diners Club (travel & entertainment cards) have smaller market shares. Moreover, a number of individual banks - representing small shares of the market - have launched proprietary cards directly linked to the international networks (such as IntesaBCI-Setefi with Moneta). Finally, schemes typically present important domestic outsourcers (owned by banks) for the technical management of transaction data.\(^9\)

---

\(^8\) In Italy the large majority of credit cards are charge cards (one month delay before debiting the cardholder), without charging interest to the cardholder. Most credit cards are issued with pre-authorized direct debit and though the cardholder enjoys an interest-free grace period, the amount charged is automatically debited against the cardholder’s current account at the end of the billing period.

\(^9\) In Europe, card processing arrangements remain largely nationally based and co-operative in nature (see Banking Automation Bulletin for Europe n. 187/2002).
TABLE 1: CREDIT CARDS IN ITALY
(market shares)

<table>
<thead>
<tr>
<th>Card name (Issuer)</th>
<th>Issuing: % value of purchases by card</th>
<th>Acquiring: % value of transactions at p.o.s.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CartaSì (Servizi Interbancari)</td>
<td>56.9</td>
<td>46.3</td>
</tr>
<tr>
<td>BankAmericard (Deutsche Bank)</td>
<td>17.5</td>
<td>14.8</td>
</tr>
<tr>
<td>Amex (American Express)</td>
<td>8.6</td>
<td>13.0</td>
</tr>
<tr>
<td>TopCard (Bnl)</td>
<td>4.6</td>
<td>2.1</td>
</tr>
<tr>
<td>Moneta (IntesaBCI/Setefi)</td>
<td>6.2</td>
<td>8.7</td>
</tr>
<tr>
<td>Diners (Diners Club)</td>
<td>3.3</td>
<td>4.6</td>
</tr>
<tr>
<td>Other cards</td>
<td>2.9</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>


The revenues \( R \) of a financial company or bank that operates as both issuer and acquirer may be calculated by the following formula:

\[
R = q_I \text{if} + q_A \text{mdf} + c - Q \text{if}
\]

(1)

\[
R = (q_I - Q) \text{if} + q_A \text{mdf} + c
\]

(1-bis)

where \( R \) is total revenues; \( q_I \) is the value of transactions processed by the company as issuer but acquired by others; \( q_A \) is the total value of transactions (including those executed with the bank's own cards) processed by the bank as acquirer; and \( Q \) is the value of transactions processed by other issuers for payments acquired by the bank in question; \( \text{if} \) is the interchange fee (multilaterally set as percentage of the transacted value) and \( \text{mdf} \) is the (gross) merchant discount fee, which is determined by the acquirer according to a “mark-up” rule to cover the \( \text{if} \) costs, other acquiring costs and a profit margin; \( c \) is the annual fee charged to the cardholders.

The empirical evidence seems to show that the company would have a strong incentive to operate in both the issuing and acquiring markets\(^{10}\) and to maximize the value or the

\(^{10}\) For instance, in UK the four largest banks handle over the 80 per cent of both issuing and acquiring transactions. Generally, according to the rules set by the self-regulatory bodies (such as Visa and MasterCard),
number of transactions processed so as to reap the interchange fee flows (see the first variable of the equation, with $q_I > Q$), as well as to retain the “implicit” interchange fee for transactions executed with its cards at merchants “acquired” by the issuing bank (included in the second term $q_A mdf$). Given that the scheme is structured so that the entire interchange fees plus other acquiring costs are passed on to the final fee (merchant discount and $If$ is constant (multilaterally set), greater revenues would be guaranteed if $q_I$ and $q_A$ increased over time, both in absolute terms and in relative terms, compared with other intermediaries (the negative effect of $Q$ is also reduced).

In Italy, too, the issuing and acquiring markets are controlled by the same operators (see Table 1) and, at the domestic level, multilateral interchange fees on the intermediate market (see note 7) serve less as a redistribution or balancing tool than as a reference fee for final prices (i.e., merchant discount fee). This is true also for the “closed loop” systems (such as American Express and Diners Club) where the interchange fee is only implicit, the “company is vertically integrated” and performs the roles of issuer, system and acquirer.

These fees are mainly set to balance (or transfer) costs and profits between intermediaries and to guarantee inter-firm co-operation or the provision of network services (i.e., outsourcing, partnership agreements, commercial distribution, etc.). Nevertheless, the methods used by the self regulatory bodies to calculate uniform interchange fees for payment services are not clear and do not usually take into account technical progress and gains in productivity over time (Cruickshank Report 2000 and European Commission-Visa 2001).


11 The merchant discount fee (including the interchange fee) could be difficult to reduce over time as the interchange fee would represent a cost constraint (or access price) for the firms operating on the acquiring side of the market (see Cruickshank Report 2000).

12 See Rochet-Tirole 2001, p. 30. We could also have explicit “cross-border” interchange fees for proprietary circuits or three-party schemes, when the institutional arrangement provides different national financial companies issuing domestic cards with the same international brand: i.e. Diners Club Italy, France, US etc.. In this case, cross-border transactions are treated as ‘off-us transactions’ within the circuit.

13 For instance, multilateral interbank fees simply based on the average costs of different issuing banks could lead to a series of problems (see Cruickshank Report 2000), such as: a) less efficient operators are subsidized by more efficient operators and are not subjected to internal competition within the network; b)
(i.e., telecommunications, electricity provision, etc.). Moreover, in this paper, all other costs associated with intra-network relationships and co-operation are considered.

Tables 2 and 3 give a synthetic description of the services provided (issuing and acquiring) and the running costs in the credit card industry, respectively. In particular, the leading Italian non-bank credit card companies are considered (Servizi Interbancari, American Express, Diners Club d'Italia and Setefi-IntesaBCI) where specific cost information is available.

**TABLE 2: CREDIT CARD SERVICES**

<table>
<thead>
<tr>
<th>ISSUING</th>
<th>ACQUIRING</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manages card applications and evaluates customer risk</td>
<td>Manages merchant database</td>
</tr>
<tr>
<td>Produces and mails cards and PINs</td>
<td>POS terminal support</td>
</tr>
<tr>
<td>Authorization</td>
<td>Authorization</td>
</tr>
<tr>
<td>Accounting and settlement services</td>
<td>Transaction management services</td>
</tr>
<tr>
<td>Produces and mails cardholders' billing statements</td>
<td>Clearing services</td>
</tr>
<tr>
<td>Payments by cardholders</td>
<td>Merchant account statements</td>
</tr>
<tr>
<td>Customer assistance</td>
<td>Risk management, charge-backs and retrievals, credit collection and customer service</td>
</tr>
</tbody>
</table>

Source: www.ssb.it

Arbitrariness in the allocation of costs or, rather, informational asymmetries in the level of effective costs may exacerbate distortions created by inefficient behaviour. Thus, the need to ensure greater efficiency in sectors like network industries or public utilities has led to a gradual shift from pricing schemes based on the traditional full costing coverage mechanism (so called “cost plus” schemes or low-powered incentive schemes), to “fixed price” schemes (e.g., the “price cap regulation” in the UK) computed on the basis of costs expected under efficiency conditions taking into account technical-organisational progress and the related average gains in productivity across time. See Laffont-Tirole (1993) and Kwoka (1993). For an empirical analysis of the impact of fixed-price regulation schemes versus the traditional cost-plus mechanism on x-efficiency levels, see Piacenza (2001), a recent study concerning local public transportation in Italy.
Commission expenses represent a large share of total costs, as shown in Table 3. Such expenses include: a) the costs of the “domestic” and “cross-border” interchange fees paid as acquirer to other issuers (see above); b) the charges due to partner banks (i.e. for commercial or sales aids, co-branding etc.); c) the access fees and other expenses to connect with international circuits. In short, such fees belong to the credit card network agreements. Furthermore, other non-personnel costs include outsourcing expenses related to the technical processing arrangements.

Finally, table 3b (above) summarises the operating cost trend for the Italian credit card market in the last decade: we can observe a significant growth of the production costs and a quite stable level of the same costs with respect of the value of processed transactions during the time.
### TABLE 3B: COST DYNAMICS OF THE CREDIT CARD INDUSTRY IN ITALY
(financial companies)

<table>
<thead>
<tr>
<th>Year</th>
<th>Running costs per euro 100 of transactions</th>
<th>Deflated running costs in euros (index number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>5.0</td>
<td>100</td>
</tr>
<tr>
<td>1993</td>
<td>5.0</td>
<td>106</td>
</tr>
<tr>
<td>1994</td>
<td>5.0</td>
<td>117</td>
</tr>
<tr>
<td>1995</td>
<td>5.4</td>
<td>150</td>
</tr>
<tr>
<td>1996</td>
<td>5.1</td>
<td>169</td>
</tr>
<tr>
<td>1997</td>
<td>5.2</td>
<td>205</td>
</tr>
<tr>
<td>1998</td>
<td>5.1</td>
<td>235</td>
</tr>
<tr>
<td>1999</td>
<td>4.5</td>
<td>281</td>
</tr>
<tr>
<td>2000</td>
<td>4.0</td>
<td>304</td>
</tr>
<tr>
<td>2001</td>
<td>4.0</td>
<td>322</td>
</tr>
</tbody>
</table>

Source: financial companies, annual balance sheets

3. **Empirical studies of payment services and Stochastic Frontier Approach (SFA)**

In the economic literature the main empirical analyses of cost efficiency in non-cash payment circuits, aimed at measuring the ‘distance’ between observed cost and minimum potential cost, were mostly published in the early 1990s. These studies examined the payment services supplied through the Federal Reserve Payment System to identify inefficient behaviour in “public management”, as well as to observe the effects of scale economies and technological change on production costs. Furthermore, some economists applied cost function models to retail payment services, generally those provided by commercial banks to their customers (i.e., ATM cash withdrawals; see Walker 1978 and Humphrey 1994), but without dealing with the x-inefficiency problem (see Sivakumar and Shaffer 2002). In the case of credit institutions, the main problems arise from the paucity of analytical information on the cost of bank payment services and from the multi-product...
nature of the banking sector: it is difficult to carry out an efficiency analysis of different services provided (payments, loans and finance). Moreover, at present there is no empirical evidence on cost (or production) efficiency for non-bank institutions specialized in the provision of payment services, such as credit card companies.

The parametric specification of a traditional cost function \[ \min_w \{ w'x \} \text{ so that } y=f(x; \beta) \Rightarrow C(y,w;\beta) \] allows us to study the technology underlying the production process (\( \beta \)-coefficients which measure scale economies, technical change, factor demand, etc.). If only the white noise error term \( \nu \) (independent of the firm’s behaviour and with zero mean) is considered, a typical (log)-stochastic cost function \[ C(y,p;\beta)\exp(\nu) \] can be estimated. The cost function approach assumes that each observed production unit or firm is efficient and produces the output vector at the minimum feasible (predicted) cost, given the input prices. By contrast, the estimation of a best cost practice frontier allows us to consider the deviations from the minimum cost, better known as \( x \)-inefficiency deviations (technical and allocative inefficiency).

A general frontier cost specification can be as follows:

\[ C_{it} = C(y_{it}, p_{it}, \tau_{it}; \beta) \exp(e_{it}). \]

14 Usually, the inefficiency of a firm consists of two components (see Fried-Lovell-Schmidt 1993): technical efficiency, which reflects the ability of a firm to obtain maximum output from a given set of inputs; and allocative efficiency, which reflects the ability of a firm to use the inputs in optimal proportions, given their respective prices. These two measures are combined to provide a measure of total economic efficiency or, also, \( x \)-efficiency according to Leibenstein. The cost function (or frontier) stems from an optimisation problem which provides both the price and technical constraints - while the production frontier considers only the technical constraint and technical inefficiency; hence the solution for cost minimisation implies equality of the marginal rate of input substitution with their respective prices and the economic efficiency (technical and allocative). However, to separate estimations of allocative and technical inefficiency in the stochastic frontier approach, we must consider the input share equations in the system as well, including the one-sided allocative inefficiency term (deviation between the observed and optimal input shares). In the context of stochastic frontiers, too many restrictions must be imposed in the model and therefore it becomes difficult to obtain consistent parameter estimations (Greene 1993).

15 Frontiers have been estimated using many different methods over the past 40 years. The two principal methods are stochastic frontier and D.E.A. or Data Envelopment Analysis, which involve econometric methods and mathematical programming (without stochastic error terms or random noises), respectively. For a comparative survey, see Fried-Lovell-Schmidt 1993. In this paper, we partially leave out the D.E.A. approach (but see the robustness analysis in section 6.2) for the following reasons: first of all, this method does not allow us to calculate jointly the inefficiency levels and determinants and less consistent “two step” procedures would be used (see below note 19); second, the cross-section sample adopted here (number of firms for each period; see section 4) is too small to obtain more accurate results through a DEA method with technical change analysis over time; moreover, DEA is more sensitive to “outliers” and “noises” in the data. Finally, many studies have shown a strong rank-order correlation between inefficiency scores estimated or computed with different methods of cost frontier analysis (for instance see: Hjalmarsson-Kumbhakar-Heshmati 1996, Bauer-Hancock 1993 and Resti 1997). For this purpose, it is possible to test the robustness of our results on the inefficiency analysis (see below section 6).
with \[3\]
\[\varepsilon_{it} = v_{it} + u_{it},\]

where \(C\) denotes total cost, the scalar \(y\) represents output, \(p\) is an \(m \times 1\) vector of prices of variable factors, \(\tau\) indicates the year of the observation, and \(\beta\) is a \(k \times 1\) vector of technology parameters to be estimated. For all variables the subscript \(i\) indexes firm \((i = 1, \ldots, I)\), and the subscript \(t\) indexes observation \((t = 1, \ldots, T_i)\). The subscript \(i\) on \(T\) is used to indicate the unbalanced nature of the panel. For all \(i, 1 \leq T_i \leq T\), with \(T\) denoting the maximum number of observations available for a firm.\(^{16}\) The error term \(\varepsilon_{it}\) is separated into two components: (i) the \textit{white noise component} \(\sim i.i.d. N(0, \sigma_v^2)\), \(v_{it}\), which can take both positive and negative values and captures exogenous shocks to the production process; \(\hat{q}(i)\) the non negative inefficiency term, \(u_{it}\), representing \textit{firm and time-specific} cost inefficiency, which indicates the amount by which the logarithm of cost of the \(i^{th}\) firm in the \(t^{th}\) period exceeds the logarithm of the stochastic frontier, \(\ln C(.) + v_{it}\) due to \(x\)-inefficiency. Therefore, the cost inefficiency for the \(i^{th}\) firm in the \(t^{th}\) period can be measured as a ratio of observed cost to potential (stochastic) cost:

\[
\text{inefficiency} = \exp\{u_{it}\} = \frac{C_{it}}{C(\gamma_{it}, p_{it}, \tau_{it}; \beta) \exp\{v_{it}\}} \geq 1
\]

which assumes values from one \((u_{it} = 0\) or 'zero inefficiency') to \(+\infty\) (for large enough \(u_{it}\))\(^{17}\).

\(^{16}\) Briefly speaking, not each firm or production unit is observed in each period, a so-called “unbalanced” panel.

\(^{17}\) A cost frontier is a function \(C(y, p, \beta) = \min \{p'x: x \in L(y)\} = \min \{p'x: D_r(y, x') \geq 1\}\), where \(L(y)\) is the feasible production set and \(D_r(y, x')\) represents the distance function which measures the maximum radial contraction from the observed input-output combination \((y, x')\) to the efficient production set. To be consistent with the optimal solution and the duality characteristic of cost and production function (two faces of the same coin, although the latter considers only the technical inefficiency), the following mathematical property for a cost function \(C(y, p, \beta)\) must be satisfied (cfr. Kumbhakar-Lovell, 2000):

- \(C\) is non-negative;
- \(C\) is homogenous of degree 1 in the input price vector \(p\);
- \(C\) is non-decreasing in \(y\);
- \(C\) is non-decreasing in \(p\);
- \(C\) is concave in \(p\);
- \(C\) is continuous in \(p\);
- \(C\) is lower hemicontinuous in vector \(y\) (or continuous in \(y\) scalar).
In the past, empirical applications have been made of cost frontier analyses for payment services in the U.S. Federal Reserve System (see Table 4). To this end, typical parametric models\textsuperscript{18} for panel data have been proposed: a) the Fixed Effect (or LSDV, Least Squares Dummy Variable) model; b) the GLS or FGLS (Feasible Generalized Least Squares) model, ML (Maximum Likelihood) model with specific hypothesis on the one-sided term distribution (i.e., the half-normal random variable); c) the "thick frontier model" (Berger-Humphrey 1990) which compares the mean inefficiency between different groups of firms or production units (i.e., the more efficient firms in the first quartile of the distribution can be treated as a “thick frontier” to make comparisons with other firms). These kinds of stochastic frontier, which are useful for measuring both the technological characteristics of the production process and the level of \(x\)-inefficiency, do not include the inefficiency determinants in the model. In the nineties, the main exponents of the SFA (see Battese-Coelli, 1993, 1995; Kumbhakar, 1991; Kumbhakar-Lovell, 2000; Huang-Liu, 1994) proposed estimating a single stage ML model where\textsuperscript{19}, beside the frontier cost specification, it would be possible to insert explanatory variables (firm-specific or time effects) for the one-sided error term \(u\) (\(x\)-inefficiency). In this paper a simplified version of the Battese-Coelli model (1995) for panel data is applied, according to its general \(x\)-inefficiency term specification:

\[
\begin{align*}
\hat{u}_{it} &= \delta'z_{it} + w_{it} = \sum_{q} \delta_q z_{qit} + w_{it} \\
\end{align*}
\]

where the \(q\) subscript on \(\delta\) and \(z_{it}\) indexes explanatory variables, including a constant term (\(q = 0, \ldots, Q\)), while \(w_{it}\) is defined by the truncation of the normal distribution with zero mean and variance \(\sigma_u^2\), so that the (variable) truncation point is \(-\delta'z_{it}\). That is consistent with \(u_{it}\) being \(\sim N^+(\delta'z_{it}, \sigma_u^2)\) \(\Rightarrow u_{it} \geq 0 \Rightarrow w_{it} \geq -\delta'z_{it}\). The \(u_{it}\)s are non-negative random variables, which are assumed to be independently but not identically distributed, with one parameter,

\textsuperscript{18} In Bauer e Hancock (1993) we also find a non parametric application to measure efficiency: the so-called Free Disposal Hull Filter, a linear programming technique to derive a deterministic "thick frontier" from the observed data.

\textsuperscript{19} Initially, in parametric analysis the determinants of inefficiency were studied with a two-stage approach: in the first stage, the inefficiency deviation is assumed to be independently and identically distributed before decomposing the global deviation into the inefficiency and random noise components; in the second stage, the predicted inefficiency is assumed to be a function of a number of firm-specific factors, contradicting the previous hypothesis of the inefficiency term distribution (see Battese-Coelli 1993).
the mode (δ'zd in the case of the ut distribution), characterising the placement\textsuperscript{20} and the other (here σ\textsuperscript{2}) representing the spread of the density function.

The simultaneous estimation of the parameters of the stochastic frontier [2]-[3] and the cost inefficiency term [5] is made through the ML method\textsuperscript{21}, given the hypothesis regarding the distribution of v\textsubscript{it} and u\textsubscript{it}.

\textsuperscript{20} Battese and Coelli note that, unlike the Reifschneider and Stevenson (1991) model, here the mode δ'zd of the ut distribution is not required here to be non-negative for each observation, so that w\textsubscript{it} ≤ 0 is possible (i.e., if δ'zd > 0).

\textsuperscript{21} Using the above distributional assumptions on v\textsubscript{it} and u\textsubscript{it} in equations [2]-[5], the log-likelihood function for the sample observations, ln C = (ln C\textsubscript{11},..., ln C\textsubscript{1T}; ln C\textsubscript{21},..., ln C\textsubscript{2T};..., ln C\textsubscript{IT}), can be written as (see Battese-Coelli 1993):

\[ L(\beta, \delta, \sigma^2, \gamma; \ln C) = -\frac{1}{2} \left\{ \sum_{i=1}^{I} \sum_{t=1}^{T} \left[ \ln 2\pi + \ln \sigma^2 \right] \right\} \]

\[ -\frac{1}{2} \sum_{i=1}^{I} \sum_{t=1}^{T} \left\{ \left[ \ln C - \ln C(y, p, \delta, \tau; \beta) - \delta'zd / \sigma^2 \right] \right\} \]

\[ -\sum_{i=1}^{I} \sum_{t=1}^{T} \left\{ \ln \Phi[d_{it}^{*}] - \ln \Phi[d_{it}] \right\}, \]

where \Phi() is the standard normal cumulative distribution function, \( d_{it}^{*} = \frac{\delta'zd}{\gamma\sigma^2} \), and \( d_{it} = \frac{\delta'zd}{\gamma\sigma^2} \). These ML estimators are consistent for T \( \rightarrow \infty \) (see Kumbhakar-Lovell 2000, p. 169) and “an unbalanced panel causes no real problems for the Battese-Coelli method” (Horrace-Schmidt 1996, p. 262). However, little work has been done to formally establish the asymptotic properties of these ML estimators (see Battese-Broca 1996).
<table>
<thead>
<tr>
<th>AUTHORS (DATA)</th>
<th>DATA-SET DEFINITION</th>
<th>OUTPUT DEFINITION</th>
<th>ESTIMATION METHOD</th>
<th>FUNCTIONAL FORM</th>
<th>MEAN INEFFICIENCY (1)</th>
<th>RETURNS TO SCALE (2)</th>
<th>TECHNICAL CHANGE (3)</th>
<th>LABOUR SHARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bauer (1993)</td>
<td>panel 1983-1990: 47 Fed processing site</td>
<td>Number of processed cheques &quot;return&quot; and &quot;forward&quot;</td>
<td>GLS random effects</td>
<td>translog multiproduct</td>
<td>36%</td>
<td>1.14</td>
<td>1.0%</td>
<td>47%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LSDV fixed effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GLS random effects</td>
<td></td>
<td>85%</td>
<td>1.17</td>
<td>-8.0%</td>
<td>45%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MLE (u half normal)</td>
<td>Thick frontier</td>
<td>41%</td>
<td>-2.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11%</td>
<td>-1.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>49%</td>
<td>-4.9%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bauer-Hancock (1993)</td>
<td>panel 1979-1990: n. 47 Fed processing site, n. 2256 obs</td>
<td>Number of processed cheques</td>
<td>translog monoproduct</td>
<td></td>
<td>60%</td>
<td>0.88 -1.26</td>
<td>-6.0%</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LSDV fixed effects</td>
<td>Translog (and Fourier) monoproduct</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GLS random effects</td>
<td></td>
<td>37%</td>
<td>1.03</td>
<td>1.7%</td>
<td>49%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>69%</td>
<td>2.08</td>
<td>-11.0%</td>
<td>21%</td>
</tr>
</tbody>
</table>

Note:

(1): computed as exp(u) -1 ≥ 0, where 1 means full efficiency.

(2): s = (∂y/∂c)(c/y): where s > 1 for increasing returns to scale.

(3): downward (< 0 ) or upward (> 0) cost frontier shifts
4. A stochastic cost frontier model for the credit card industry

At present, no specific econometric application for the payment card circuits using the efficient frontier approach have been published in Italy. In this explanatory investigation, we use an unbalanced panel data for the four leading credit card issuers and acquirers (non-banks) operating in Italy (see Table 1: Servizi Interbancari SPA, American Express, Diners Club, Setefi) over the period 1990 to 2001, for a total of 40 observations. The database contains information on productive and cost structures extracted from annual reports or contained in the Supervisory Returns Database of the Bank of Italy. The decision was made to use a limited sample of non-bank intermediaries mainly for the following reasons: first, this sample is quite homogeneous in a credit (charge) card business context - while other small non-bank operators carry on other core business (i.e., “consumer credit” representing the 80-90 per cent of their commercial activity); second, the four firms represent over 70 per cent of the national credit card market; third, whenever important bank operators (such as Deutsche Bank) are included, no specific production cost data are available to catch the specific x-inefficiency effects and the related accounting standards might be less clear, true and fair by comparison with a public balance sheet.

In our specification, we use a translog single output total cost frontier, without fixed (or quasi-fixed) inputs. A cost frontier approach is adopted as it considers both technical and allocative efficiency (see note 14) and the cost minimization objective is more appropriate than output maximization (underlying the production frontier approach) when the input prices (rather than input quantities) are exogenous and the output is demand driven and not storable (see Kumbhakar-Lovell 2000). The credit card system - like other network industries (telecommunications, electricity generation etc.) - seems to satisfy these

---


23 The translog single output cost frontier (or function) may be viewed as a second-order Taylor series approximation (usually around the mean value) to any arbitrary twice-differentiable cost function (relation between costs, output and input prices) satisfying the appropriate regularity conditions (Humphrey, 1981a). The translog cost model is the most widely adopted in payment services analysis (see Table 4).
exogeneity criteria both for the output and the input prices\textsuperscript{24}. Moreover, the cost structure borne by credit card companies would be strongly dependent on network agreements (see above Table 3).

In particular (see eq. 6-7), for each firm in each period\textsuperscript{25} the proposed stochastic frontier model provides: 1) a composite output ($y$), given by the sum of the number of transactions processed as issuer and as acquirer\textsuperscript{26}; 2) the input prices, labour ($p_L$) and capital ($p_K$), respectively given by the cost of personnel divided by the number of employers and by the other running/operating costs (EDP costs, administrative costs, commission expenses, interest expenses, amortization costs) standardized with the composite output $y$; 3) a temporal (annual) dummy variable $t$, to catch technical Hicks (downward or upward) neutral shifts of the cost frontier. Finally, $v$ and $u$ represent the white noise and inefficient term respectively.

\begin{equation}
\ln \left( \frac{C_{it}}{P_{Lit}} \right) = \beta_0 + \beta_y \ln y_{it} + \beta_k \ln \left( \frac{P_{K_{it}}}{P_{Lit}} \right) + \beta_k \ln \left( \frac{P_{K_{it}}}{P_{Lit}} \right) \ln y_{it} + \frac{1}{2} \beta_{yy} (\ln y_{it})^2 + \frac{1}{2} \beta_{K_k} (\ln \left( \frac{P_{K_{it}}}{P_{Lit}} \right))^2 + \beta_t t + v_{it} + u_{it}
\end{equation}

\textsuperscript{24} In addition, an appropriate production function requires the “capital” quantities to be independent variables, and measuring “fixed” capital in a credit card company is a difficult task; indeed, the technical infrastructures and distribution channels are not usually directly owned by the firms. Useful information on capital input quantities might come from the network access point statistics (i.e., credit cards in circulation, point of sales, automated teller machines); but reliable and comparable data for the last decade are not always available for each firm (further studies could better investigate such a topic; for telecommunications cost analysis see Shin-Ying 1992).

\textsuperscript{25} All the monetary variables are deflated by the GNP implicit price deflator in Italy.

\textsuperscript{26} We do not consider a multi-output cost specification since the issuing and acquiring number of transactions tend to correspond or to be strongly correlated in a vertically integrated market such as the credit card system (see above par. 2.1): so we gain more degrees of freedom in the translog specification and reduce the “collinearity” problems in the estimation procedure.
The standard symmetry and linear homogeneity conditions are imposed. The one-sided error term specification is the following:

$$u_{it} = \delta_i + \delta_i \ln(Issuing_{it})$$

The first parameter on the right-hand side of equation [7] is the constant, the second represents the $x$-inefficiency effect expected to be correlated to the (log) value of transactions handled by the firm as issuer (see par. 3). This variable has been chosen for the following reasons: a) the issuer is paid a multilateral interchange fee (explicit or implicit) as percentage of the transacted value which represents a stable source of revenues not necessarily reflecting underlying costs (see par. 2.2, eq. 1; see also “The Cruickshank Report” 2000), as well as a fixed annual fee from the cardholder; b) dealing with integrated sectors and given that the same operators control both the issuing and the acquiring sides of the credit card market, the issuing ‘turnover’ may be a good proxy of market power and the revenue share of each firm within the credit card industry.

The thesis is that the credit card pricing scheme - considering both the market structure and the multilateral network agreements in the intermediate market - does not provide a connection between revenues and potential (‘efficient’) expenses. That determines a “low powered incentive environment” for the firms and, hence, an $x$-inefficiency problem for the payment circuit.

---

27 See note 17 as well. In this specific context, the symmetry condition for twice-differentiable cost function is: $\beta_{i} = \beta_{k}$. The normalization of the monetary variables, $C$ and $P_k$ with respect to the price of labour, $P_l$, is made to ensure the linear homogeneity of the cost function in input prices, involving the following restrictions on the coefficients:

$$\beta_{i} + \beta_{j} = 1; \quad \beta_{ij} + \beta_{ij} = 0; \quad \beta_{i} + \beta_{ij} = 0; \quad \beta_{i} + \beta_{ij} = 0 = 0,$$  

as the explanatory variable ‘price of labour’ is zero after its normalization and log-transformation. The other duality conditions for a cost/frontier function are to be verified ex post. In particular, for the ‘average firm’ (see note 15) the non-decreasing of $C$ in $y$ (monotonicity) requires the non-negative sign of estimated value of $\beta_{i}$, $\beta_{i}$ (in the case of other production units, we must also consider the second order coefficients and compute the function value for each production level). The second order duality condition (cost concavity) of the frontier is more complicated to test: it requires that the Hessian matrix $[\partial^2 C / \partial P_k \partial P_{i}]$ be negative semi-definite. A necessary condition for cost concavity is that the own price input demand elasticity be negative (downward sloping input demand); see Humphrey 1981.

28 Reliable information on the value of transactions processed as acquirer are not always available for the last decade. However, at the domestic level there is a large share of “on-us” transactions since the Servizi Interbancari scheme (Visa/MasterCard) represents about 60 per cent of both the issuing and acquiring side of the credit card market and the other financial companies - such as Amex and Diners Club - are “closed loop circuits” (the issuer and the acquirer are the same firm). Hence, the “issuing” variable could be considered a good proxy to catch the output revenue effects (both for issuing and acquiring) of the firms (interchange fee flows included). Moreover, in the present model, the issuing variable (both in
5. Results

The parameter estimates and their t-statistics for the translog frontier cost function appear in Table 5 (ML estimation of the model [6]-[7]).\(^{29}\) Almost all of the estimated coefficients are strongly significant and the related signs are consistent with expectations. The main empirical results - computed for the average firm\(^{30}\) - are discussed below; (also see Table 7 and Graph 2 for a short description of the technological characteristics of the estimated cost frontier).

**TABLE 5: ML ESTIMATION: STOCHASTIC COST FRONTIER PARAMETERS**

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Parameter</th>
<th>Coefficient</th>
<th>Std error</th>
<th>T-ratio</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>beta 0</td>
<td>8.194</td>
<td>0.044</td>
<td>188.281</td>
<td>***</td>
</tr>
<tr>
<td>Y</td>
<td>beta y</td>
<td>0.706</td>
<td>0.020</td>
<td>36.087</td>
<td>***</td>
</tr>
<tr>
<td>Pk</td>
<td>beta k</td>
<td>0.877</td>
<td>0.040</td>
<td>21.704</td>
<td>***</td>
</tr>
<tr>
<td>YY</td>
<td>beta yy</td>
<td>-0.047</td>
<td>0.006</td>
<td>-7.605</td>
<td>***</td>
</tr>
<tr>
<td>Pkk</td>
<td>beta kk</td>
<td>-0.046</td>
<td>0.022</td>
<td>-2.088</td>
<td>**</td>
</tr>
<tr>
<td>YPk</td>
<td>beta ky</td>
<td>-0.051</td>
<td>0.022</td>
<td>-2.348</td>
<td>**</td>
</tr>
<tr>
<td>T</td>
<td>beta t</td>
<td>0.009</td>
<td>0.003</td>
<td>2.928</td>
<td>***</td>
</tr>
<tr>
<td>const</td>
<td>delta 0</td>
<td>0.275</td>
<td>0.026</td>
<td>10.744</td>
<td>***</td>
</tr>
<tr>
<td>issuing</td>
<td>delta 1</td>
<td>0.222</td>
<td>0.018</td>
<td>12.363</td>
<td>***</td>
</tr>
<tr>
<td>sigma-squared</td>
<td>gamma</td>
<td>0.932</td>
<td>0.032</td>
<td>28.700</td>
<td>***</td>
</tr>
</tbody>
</table>

log likelihood function: 76.121

(1) All independent variables have been divided by their sample means before the transformation in logarithmic

(2) Statistically different from zero at, respectively: *** 99%, ** 95%, * 90%.

the x-efficiency term and in the ‘product’ specification), includes minor credit card services provided to the cardholder, such as ATM cash withdrawals (about 5 per cent of the total operations handled by the issuer institutions).

\(^{29}\) The estimation has been conducted with the software Frontier 4.1 (Coelli 1996). In Table 6 some descriptive statistics of the sample are shown.

\(^{30}\) The “average firm” is a hypothetical firm which exhibits sample average values for each variable of the cost model. As we have normalized all independent variables on their respective sample mean before the transformation in logarithms, parameters related to the first-order output terms provide a direct estimate of the average firm cost elasticity and those related to the first-order input prices provide the average firm input cost-shares.
TABLE 6: SAMPLE STATISTICS  
(monetary variable deflated)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Std deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total costs C (million euros)</td>
<td>133.5</td>
<td>174.1</td>
</tr>
<tr>
<td>Output Y (volume in millions)</td>
<td>65.9</td>
<td>92.6</td>
</tr>
<tr>
<td>“Capital” price (euro)</td>
<td>2.0</td>
<td>0.9</td>
</tr>
<tr>
<td>Labour price (euro)</td>
<td>36,899.6</td>
<td>12,694.0</td>
</tr>
<tr>
<td>Value of transactions - issuing (million euros)</td>
<td>2,944.2</td>
<td>4,143.7</td>
</tr>
<tr>
<td>“Capital” share</td>
<td>90%</td>
<td>8.2%</td>
</tr>
<tr>
<td>Labour share</td>
<td>10%</td>
<td>8.2%</td>
</tr>
</tbody>
</table>

5.1 Output cost elasticity

The estimated parameter $\beta_y$ provides the output cost elasticity (0.706) and shows the existence of increasing returns to scale for the industry ($s = 1.42$). In Graph 1, the average and marginal estimated cost curves related to the efficient frontier are illustrated, given the input prices of the ‘average firm’. Likewise, in other network industries such as the public utilities regulated sectors (e.g., telecommunications, transportation, energy, gas etc.), the rule "price=marginal cost" would determine a loss for the firm.

\[ s = \frac{AC}{MC} = \frac{C}{\partial C/\partial y} = \left[ \frac{\partial \ln C}{\partial \ln y} \right]^{-1} \]

If $s > 1$ (increasing return to scale), then marginal costs ($MC = \partial C/\partial y$) are less than average costs ($AC = C/y$). The other two cases, $s < 1$ and $s = 1$, indicate, respectively, decreasing returns to scale (diseconomies) and constant returns to scale. Likewise, in other network industries, it might be possible to consider: the “economies of density” where we compute the unit cost reduction due to output expansion (i.e. number of transactions) given the network dimension for each firm, and the “economies of size” where the degree of return to scale is related both to the output and network expansion (i.e., number of p.o.s. or credit cards in circulation). In this paper we compute only the global economies of size, since we do not include network variables in the model. For more details, see Braeutigam (1999).

31 In the case of single-output ($y$ is a scalar) the inverse of the output cost elasticity represents the return to scale $s$ (Humphrey 1981b; Levaggi 1994):

32 The curve points have been computed fixing the average firm input prices and varying only the output level of each firm or production unit. We have derived the "individual" returns to scale degree, given the average firm input prices. We have observed the presence of increasing returns to scale for each production level of the sample (with a minimum and maximum value of 1.16 and 1.85 respectively), as well as a positive correlation between economies of scale and firm "size" (in terms of number of processed operations). On this point, for the Italian banking system, see Resti (1996).
5.2. Input demand and factor substitution

The parameter $\beta_k$ returns the estimated "capital" factor share ($S_k$ = non-personnel costs on total costs), confirming the "capital intensive" nature of the sector (about 90 per cent, see also Table 6$^{34}$). Table 7 below reports the Morishima$^{35}$ and the own-price input elasticity.$^{36}$ In particular, the Morishima elasticity is greater than one (high level of substitution between personnel and non-personnel costs, probably due to outsourcing, partnership commercial agreements, etc.), while the own-price input elasticities are both negative (as expected) and show the inelastic demand of "capital" with respect to labour. That is coherent with the cost structure of the intermediaries (Table 3) – as pointed out in the previous paragraph - which is strongly constrained by network relationships.

---

$^{33}$ Applying the Shephard Lemma to the (log)cost function, the input share $S_i$ are derived:

$$\frac{\partial \ln C}{\partial \ln P_i} = \frac{P_i x_i}{C} = S_i$$

where $x_i$ is optimal demand for input $i$

$^{34}$ If we do not include the commission charges due to other intermediaries, the average labour factor share rises to 20 per cent, confirming the "capital intensive" nature of the 'payments industry', as shown in other similar studies on the US Fed Payment System (see Table 4), with some exceptions in the cheque processing circuit.

$^{35}$ Morishima elasticity (Blackorby and Russell, 1989 and Seldom, Jewell and O’Brien 2000) measures the curvature of the isoquant when adjustments are made in inputs $i$ and $j$ in response to a change in the price ratio ($P_i/P_j$) due to an increase in $P_j$. This indicator has more flexible properties than the Allen input elasticity (see below) such as asymmetry ($\sigma_{ij} \neq \sigma_{ji}$) and is computed as follows:

$$\sigma_{ij}^M = S_j (\sigma_{ij}^A - \sigma_{ij}^C) \quad i, j \in \{L, K\}$$

where

$$\sigma_{ij}^A = \frac{\beta_{ij} + S_i S_j}{S_i S_j} \quad i, j \in \{L, K\} ; i \neq j$$

and

$$\sigma_{ii}^A = \frac{s_{ii} A + S_j^2 - S_i}{S_i^2} \quad i \in \{L, K\}$$

where $\sigma_{ij}^A$ and $\sigma_{ii}^A$ are respectively the partial own-Allen and cross-Allen elasticity substitution, $S_i$ and $S_j$ are the cost input shares; $\beta_{ij}$, $\beta_{ii}$ represent the second-order estimated parameter for the input price variables.

$^{36}$ They are computed: $\eta_{ip} = S_i \sigma_{ij}^A ; i \in \{L, K\}$ (see Humphrey 1981)
5.3. Technological change

The estimated coefficient $\beta_t = \partial \ln C / \partial t$ is positive$^{37}$ (+0.009, see Table 5). This indicates a slightly upward neutral shift of the frontier over the period 1990-2001. As pointed out in other studies (Bauer and Ferrier 1996)$^{38}$, this kind of shift might be due to an excessive growth of "capital" expenses during the period. Moreover, the same authors underline that "because the output measures are not quality adjusted, the 'regress' may be reflecting costs associated with the capital intensive quality improvement". In this context, such an improvement may reflect: automation level, safety and fraud prevention standards, speediness of payments, customer assistance. In Italy, enhanced electronic P.O.S. transactions have risen significantly in the last decade with respect to 'signature’ or ‘off-line’ transactions.

### TABLE 7: ESTIMATED TECHNOLOGICAL PARAMETERS FOR THE TRANSLOG COST FRONTIER
(average firm)

<table>
<thead>
<tr>
<th></th>
<th>coeff.</th>
<th>Std error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Returns to scale</td>
<td>1.42</td>
<td>0.0277</td>
</tr>
<tr>
<td>Factor shares : K = 0.88; L = 0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morishima elasticity of factor substitution</td>
<td>j = K</td>
<td>j = L</td>
</tr>
<tr>
<td>i = K</td>
<td>-</td>
<td>1.9</td>
</tr>
<tr>
<td>i = L</td>
<td>2.1</td>
<td>-</td>
</tr>
<tr>
<td>Own-price factor elasticity</td>
<td>i = K</td>
<td>-0.4</td>
</tr>
<tr>
<td>i = L</td>
<td>-1.6</td>
<td></td>
</tr>
</tbody>
</table>

$^{37}$ The LR statistic rejects the null hypothesis of $\beta_t = 0$ (see Table 8).

$^{38}$ See also Bauer-Hancock 1993 for the US cheque processing system (Table 4 in the text). No similar studies of credit card circuits are available.
5.4. Cost efficiency

The coefficient $\delta_1$ associated with the explanatory variable in the inefficiency model is strongly significant and positive, indicating that the larger the amount of handled transactions the more $x$-inefficiency increases, according to the proposed model. That is coherent with the hypothesis of the existence of “subsidy effects” due to credit card pricing (and cost recovery) schemes, where revenues are mainly linked to the value of transactions and not necessarily to the "best practice" costs, given the market structure. The estimation procedure replaces the parameters $\sigma_v^2$ and $\sigma_u^2$ for the log likelihood function with the parameter $\gamma \equiv \sigma_u^2/\left(\sigma_v^2 + \sigma_u^2\right)$, which indicates the relative contributions of $u_{it}$ and $v_{it}$ to $\varepsilon_{it}$, given the error term hypothesis of distributions (see Battese and Corra 1977). In short, it explains the deviation “share” from the frontier due to $x$-inefficiency. As $\gamma \to 0$ the symmetric noise component, $v_{it}$, dominates the one-sided cost inefficiency term, $u_{it}$; when $\gamma \to 1$, instead, we return to a deterministic frontier model, with no random noise included.\(^\text{39}\)

\(^{39}\) Aigner-Chu (1968), Afriat (1972) and Schmidt (1976) derive deterministic production frontiers assuming that the discrepancies between the estimated function and the production situations observed capture exclusively inefficiencies. The ML method "with a particular distribution assumption for the $u$ one-sided residual" (see Thiry-Tulken 1989) may also be adopted for deterministic frontiers with no random noise term. Indeed, adjustment by means of maximum likelihood using a truncated normal law matches the quadratic programming adjustment and the distinction between deterministic statistical and non statistical frontier estimates seems to fade. Of course, the main interest in using the ML method is revealed in the statistical properties of the obtained estimates, not present in a mathematical programming model. However, in our
In our model, the estimated $\gamma$ is equal to 0.93, strongly significant and quite consistent with the stochastic frontier approach. Table 8 presents some generalized likelihood-ratio tests of the hypothesis on the cost efficiency model, calculated as follows:

$$LR^{\text{null}} = -2\left[\ln\left(\frac{L(H_0)}{L(H_1)}\right)\right] = -2\left[\ln\left(\frac{L(H_0)}{L(H_1)}\right)\right]$$

In particular, the hypothesis that inefficient effects are absent ($\gamma, \delta_0, \delta_1 = 0$) or present a non-stochastic distribution ($\gamma = \delta_0 = 0$) - reducing the model to a traditional mean response function in which the inefficiency explanatory variables are included in the cost function - are rejected.$^{41}$

Finally, the predicted inefficiency scores - for each period - provided by the software FRONTIER Version 4.1. (Coelli 1996a) - are shown in Table 9 (on average equal to 18.2 per cent and coherent with the inefficiency levels estimated in other studies of payment systems; see above Table 4), together with the value of transactions handled by the networks. They are reported as: $\left[\frac{(C-C^*)}{C}\right]$, where $C^*$ and $C$ represent the minimum cost and the observed cost for each firm, respectively. Moreover, yearly, the weighted means of the inefficiency scores take into account the different firm “size” within the sample in terms of total running costs. Hence, according to our results, the larger the network of a credit card company or the more it increases over time, the $x$-inefficiency problems emerge, making it difficult to benefit from increasing returns to scale (also see above section 5.1).

---

$^{40}$ $L(H_0)$ and $L(H_1)$ represent respectively the log(likelihood) function values computed in the null and alternative hypothesis. The test is distributed as a chi-square ($\chi^2$) random variable with degree of freedom equal to the number of parameter restrictions imposed. For restrictions on the parameter $\gamma$, which is to be non-negative, the generalized LR statistic is a mixed $\chi^2$-distribution, whose critical values are obtained from Table 1 in Kodde and Palm (1986), for inequality restriction joint hypothesis tests.

$^{41}$ The “time specific” dummy variable ($\delta_t$) is not present in the inefficiency model, since the test $t$ and LR accept the null hypothesis $\delta = 0$. Nevertheless, the explanatory variable “issuing” already contains a strong temporal trend component which affects the inefficiency level over time (see Table 9).
### TABLE 8: LIKELIHOOD-RATIO TESTS

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Log-likelihood</th>
<th>$\chi^2$-statistic</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0 : \gamma = \delta_0 = \delta_1 = 0$</td>
<td>57.020</td>
<td>38.200(*)</td>
<td>Reject** $H_0$</td>
</tr>
<tr>
<td>$H_0 : \gamma = \delta_0 = 0$</td>
<td>67.943</td>
<td>16.356(*)</td>
<td>Reject** $H_0$</td>
</tr>
<tr>
<td>$H_0 : \delta_1 = 0$</td>
<td>57.210</td>
<td>38.202</td>
<td>Reject** $H_0$</td>
</tr>
<tr>
<td>$H_0 : \delta_0 = 0$</td>
<td>59.669</td>
<td>32.904</td>
<td>Reject** $H_0$</td>
</tr>
<tr>
<td>$H_0 : \delta_1 = \beta_t = 0$</td>
<td>59.783</td>
<td>32.676</td>
<td>Reject** $H_0$</td>
</tr>
<tr>
<td>$H_0 : \beta_t = 0$</td>
<td>62.647</td>
<td>26.948</td>
<td>Reject** $H_0$</td>
</tr>
</tbody>
</table>

Note: * In this case the LR test statistic is asymptotically distributed as a mixture of chi-square distributions with degrees of freedom equal to the number of parameters assumed to be equal to zero in the null hypothesis $H_0$, provided $H_0$ is true. The critical values for this mixed $\chi^2$-distribution are obtained from Table 1 in Kodde and Palm (1986).

** Test significant at 99% ($\chi^2_{99\%}$).

### TABLE 9: ESTIMATED COST INEFFICIENCY ON THE ACTUAL COSTS (% yearly average)

<table>
<thead>
<tr>
<th>Year</th>
<th>Simple</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>9.0</td>
<td>12.9</td>
</tr>
<tr>
<td>1991</td>
<td>11.8</td>
<td>17.0</td>
</tr>
<tr>
<td>1992</td>
<td>8.5</td>
<td>16.6</td>
</tr>
<tr>
<td>1993</td>
<td>9.7</td>
<td>19.2</td>
</tr>
<tr>
<td>1994</td>
<td>9.5</td>
<td>18.7</td>
</tr>
<tr>
<td>1995</td>
<td>14.1</td>
<td>27.8</td>
</tr>
<tr>
<td>1996</td>
<td>18.1</td>
<td>29.6</td>
</tr>
<tr>
<td>1997</td>
<td>20.0</td>
<td>33.0</td>
</tr>
<tr>
<td>1998</td>
<td>22.0</td>
<td>36.3</td>
</tr>
<tr>
<td>1999</td>
<td>22.6</td>
<td>38.5</td>
</tr>
<tr>
<td>2000</td>
<td>24.9</td>
<td>39.7</td>
</tr>
<tr>
<td>2001</td>
<td>27.0</td>
<td>40.9</td>
</tr>
</tbody>
</table>

Overall | 18.2 | 27.5 |
6. Robustness

Since little work has been done in the literature to establish formally the asymptotic properties of the MLEs in the stochastic frontier analysis with finite samples\(^\text{42}\) (Coelli 1995, Battese-Broca 1996), tests of robustness of \(x\)-efficiency results by deterministic techniques are made. In particular, we take into consideration the complete (balanced) side of the panel (years: 1996-2001, where all credit card companies are observed in all time periods) and make comparisons between the stochastic frontier estimation and other techniques of calculation of the \(x\)-inefficiency scores: a descriptive “standard cost” method and a simple mathematical linear programming application (Data Envelopment Analysis).

6.1. "Standard cost" approach

It is possible to evaluate the potential efficiency gain of a firm just by examining the comparisons with a “standard”, such as economic performance of other competing firms with homogeneous environmental conditions, according to the “yardstick competition” theory (Tirole 1990). In Table 10, for each year a “standard running cost” for the credit card market (financial companies) is calculated multiplying the capital and labour input prices of the most efficient firms by the effective input quantities index of each production unit. The theoretical efficiency gain ratio is computed as a percentage deviation of the standard costs from the actual expenses in the balance sheets.

\(^{42}\) For instance, Coelli (1995) uses a “Monte Carlo” experimentation to investigate such properties for the half-normal (truncation at zero) stochastic frontier production function and the results indicate substantial “bias” in the MLE only “when the percentage contribution of inefficiency in the composed error (denoted \(\gamma\) ) is small” and that such a method should be used in preference to “corrected” OLS estimations when \(\gamma\) (see above section 5.4) is greater than 50 per cent. See also above note 39. In econometric analysis, under regularity conditions, ML estimators are most attractive because of their large-sample or asymptotic properties. However, “the occasional statement that the properties of the MLE are only optimal in large samples is not true” (Greene 2000, p. 127). Indeed, when sampling provides sufficient statistics on the “population” distribution, “MLE will be a function of them, which means that when minimum variance unbiased estimators exist, they will be MLEs”. Moreover, the “limited” longitudinal sample adopted in this paper actually represents almost the entire credit card market in Italy. An interesting topic for further empirical studies with limited samples could be to use “Monte Carlo” experimentation to investigate the MLE properties for the more general case of truncated normal distributions for the \(x\)-efficiency term.
The results obtained with this descriptive method seem to be consistent with the ML estimation (see Table 9): the \( x \)-inefficiency levels remain high and tend to rise with the “network” size (see the weighted means too). Moreover, it is worth noting the growth in the capital input share of the credit card companies, which is similar on average to the value estimated on the stochastic frontier (Table 7 in section 5.4).

### 6.2. DEA application

The DEA (Data Envelopment Analysis) is a mathematical programming approach to estimate frontier functions and to calculate efficiency measures. In short, the DEA approach provides a solution to the following linear programming cost minimization problem (Coelli, Rao, Battese 1998):

\[
\text{Min}_{\lambda, x_i} \ p_{it}^* x_{it}^*
\]

subject to

- \( y_{it} + Y \lambda \geq 0 \),

- \( x_{it}^* + X \lambda \geq 0 \),

\( N' \lambda = 1, \lambda \geq 0 \),

<table>
<thead>
<tr>
<th>Year</th>
<th>Num. of firms</th>
<th>Credit card payments (mln euros)</th>
<th>Average input prices (a)</th>
<th>Actual running costs (mln euros)</th>
<th>Average capital factor share on total costs (b)</th>
<th>Standard input prices (c) (d)</th>
<th>Theoretical efficiency gain (Average (f) (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>labour</td>
<td>capital</td>
<td>simple</td>
<td>weighted</td>
<td>labour</td>
</tr>
<tr>
<td>1996</td>
<td>4.0</td>
<td>9,453</td>
<td>39.8</td>
<td>1.8</td>
<td>450</td>
<td>78.2</td>
<td>87.0</td>
</tr>
<tr>
<td>1997</td>
<td>4.0</td>
<td>11,544</td>
<td>38.7</td>
<td>1.5</td>
<td>533</td>
<td>78.4</td>
<td>88.9</td>
</tr>
<tr>
<td>1998</td>
<td>4.0</td>
<td>14,584</td>
<td>36.8</td>
<td>1.5</td>
<td>612</td>
<td>81.4</td>
<td>90.4</td>
</tr>
<tr>
<td>1999</td>
<td>4.0</td>
<td>17,047</td>
<td>34.6</td>
<td>1.5</td>
<td>709</td>
<td>83.6</td>
<td>91.5</td>
</tr>
<tr>
<td>2000</td>
<td>4.0</td>
<td>20,453</td>
<td>33.8</td>
<td>1.5</td>
<td>768</td>
<td>85.0</td>
<td>92.5</td>
</tr>
<tr>
<td>2001</td>
<td>4.0</td>
<td>23,521</td>
<td>34.8</td>
<td>1.5</td>
<td>848</td>
<td>85.2</td>
<td>93.0</td>
</tr>
<tr>
<td>overall</td>
<td>4.0</td>
<td>16,102</td>
<td>36.4</td>
<td>1.5</td>
<td>653</td>
<td>82.0</td>
<td>90.4</td>
</tr>
</tbody>
</table>

(a) - Labour price = personnel costs per employer in thousands of euros; Capital price = other operating costs in euros per transaction.

(b) - Computed as the minimum input price of the firms in the sample.

(c) - Computed as the sum of the products of the input quantities by each firm for the “standard” input price.

(d) - Computed as the % deviation (on a yearly basis) of the standard costs from the real total costs.
where $p_{it}$ is a vector of input prices for the $i$-th firm at time $t$ and $x_{it}^*$ is the cost-minimising vector of input quantities for the $i$-th firm, given the input prices $p_{it}$ and the output levels $y_{it}$, at time $t$; $\lambda$ is a $N \times 1$ vector of constants and $X_\lambda$ and $Y_\lambda$ are linear combinations of input and output quantities, respectively.

In this case, too, the total cost efficiency or economic efficiency score of the $i$-th firm in the sample at time $t$ is calculated as: $\frac{p_{it}'x_{it} - p_{it}'x_{it}^*}{p_{it}'x_{it}}$; that is, the ratio of the difference between actual cost and minimum (best practice) cost to observed (actual) cost, which is equal to zero for the efficient “unit”.

Generally in the DEA applications, “it is not obvious how to handle panel data in order to get models comparable with the parametric models” (Hjalmarsson et al. 1996). Two option models are considered here in the hypothesis of variable returns to scale: "the first is to compute a sequential frontier, i.e., efficiency computed each year on the basis of all observations generated up to that year", i.e., the first year consists of the 1996 cross-section (4 firms), while the last year the data set covers all observations 1996-2001. The second alternative is an intertemporal frontier (again see Hjalmarsson et al.): we merge the data for all years into one set and calculate efficiency scores for the entire data set. For the cost minimization calculations, the DEAP computer program Version 2.1. is adopted (Coelli 1996b).

Finally, Table 11 reports the Pearson ratio and Spearman and Kendall tau-b rank-order correlation coefficients to determine the association between the efficiency indexes for each observation, computed with the sequential deterministic frontier (dea4), the intertemporal deterministic frontier (dea24) and the previous ML stochastic frontier method (sfa40). The latter still considers the estimation procedure over the whole sample (incomplete panel) so as

---

43 As in the stochastic frontier function specification, we consider 1) a composite output ($y$), given by the sum of the number of transactions processed as issuer and as acquirer; 2) the input prices, labour ($p_l$) and capital ($p_k$), respectively given by the cost of personnel divided by the number of employers ($x_l$) and by the other running/operating costs standardized with an index measuring the "capital" input quantities ($x_k$). In particular, for the period considered (1996-2001), more reliable network access point statistics are available (e.g., credit cards in circulation, points of sales, automated teller machines). Hence, the "capital" input quantity index chosen for each firm in the DEA application is given by: $(\text{card}^2 + \text{pos}^2)^{1/2}$ where "card" and "pos" are the number of cards in circulation and p.o.s. machines handled by the firms, respectively.

44 The Kendall index is concerned with differences in relative rankings, while the Spearman coefficient captures the differences in absolute rankings.
to stress the robustness of the ranking analysis with different sample structures as well. Moreover, Table 12 shows the annual simple mean efficiency scores with the different computing methodologies.

As pointed out in the economic literature (Fried, Lovell and Schmidt, 1993), deterministic cost frontiers assume that the discrepancies between the estimated function and the production situations observed capture exclusively inefficiencies - without considering stochastic error terms or random noises - and they are more sensitive to "outliers" in the data. However, although the absolute level of efficiency can vary considerably depending on the technique chosen, “there is broad agreement among the methods about the relative efficiency rankings of production units” (Bauer-Hancock, 1993). To this purpose, the high level of rank correlation coefficient reported in Table 11 between different approaches with respect to each observation in the sample, confirms once again the robustness of the main results of the x-inefficiency problem in the credit card industry obtained through the stochastic frontier specification (note also the high rank order correlation between x-inefficiency scores and environmental variable “issuing”).
TABLE 11: PEARSON, SPEARMAN AND KENDALL TAU-B 
CORRELATION COEFFICIENTS 
ON THE INEFFICIENCY SCORES PER FIRM

<table>
<thead>
<tr>
<th></th>
<th>dea4+</th>
<th>dea24</th>
<th>sfa40</th>
<th>Issuing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Pearson</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea4+</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea24</td>
<td>0.933</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sfa40</td>
<td>0.965</td>
<td>0.905</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Issuing</td>
<td>0.794</td>
<td>0.767</td>
<td>0.907</td>
<td>1</td>
</tr>
<tr>
<td>2) Spearman</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea4+</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea24</td>
<td>0.910</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sfa40</td>
<td>0.869</td>
<td>0.823</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Issuing</td>
<td>0.845</td>
<td>0.857</td>
<td>0.882</td>
<td>1</td>
</tr>
<tr>
<td>3) Kendall tau-b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea4+</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dea24</td>
<td>0.799</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sfa40</td>
<td>0.644</td>
<td>0.591</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Issuing</td>
<td>0.620</td>
<td>0.664</td>
<td>0.732</td>
<td>1</td>
</tr>
</tbody>
</table>

Legend:
dea4+ = DEA inefficiency scores per firm computed yearly on the balanced panel (years 1996-2001).
dea24 = DEA inefficiency scores per firm computed cross-sectionally on the balanced panel (24 obs).
sfa40 = SFA inefficiency scores per firm estimated on the unbalanced panel.
Issuing = transacted value by card per firm.
### TABLE 12: ESTIMATED INEFFICIENCY

(simple means)

<table>
<thead>
<tr>
<th>Year</th>
<th>dea4+</th>
<th>dea24</th>
<th>sfa40</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>37.8</td>
<td>43.8</td>
<td>18.1</td>
</tr>
<tr>
<td>1997</td>
<td>39.4</td>
<td>47.8</td>
<td>20.0</td>
</tr>
<tr>
<td>1998</td>
<td>40.0</td>
<td>50.9</td>
<td>22.0</td>
</tr>
<tr>
<td>1999</td>
<td>37.8</td>
<td>49.4</td>
<td>22.6</td>
</tr>
<tr>
<td>2000</td>
<td>36.8</td>
<td>52.7</td>
<td>24.9</td>
</tr>
<tr>
<td>2001</td>
<td>40.7</td>
<td>40.7</td>
<td>27.9</td>
</tr>
<tr>
<td>Overall</td>
<td>38.8</td>
<td>47.6</td>
<td>22.3</td>
</tr>
</tbody>
</table>

*Legend:
dea4+ = DEA inefficiency scores per firm computed yearly on the balanced panel (years 1996-2001).
dea24 = DEA inefficiency scores per firm computed cross-sectionally on the balanced panel (24 obs).
sfa40 = SFA inefficiency scores per firm estimated on the unbalanced panel.*
7. Conclusions

This paper provides one of the first empirical analyses of the cost inefficiency problem in private retail payment circuits. Regarding the Italian credit card market in the last decade, the following aspects emerge: the credit card industry would have been benefited from significant increasing returns to scale but the more extensive the "network" (in terms of value of transactions handled) the more intermediaries tend to veer from their best practice cost frontier. Moreover, the cost structure borne by companies is strongly dependent on network agreements, and “interchange” commission flows represent significant intermediate input costs for the firms, playing an important role as a component of the final price in a concentrated and vertically integrated market. These factors tend to be related to the “network size” managed by each company and would determine a “low powered incentive environment”: the link between revenues and efficient production costs is no longer ensured over time.

Until now, efficiency problems in the retail payments systems have been of primary interest for the ex post and potential intervention of the antitrust authorities. Nevertheless, recent studies have also emphasized the need to establish ex ante systematic rules and principles for intra-network pricing schemes in the payment systems in order to guarantee greater transparency and efficiency over time.

In this context, the “theory of incentives” (see Laffont-Tirole 1993) might offer some solutions to the problem of fostering the low-cost provision of services considered to be essential to citizens and consistent with the objectives of welfare economics in the presence of information asymmetries, scale and/or network economies. For instance, pricing or cost recovery methods on the intermediate market might be based on costs expected under efficiency conditions according to a “best practice” frontier of the system, taking into account average gains in productivity across the time. However, more theoretical and empirical studies are required to investigate the topic more fully within the context of self-regulated payment networks.
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