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Abstract

Unit roots in output, an exponential 2 per cent rate of convergence and
no change in the underlying dynamics of output seem to be three stylized
facts that cannot go together. This paper extends the Solow-Swan growth
model allowing for cross-sectional heterogeneity. In this framework, aggre-
gate shocks might vanish at a hyperbolic rather than at an exponential rate.
This implies that the level of output can exhibit long memory and that
standard tests fail to reject the null of a unit root despite mean reversion.
Exploiting secular time series properties of GDP, we conclude that traditional
approaches to test for uniform (conditional and unconditional) convergence
suit first step approximation. We show both theoretically and empirically
how the uniform 2 per cent rate of convergence repeatedly found in the em-
pirical literature is the outcome of an underlying parameter of fractional
integration strictly between 1/2 and 1. This is consistent with both time
series and cross-sectional evidence recently produced.
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1 Introduction?

The debate on unit roots and stochastic trends has dominated macro-
econometrics over the eighties. Since the seminal work of Nelson and Plosser
(1982), this literature has noted how standard unit root tests have failed to
reject the null of a unit root in output per capita. The nineties marked the
revival of the empirics of growth and convergence. Conditional uniform con-
vergence, Beta convergence, means that aggregate shocks are absorbed at an
uniform exponential rate. Most empirical studies conclude that the output
per capita of very different economies converges to its long run steady state
value at a uniform exponential rate of 2 per cent per year, [see, for exam-
ple, Barro (1991), Barro and Sala-I-Martin (1991), Barro and Sala-I-Martin
(1995), Mankiw, Romer, and Weil (1992)]. These seem to be two of the most
striking empirical regularities in modern empirical macroeconomics. More re-
cently, Jones (1995b), has observed that in line with the standard exogenous
growth Solow model, the trend of output per capita for OECD economies is
fairly smooth over time and does not exhibit any persistent changes in the
post World War era.

These three stylized facts seem to be inconsistent. On the one hand a
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unit root in output implies that shocks are permanent so that output does
not exhibit mean reversion. On the other Beta convergence, henceforth (-
convergence, implies that output converges to its steady state level at a rate
that, even if very low, is positive and uniform across economies. The Jones
invariance property implies that steady state output could well be represented
by a smooth time dependent linear trend. If this is true, unit root tests and
[-convergence are testing for the same hypothesis.

This paper starts from the observation that the ‘size of the unit root’
component in GDP (the long-run effect of a unit shock) is usually found
to be very low, [see Cochrane (1988) , Campell and Mankiw (1987) and
Lippi and Reichlin (1991)] and follows Quah (1995) in noting that cross-
sectional and time series analysis can not arrive at different conclusions. In
agreement with Diebold and Rudebusch (1989), and Rudebusch (1993) we
propose a different explanation. Perhaps the speed with which aggregate
shocks are absorbed is so low that standard unit root tests fail to reveal
it?. This could actually be the case if GDP per capita exhibits long memory
(Diebold and Rudebusch 1991). If we consider the standard Solow-Swan
model and allow for cross sectional heterogeneity in the speed with which
different units in the same countries adjust, then we intend to show that
the dynamics of output can exhibit long memory. We can then test for
both uniform conditional and unconditional convergence allowing for rate
of convergence different from the exponential one. In this framework, we

show how a 2 per cent rate of convergence superimposed as exponential and

2Diebold and Senhadji (1996) show that Rudebusch’s (1993) approach produces evi-

dence that distinctly favors trend-stationarity using long spans of annual data.
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estimated over a time span that ranges from a minimum of 20 years to a
maximum of 100 years correspond to a parameter of fractional integration
that ranges from 0.51 to 0.99. This process is not covariance stationary but
still mean reverting, so that standard unit root test are not likely to reject
the null of non-stationarity, despite the fact that convergence takes place.
Using GDP per capita data for OECD countries for the period 1885-1994,
we will test this hypothesis. We conclude that it can not be rejected and,
thus, convergence takes place at an hyperbolic very slow rate.

This paper intends to bring together two different branches of research.
On the one hand, time series analysis has concluded that shocks tend to have
a permanent effect on the level of output. On the other hand the literature on
growth and convergence has concluded that countries converge to their long
run steady state value at an exponential rate that is very low and uniform
across countries. We note that the two literatures are inconsistent once we
allow for the invariance property by Jones and we follow the standard exoge-
nous growth Solow model in approximating the dynamics of long run GDP
per capita with a linear trend. In line with Diebold and Senhadji (1996) we
propose a theoretical solution and test it. We conclude that standard tests
for convergence suit first step approximation despite the misspecification of
the statistical model. In doing so we show that the parameters of fractional
integration of different OECD countries, though of similar magnitude and
smaller than one, are significantly different one from the other. This perhaps
explains why time series tests of convergence based on cointegration reject
the null of convergence even among OECD countries [see for example Quah

(1992), Bernard and Durlauf (1995) and Bernard and Durlauf (1996)]. As
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they are, these tests are misspecified, as different variables can be cointe-
grated only if they exhibit the same order of integration.

Section 1 reviews the Solow-Swan model. Here we emphasize further
why the three stylized facts cannot go together. Section 2 briefly reviews
the theory of long memory processes and shows how the path of adjustment
of output can exhibit long memory in a extension of the theoretical model.
Further we show why standard unit root tests cannot reject the null of a
unit root while a uniform 2 per cent rate of convergence can be found to be
statistically significant. In section 3 we check for uniform conditional and

unconditional convergence. Section 4 concludes.

2 Empirics of the Solow growth model and unit roots

Here the Solow growth model is reviewed, followed by consideration of the

time series properties of the reduced form of the model.
Solow Growth Model

In the Solow model the rates of saving and technological progress are
exogenous. There are two inputs, capital and labour. We assume a Cobb-

Douglas production function, so production at time ¢ is given by
Y; = K (A L)' ™, 0<a<l.
The notation is standard: Y is output, K capital, L labour and A the

level of technology. A is assumed to grow exogenously at rate g.
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The model assumes that a constant fraction of output s is invested. Defin-
ing k and 7y as respectively the stock of capital and output per effective unit
of labour, k = K/AL and §j = Y/AL, the evolution of k is governed by

~

where 6 is the depreciation rate. Equation (1) implies that k, converges

towards a steady state level k* defined by

~ S 1

b= () @

We can then consider a log-linear approximation of equation (1) around the

steady state, so that

dfin(gy)]

o = Bl —n(;)), (3)

with

o= 1=-a)g+9),

where §* = (k*)*. Discretizing equation (3) and indicating with y, the log
of output per capita, viz. y = In(Y;/L;) and by y; the log of the level of

output per capita in steady state we get

Yi — Yi—1 = g+ BY_1 — Byi—1, 0<pB <1, (4)

or equivalently

ye =y = (1= B)ys1 — viil- (5)

13



We now analyze the time series properties of both equations (4) and (5).
Time Series Properties

Equation (4) is the basic equation used to test 3-convergence [see for ex-
ample Barro (1991) , Barro and Sala-I-Martin (1991) and Mankiw, Romer,
and Weil (1992)]. [-convergence applies if a poor economy tends to grow
faster than a rich one. This happens if the estimate of the coefficient 3
in equation (4) is positive and significantly different from zero. If this is
the case, aggregate shocks that have pushed the current level of output away
from the steady state level will be absorbed at the exponential rate 3, so that
the dynamics of output will exhibit mean reversion. The standard approach
to test this property consists of approximating g 4+ By, ; with some control
or environmental variables like the investment rate, population growth, gov-
ernment expenditure and so on, and subsequently estimating the regression
(4) and testing the significance of the coefficient 3. In practice, empirical
studies repeatedly find a 2 per cent coefficient, uniform across countries and
significantly different from zero (Quah 1993).

A test of unit root, as for example the Dickey Fuller’s test (Dickey and
Fuller 1979), still uses an equation like (4) and tests for the coefficient 3 being
significantly different from zero, where the term g + By; ; is substituted
by a smooth time dependent function. A value for the coefficient 7 not
significantly different from zero is interpreted as a hint of the presence of
a unit root in the underlying data generating process. If this is the case,

a temporary shock has permanent effects on the level of output and the
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dynamics of output does not exhibit mean reversion towards the smooth
trend. Since the seminal work of Nelson and Plosser (1982) these tests have
not been able to reject the null of a unit root in GDP per capita, even if
their low power is well recognized [see for example Diebold and Rudebusch
(1991), Rudebusch (1993) and Diebold and Senhadji (1996)].

In general, the existence of a unit root in output is not in contradiction
with (-convergence if we allow for the steady state level of output to be coin-
tegrated with the current level of output. In this case aggregate shocks are
still absorbed at an exponential rate despite the fact that output is integrated
as implied by equation (5). However Jones (1995a, 1995b) has observed that
the dynamics of aggregate output moves smoothly and independently of most
of the controlled variable used for testing (3-convergence. This is in line with
the standard exogenous growth Solow model where the level of long run GDP
per capita, y;, is represented by the linear trend gt. If we take the data from
Maddison (1995) for 16 OECD countries over the period 1885-1994 and plot
the dynamics of per capita GDP versus a common linear trend among all the
countries in the sample, we note that this simple common trend fits long run
per capita GDP extremely well. This is shown in Figure 1 where we plotted
each series together with a country specific linear trend and a common linear
trend, obtained pooling the series of all 16 OECD countries in our sample.
The former has been estimated with OLS, the latter with GLS. Particular
informative is the GLS estimate of the common trend. GLS estimating pro-
cedure implies that the better the fit of the specific trend the greater the
weight of this country in the determination of the common trend. In this

case the US case performs much better than all the other countries. This
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shows up in the final outcome. In fact, the common GLS trend and the US
OLS specific trend are almost undistinguishable (see Figure 1). Thus we can
think of the US performance as representing the long run benchmark of the
performances of all other countries. Nelson and Kang (1984) argue, however,
that regressions of driftless integrated series against a time trend can result in
the inappropriate inference that the trend is significant and, that it is a good
description of the data as Durlauf and Phillips (1988) show. Instead, Jones
(1995a) notes that a time trend calculated using data only from 1880 to 1929
forecasts the current level of GDP of the US economy extremely well. Follow-
ing Diebold and Senhadji (1996) this is clearly incompatible with difference
stationarity in aggregate output, as new information seems to be irrelevant
for forecasting on very long horizons.

This suggests that, in accordance with the standard exogenous growth
Solow model where the level of long run GDP per capita, y;, is represented by
the linear trend, gt, the dynamics of output in steady state follows a smooth
trend. As a deterministic function cannot be cointegrated with a variable
exhibiting a stochastic trend, it turns out that [S-convergence and unit root
tests are both checking for mean reversion towards a smooth time dependent
trend. In a time series formulation we can say that J-convergence tests trend
stationarity in output where the statistical model is given by an AR(1) with a

linear trend®. These simple considerations imply that testing 3-convergence

3The nature of the problem is further complicated by the fact that growth theorists
use panel data instead of time series. Recent results (e.g. Levin and Lin (1992)) show,
however, that panel data dramatically increase the power of a unit root test as the cross

sectional dimension increases.
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is meaningless if we assume the Jones invariance property, together with the
existence of a unit root in output?. As they stand, these three stylized facts
cannot go together. Our claim is that the two equivalent tests are both
checking for a superimposed rate of ‘exponential’ mean reversion.

If the rate of mean-reversion in (logged) GDP per capita or equivalently
the rate of absorption of the shocks is hyperbolic (in a sense to be defined
precisely below) instead of exponential, S-convergence would apply in the
sense that poorer economies would grow faster and would converge towards
their long run steady states, and standard unit root tests would fail to reject a

unit root albeit not present [see for example Diebold and Rudebusch (1991)].

3 Theory of long memory and the Barro regression

In this section we briefly review the theory of long memory processes which al-
low the possibility of ‘hyperbolic’ mean reversion together with non-stationarity.
We will then analyze why the Barro regression might be robust for rates of
convergence different from the exponential one, delivering the right answer

to the problem of convergence.

4For example, Den Haan (1995) notes that the slow speed of convergence observed in
the data can be reconciled quantitatively with the neoclassical growth model, assuming
either a capital share equal to around 0.8 or a sufficient amount of persistence in the
stochastic process driving technological progress. In either cases, the 2 per cent rate of
convergence is incompatible with aggregate output exhibiting a unit root (see his equation

3.4).
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3.1 Theory of long memory processes

Unit roots describe only a small set of non-stationary processes. A class that
groups together either covariance stationary processes and unit roots is given
by ‘strongly dependent’ processes also known as ‘long memory’ or ‘long range
dependent’ processes [see Robinson (1994) for a survey on the topic]. Usually
only the second moment properties are considered in order to characterize
such behaviour in terms of either that of the autocorrelation function at long
lags, or that of the power spectrum near the zero frequency.

We shall assume that K denotes any positive constant (not necessarily

the same) and ~ asymptotic equivalence.

Definition 1
A real valued scalar discrete time process X; is said to exhibit long memory

in terms of the power spectrum (when it exists) with parameter d > 0 if
fA) ~ KX 24 as A — 0.

In the non-stationary case (d > 1/2, see below) f(\) is not integrable and
thus it is defined as a pseudo-spectrum.

The importance of this class of processes derives from smoothly bridging
the gap between short memory (standard) stationary processes and unit roots
in an environment that maintains a greater degree of continuity (Robinson
1994).

For the purpose, let us consider a parametric example. Let {y;} be a

discrete time scalar time series , ¢t = 1,2,..., suppose v; is an unobservable
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covariance stationary sequence with spectral density that is bounded and

bounded away from zero at the origin, such that for a real d

(1 — L)%y = vy, t=1,2,... (6)

where L is the lag operator. If d = 0, then y; is a standard or better short
memory (covariance) stationary process with spectral density bounded away
from zero (i.e. an ARM A process), whereas y; is a random walk if d = 1.
The parameter d however does not need to be an integer.

In the following, we focus on the case in which y; is a long memory
process with parameter d positive, with 0 < d < 1. In this case, when v; is
assumed to be a white noise process, the process y; defined in (6) is called
an ARFIMA(0,d,0) process and, more generally, when v; is an (inverted)
ARM A(p, q) we obtain an ARFIM A(p,d, q) process.

The power spectrum of the y; process is given by
fyQA) = 1= 72 f,(\) = (2sin(7/2)) 2 f,(N), -7 < A <,

where f,(.) denotes the power spectrum of the v, process. Thus from sin(w)/w ~

1, asw — 0, when d > 0 as A — 0" we obtain
fy(A) ~ 47, (0)A 24

Whenever d > 0 the power spectrum is unbounded at the zero frequency,
implying that the series y; exhibits long memory. This class of processes has
many important properties. When 0 < d < 1/2, y; has both finite variance
and exhibits mean reversion. When 1/2 < d < 1 the process has infinite

variance but it still exhibits mean reversion. This process is not covariance
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stationary but ‘less’ non-stationary than a unit root process, so that standard
unit root tests exhibit low power with respect to this alternative despite the
presence of mean reversion (Diebold and Rudebusch 1991). When d > 1
the process has infinite variance and stops exhibiting mean reversion. In
particular, a unit root process is obtained when d = 1. This represents a
particular case of long memory process: a process with an infinite memory.

If —1/2 < d, (6) can be inverted so that

Yo=Y v, with 5 =T, ==, i >1, 5 =1. (7)
=0

Using Stirling’s approximation it follows that as i — oo
’yi ~ K/L‘dil . (8)

This implies that effect of a shock v;_;, i periods ahead, vanishes at a hyper-
bolic rather than exponential rate, exhibiting a high level of persistence, the
higher the greater the parameter d. When d = 1, the unit root case arises
where a shock arbitrarily far away in time exhibits permanent effects on the
current level of ;.

This persistence property reflects the characterization already given in
the frequency domain. We have seen that a long memory process for d > 0 is
defined by an unbounded spectrum at the origin. It is well accepted that the
degree of persistence of a shock can be expressed by the ‘level’ of the spectral
density at zero frequency (Cochrane 1988). The definition of long memory
and the previous considerations suggest the ‘slope’ of the logged spectrum at

the origin as an exact measure of persistence.® In fact, taking logs in both

5This concept is directly derived from a well known branch in the semi-nonparametric

econometrics literature [(Robinson 1995), (Geweke and Porter Hudak 1983)].
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terms in Definition 1 one obtains, as A — 0T,
In(f(\) ~ K — 2din(\). 9)

With respect to the scatterplot of the logged spectrum and 2In(A), the unit
root case will be represented by a line with slope minus /4 while the case d <
1 is represented by a flatter line. Obviously the greater the slope in absolute
value, the greater the level of persistence. The idea expressed by (9) is at
the core of the estimation procedure suggested by Geweke and Porter Hudak
(1983) and formalized in Robinson (1995), and is briefly described in the
Appendix.

3.2 Robustness of the Barro regression

This section tries to rationalize the finding of a significant estimate of the
regression coefficient of J-convergence in (4).

At first, let us consider some back-of-the-envelope calculations. A 2 per
cent rate of convergence superimposed as exponential over a time span of
20-110 years is almost observational equivalent to a parameter of fractional
integration strictly between 1/2 and 1. In fact, bearing in mind the result
in (8) a parameter of fractional integration, d, that resembles the 2 per cent
exponential rate of decay after a k period ahead shock can be obtained solving

the simple equation®

(0.98)F = ka1, (10)

60f course this is just a very simple and approximate exercise, yet useful for under-

standing the background thoughts central to this paper.
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In Table 1 below we report the solutions of this simple equation for values of
k that range from 10 to 110. As most empirical studies have used samples
that ranges from 20 to 100 years, we can consider an underlying parameter of
fractional integration strictly between 1/2 and 1 as the driving force behind

the 2 per cent rate of convergence found in the empirical literature on -

convergence.
Table 1

d~ 2% exp. rate | n. of obs.
0.912 10
0.865 20
0.821 30
0.781 40
0.742 50
0.703 60
0.667 70
0.631 80
0.596 90
0.561 100
0.527 110

Secondly, let us consider now the following theoretical result due to Sowell
(1990, Theorem 4). Regressing a variable on its lagged value, the Student
t of the coefficient behaves discontinuously when the process generating the
variable is an ARFIMA(0,d,0) with d > 0. In fact, when d = 1, the

asymptotic distribution of the Student t normalized at the value 1, becomes
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the well known Dickey Fuller distribution (Dickey and Fuller 1979) but, when

d # 1, one obtains very different results, that is

o ,1<d<3/2,
-0 ,1/2<d< 1.

t —p

Let us now start to draw our conjecture.

If per capita GDP is well represented by a long memory process with
parameter d, with 1/2 < d < 1, thus displaying infinite variance and, most
important, together with mean-reversion, fitting the Barro regression would
tend to give a significantly negative Student t (actually converging to negative
infinity in probability). Thus this simple inference gives exactly the same
conclusion as the aforementioned regression (4) obtained in the literature
when fitting an exponential rate of convergence.

Furthermore, the back-of-the-envelope calculations show that superim-
posing an exponential rate of decay over a long memory process with 1/2 <
d < 1 gives precisely the well established 2 per cent rate of 3-convergence.

Finally, the property of long memory processes to nest the unit root case
in a class that maintains a greater level of continuity rather than standard
weak dependent processes motivates the empirical finding of systematically
non significant unit root tests.

If our conjecture is right, we could say that the standard approach to test
for [-convergence (Barro 1991), suits first step approximation despite the
misspecification of the empirical model. This test tends to exhibit negative
Student t in the case of mean reversion (d < 1), leaving nonetheless some

margins of ambiguity in a particular case of lack of convergence, the unit root
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case (d = 1). On the other hand the Student t will diverge to plus infinity
when d > 1 delivering the right answer to the issue of convergence.

At this stage, our conjecture still lacks two elements, one purely economic,
and the other a conclusive statistical one. First of all we will show a possible
source of the long memory feature of the data in a version of the Solow
model augmented by cross sectional heterogeneity. In second place, there
is the need of a rigorous time series analysis of the data to show that the
logged per capita GDP is well represented by a mean-reverting long memory

process with 1/2 < d < 1. This is done in section 6.

4 The Solow model augmented by cross sectional het-

erogeneity

In this section we show how long memory could arise in the Solow growth
model. Let us suppose that the economy is characterized by N units each
behaving as in the standard Solow model outlined in section 2. That means
that each of these units representing either different firms or sectors in the
same economy are investing a fraction s; of their output in the accumulation

of capital . If this is the case the dynamics of output, y?, of each of these

"Theoretically this structure could arise either in a world with imperfect capital markets
where human capital is used as a collateral or because of adjustment costs [see Barro and
Sala-I-Martin (1995)]. We decided not to model directly these frictions here because of the
space constraint. The assumption that each unit is evolving as an AR(1) is a simplification
that is not needed, to obtain the result, as long as there is an autoregressive polynomial

(as will become clear below).
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firm-sectors, with steady state output y;"i, is governed by
yf—yfl = (l_ﬁi)[ytifl _y:il] +6i+nt7 L= 17"'an 0 <ﬁi <L (11)

where €i, 1, represent respectively the idiosyncratic and aggregate shock as-
sumed mutually uncorrelated white noise and (3; is equal to (1 — «;)(g; + 6;).
Here «;, g; and ¢; are respectively the unit’s specific productivity of capital,
the rate of technological progress and the depreciation rate. It follows that
the variable zi = yi — y;”* behaves like a first-order autoregressive process.

If we indicate, respectively,

A
gt = N;yza
1 ML
Y, = NZW

-~
I
_

the current and long run equilibrium aggregate output, one obtains that the
amount of disequilibrium in the economy evolves as

— —% 1 o i *,7 i

Ye — Yy = N Z(l — B)lyi 1 — yia e + e (12)

i=1

Let us define z; = 4, — y;. The above equation can behave very differently
from equation (5) even if all the coefficients [3; are bounded between zero
and one. We will show that under certain conditions on the cross sectional
distribution of the coefficients (3;, Z; exhibits long memory. In fact if we

assume that the aggregate n; and idiosyncratic €/ shocks are uncorrelated,

we obtain the power spectrum fi()\) of z¥ equal to

B var(ef) N var(n;)
S| 1= (1= Bp)er |2 27| 1 — (1= Bp)eir |2

fi(X) (13)
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This implies that the power spectrum f()\) ,—m < XA < 7 of the aggregate

Z; is equal to

f) = AQ) + f2(A), (14)
where
var(eF)
Sl N222w|1—1—5k)ezA|2’

var(n;) 1 ‘2

LN = Sone ’Z (1— (1= B)e?)

If we assume that the coefficients 3y are independent drawings from a
distribution F'() and that the var(e}') are drawn from another distribution

independent of the first, we follow Robinson (1978) and Granger (1980) to

obtain
fo) = ﬁ(E[mr(Ef)])L G i Fen PdF(ﬁ) + (15)
var (1) 1 )
2 | 5(1—(1- ﬁ)ei/\)dF(ﬁ) I°, (16)

where B denotes the support of the distribution F(/) and ~ denotes that
the relation holds approximately for large but finite V.

In general, long memory arises if the integral in (15), evaluated at A = 0,

/Bmd”ﬁ) = Ep(1/67), (17)

diverges, where Er(.) denotes the expectation over the measure F'(.) In fact
the second integral in (16), viz. Er(1/53), diverges under stronger conditions
which imply the divergence of the former integral in (15) but not viceversa

as we will make clear below.
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We can establish necessary and sufficient conditions on the distribution
function F'(.) such that the integral (17) is unbounded. In general we know
(e.g. in Rudin (1973)) that the integral [°h(t)dt for a continuous function
h(x) on an interval [a,b) is unbounded, if h(.) has at least the same order of

infinity as 1/(b — ), with a > 1, when z is close to b, that is
1/(b—2z)* < Ah(z), as x— b,

for some finite constant A > 0. If we assume that the distribution function
F(p) is absolutely continuous having a density f(3), the integrand function
of (17) is given by f(3)/3?. Thus a sufficient condition for Z; to exhibit long

memory is simply given by

f(B)>KpB, asf— 0",

for some positive constant K. Thus the density f(f) might go to zero as
3 — 0 but at a slower rate than 3 8.

The main implication is that the aggregate process might display long
memory even if the aggregating elements are stationary with probability one.
The result is valid even if the aggregating elements are ARM A processes.
In this case, the condition to be satisfied is that, generally speaking, the
probability of extracting a unit root in the autoregressive component should

diminish slowly enough. Moreover, it is important to stress that the result

8Instead for the integral in (16), to diverge we need the stronger condition f(8) > K ,
as 3 — 0 which clearly implies the former one. Moreover, the presence of the N and N?
terms in (15) and (16) does not affect the result as we assume that the above arguments

hold for a large but finite V.
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does not depend in any way on the nature of the idiosyncratic and common
shocks, given their stationarity, nor on the type of dependence between them.
Mankiw, Romer, and Weil (1992) argue that the slow speed of convergence
observed empirically can be reconciled quantitatively with the neoclassical
growth model if the capital share is sufficiently big and around 0.8. This
result, on the other hand, gives a different rational for the low rate of conver-
gence found in the empirics of the Solow growth model based on aggregation
of cross-sectional heterogeneous units .

Intuitively, long-range dependence means that shocks arbitrarily far away
in time still exhibit some influence on the future dynamics of the process.
Cross-sectional aggregation annihilates the Markovian property implicit in
standard short memory processes, provided that there are some units with
a sufficient amount of persistence. In this case, to keep track of the future
dynamics of the aggregate system we must recover the past history of the
units of the system if we want to know the relative distribution of disequilibria

in the economy.

9As an example we can consider Granger (1980) formulation where the coefficients
B, are drawn (independently both of the idiosyncratic shocks, €!, and common shocks,
n¢) from a Beta(p,q) distribution. Thus we get that the integrand function (neglecting
unimportant constant terms) is given by

(1 _ ﬁ)p_lﬁq_l
B ’

thus yielding the condition ¢ < 2 which coincides with what Granger (1980) obtained by
expanding the integral in terms of autocovariances. In fact, in this case, the aggregate

process can be shown to display long memory with parameter d =1 —¢/2 .
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9 Generalizing the concept of $-convergence

In this version of the Solow model augmented by cross-sectional heterogene-

ity, it seems reasonable to propose the following definitions of $-convergence:

(i) An economy has no tendency to converge towards either its own or the
common steady state if, after fitting either a country specific or a common
(linear) trend respectively, the parameter of fractional integration d of the
residuals is greater than or equal to 1 (d > 1). In the former case we say
that there is no conditional convergence, and in the latter that there is no

unconditional convergence.

(ii) The case of the Solow model without cross sectional aggregation is repre-
sented by the absence of long memory that is d = 0. In this case, if we want
to recover the rate of convergence of the economy, we must find the roots
of the characteristic equation and look for the greatest solution in absolute

value.

(iii) Uniform unconditional convergence means that if we fit a common linear
trend across all the units in the sample, then the residuals exhibit a similar

parameter of fractional integration d.

(iv) Uniform conditional convergence means that if we fit a country’s spe-
cific linear trend for all the units in the sample, then the residuals exhibit a

similar parameter of fractional integration d.
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We consider further evidence of the exponential 2 per cent rate of conver-
gence, if we find a parameter of fractional integration strictly between 1/2
and 1 (c.f. section 3). In order to draw inference on the parameters of long
memory of the series, we employ the semiparametric approach introduced by
Geweke and Porter Hudak (1983). Rigorous analysis of this estimator is given
in Robinson (1995) who established consistency and asymptotic normality of
the estimator. The result has also been developed in a multivariate frame-
work, a novel feature in this literature, representing an important property
which is necessary in applying this estimator to a multicountry issue such
as the question of convergence. Robinson (1995) results are valid without
assuming any ‘a priori’ restrictions on the degree of dependence in the data.
This allows for ‘anti-persistence’ (—1/2 < d < 0), ‘weak’ (d = 0) or ‘long
memory’ (0 < d < 1/2), the only restriction on the parameter space be-
ing finite variance (| d |< 1/2). We defer to Robinson (1995) for a formal
analysis of the log-periodogram estimator, describing the main features in

the Appendix.

6 Empirical results

To motivate our conjecture that the per capita GDP is approximated by
a long memory process, let us consider Figure 2. Interpreting the result
according to Definition 1, Figure 2 shows that the periodogram displays a
peak at the origin for each of the series in our sample. This is what Granger

(1966) defines as the ‘typical spectral shape of an economic variable’ and is

30



the main feature of a long memory process .

Figure 2 plots the logged periodogram against twice the logged frequency.
As shown in section 3, the slope of the interpolating line expresses approxi-
mately the parameter d. The unit root case is represented by the line with
slope —m/4. It is evident that the interpolating line is always flatter than
the bisector, thus supporting the lack a unit root. Nevertheless, the slope
appears still positive and more precisely between 1/2 and 1.

Table 2 reports the estimates based on the log-periodogram estimator !
Most of the parameters of fractional integration d are less than one even if

with a high standard error.

As we are interested in the OECD countries as a group, we use an induced
test based on the sequential Bonferroni approach!?. We want to test for the

existence of a number dy strictly less than 1, such that all the parameters of

0For an analysis of the behaviour of the periodogram for non-stationary processes see

Hurvich and Ray (1994).
UDiebold and Rudebusch (1989) have used a similar estimator, valid in a univariate case

only (Geweke and Porter Hudak 1983). The multivariate framework, the gains in efficiency
and computability of the Robinson (1995) estimator motivate our choice in using the latter
instead of the former, thus explaining the difference in the estimates of the parameter d
for the US case obtained by Diebold and Rudebusch (1989). The appendix reviews the

main features of the estimating procedure.
12This procedure yields a conservative yet consistent test (Gourieroux and Monfort 1989,

Property 19.7). The exact test for a one-side multivariate hypothesis (Gourieroux and
Monfort 1989, Chapter 21) is not implementable when the number of constraints is greater

than two.
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Table 2

Log-periodogram estimates of d

Country Conditional Unconditional
Belgium 0.52 0.55
Denmark 0.84 0.55
Finland 0.99 0.98
France 0.56 0.94
Germany 0.83 0.83
ITtaly 0.56 0.65
Netherlands 1.11 1.26
Norway 0.81 0.82
Sweden 0.58 1.30
Switzerland 1.03 0.84
U.K. 0.58 0.58
Australia 0.69 0.75
New Zealand 0.85 0.85
Canada 0.97 0.96
U.S.A. 0.57 0.46
Japan 0.61 0.92
Asymptotic S.E. 0.177 0.177

Wald test statistic

1.24e+16  (0.0)

1.62¢+16 (0.0)

The estimation procedure is described in the Appendix.

The Wald test statistic is distributed as a x?

with 15 degrees of freedom under the hypothesis
H(): d1:d2:...:d16.

P-values are reported in parentheses.
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fractional integration of the OECD countries in the sample are less than or
equal to dy. For an overall level of significance of 10 per cent, we examine the
country with the highest ex post probability of rejecting the null hypothesis
and set the significance level using the total number of countries examined.

The results of this procedure are reported in Figure 3. The horizontal
line represents the 10 per cent critical value of the t-statistics such that the
null hypothesis is rejected. The x-axis represents the coefficient dy consid-
ered under the null. The negatively sloped line shows the actual t-statistics
calculated for different null hypotheses. Figure 3 shows that a non empty set
of values of dy, with lower bound strictly less than one, exists such that the
null hypothesis that the parameter of fractional integration of all the OECD
countries are less than dy cannot be rejected at the 10 per cent significance
level. We also note that this set always lies above the value 1/2.

The empirical results can be summarized as follows:
(i) GDP per capita of all the countries in the sample exhibit long memory
(d > 0). In our framework this suggests that the economy behaves as an

aggregation of Solow models rather than as a Solow model itself.
(ii) The hypothesis that all the OECD countries are non-stationary and mean
reverting (1/2 < d < 1) cannot be rejected using the induced test based on

the Bonferroni procedure (Figure 3).

(iii) We found the 2 per cent rate of convergence in the form of a para-

meter of fractional integration strictly between 1/2 and 1.
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(iv) The rates of convergence are very low and similar across countries even
if the rate of convergence is not uniform as the null hypothesis that the co-
efficients of fractional integration are constant across countries is strongly

rejected (see Table 2).

(v) As the order of integration of different OECD countries are different,

time series tests of convergence based on cointegration are misspecified.

(vi) We conclude that there is unconditional convergence across OECD coun-
tries and the rates of convergence are pretty similar even if the test rejects

the null of exact equality of the coefficients.

7 Conclusions

In this paper we place standard approaches to test for g-convergence in a
more general framework. In order to do so we join different strands of liter-
ature, the aggregation theory of dynamic economic models, certain elements
of the theory of long memory processes and the literature on the empirics of
growth.

There is considerable evidence that the (de-trended) per capita GDP is
well approximated at the low frequencies by a long memory process displaying
non-stationarity together with mean reversion, stressing the importance of
capturing in the very long run the true rate of convergence. We then find
primitive conditions under which long memory arises naturally as the result

of aggregating heterogeneous units in the same economy and we then apply
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it to an extension of the Solow-Swan model augmented by cross-sectional
heterogeneity.

Finally we draw robust inference on the possibility of conditional and
unconditional -convergence among the OECD countries and as a result we
support the conclusion of the well established ‘Barro regression’, and reconcile
the time series with the cross sectional evidence.

Some questions still remain open. In particular, we stress that the degree
of persistence is different among OECD countries. This begs the question
of whether the underlying economic structure of OECD countries is differ-
ent and requires further investigation into which country’s specific economic

mechanism makes long memory arise in the real world.

8 Appendix: the log-periodogram estimator

Following Robinson (1995), let us suppose that the time series under study
is given by the G-dimensional real valued vector Z; = (Z14,...,%¢.) - The
(g, h)th element of the spectral density matrix f(A) is denoted by f,5(\). For
(Cy,dg),9g =1,...,G, satistying 0 < C; < oo and | d, |< 1/2 it is assumed
that!?

fag(N) ~ CyA 9 as X — 0T .

This represents the only assumption, beside integrability to ensure station-
arity, on the spectrum which motivates the semiparametric nature of the

estimator of the G + G parameters (Cy,d,), g=1,...,G.

3Basically as in Definition 1 for each component Zgt.
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The periodogram'* for the g-th component Z,,¢ = 1,...,T , with T

being the sample size, is expressed by

zt)\ 2
=1,...,G. 18
g 27TT ’ Z ’ ) g I 9 ( )
Defining the Fourier frequency A; ] one has to define the log-periodogram
Yoo =In(l,(M)),9g=1,....G k=1+1,....m. (19)

The positive integer m is the user-chosen bandwidth number and the positive
integer [ is the user-chosen trimming number!®. In this context we need only
say that the asymptotic results require that m and [ both tend to infinity with
T but more slowly together with [/m — 0. Then defining the unobservable

random variables Uy, by the following set of regressions
ng d(2lﬂ)\k)+ng, gzl,,G, k:l+1,,m (20)
where ¢, = InCy + 1(1) which involves the Digamma function ¢(z) =
(d/dz)InT'(z), with I'(.) being the Gamma function.
Then the OLS estimates of ¢ = (¢q,...,cq) and d = (dy,...,dg) are
given by ¢, d
c
d
X = (XlJrla"'?Xm)/a Y = (Ha"'?YG)la

= vec(Y'X(X'X)™),

Xk = (1, —2ln)\k)' ; Yk = (}/;],lJrl, ceey Yq,m)/ .

MPractically one will consider the periodogram at the Fourier frequencies only, thus

making irrelevant the demeaning of the series by the sample mean (skipping the zero

frequency).
15We refer to Robinson (1995) for a thorough discussion on the concepts and the roles

played in the asymptotic theory by these two user-chosen numbers.
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Expressing as usual the OLS residuals as
Ug=Yy —¢+d2n\), k=1+1,...,m, (21)

and the matrix of sample variances and covariances

- 1 ™.
Q=—> UU, 22
m—1 ; kY k> ( )
one gets that the OLS standard errors for Jg, g=1,...,G, are given by the
square root of the (G + ¢)th diagonal element of the matrix (Z'Z)~' ® Q.
This estimating procedure allows for cross-equation restrictions as, for

example, that all (or some of) the G series are characterized by a common

parameter of long memory, viz.

or in matrix formulation

d = Qb

where @ = (1,1,...,1) is a G x 1 vector and ¢ is a scalar representing the
unknown common long memory parameter. Thus the GLS estimator ¢ and
dis given by
-1
¢ _ Iz O (XX 20 Iz 0 I 0O

X vec(Q Y’ X)) .
5 0 0 Q 0

When there are no restriction we set () = I and we obtain again the OLS

estimator!S.

16 Also to obtain a consistent estimate of C, g = 1,... G, one has to consider the relation

O, = eple, —¥(1)).

37



Under certain regularity conditions (Robinson 1995) among which Gaus-
sianity of the process Z; the following asymptotic results are obtained, which
allows to perform standard inference on the OLS and GLS estimators. For

the OLS Robinson established

m2 (e — c) 1 -1
. —q N |0, Q| (23)
2m!/?(d — d) -1 1
and for the GLS
1/2 , A
m__(¢c—c 1 -1
€= o, 2| (@)
2m*?(d — d) -1 1

One obtains a consistent estimate of {2 by using (22). Considering each d~g

individually the general result in (23) becomes

B 2
2m2(d, — dy) —4 N(0, %).

The results allow us to make use of all the regression theory. In particular

one can build a Wald test for linear restriction expressed by
Hy : Pd=0,
where P is a H x G matrix of rank H < GG. The test statistic is given by

~ ~ 0 ~
d P00, P){(X'X) ' 20} |"'Pd, (25)
P/
which under Hj is asymptotically distributed like a central x? with H degrees
of freedom.

Estimating Procedure - Firstly we detrend the data fitting both by a

country specific and a common trend. The former has been estimated with
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OLS, the latter with GLS. We then evaluate the order of integration of the
residuals'”. A preliminary analysis of the parameters d,,g = 1,...,G gives
estimated values greater than 1/2, thus out of the admissible region for the
asymptotic results to be valid. If we first apply the first-difference operator
to the data, the estimates would be totally independent of the type of -
convergence we are considering (conditional and unconditional). In fact, the
periodogram evaluated at the Fourier frequencies is independent of any shift
of location. For this reason we prefer to difference fractionally the data
prior to estimation, by multiplying them by (1 — L)9, ¢ = 0.5. Obviously
in doing so we have to approximate a series with a finite sum. Our choice
of ¢ = 0.5 reflects the trade-off between differentiating ‘enough’ (large ¢) to
obtain estimates in the stationary region and minimizing the approximation
from using a sum instead of a series (small q) 8. To initialize the fractional
filter (1 — L)? we use the first 10 observations in the sample.

Choice of Trimming and Bandwidth - In our application we choose

It is reasonable to ask if the properties of the theoretical disturbances carry over to
those residuals after detrending the data with either the country specific or the common
trend [see i.e. Nelson and Kang (1981)]. There are good reasons to believe that they do
S0, once a semi-parametric frequency domain approach is undertaken. Nelson and Kang
(1981) show that the regression of a driftless random walk against a time trend delivers
residuals exhibiting a periodogram with a single peak at a period equal to 0.83 of sample
size, thus asymptotically at frequency zero as one would expect. Put into words, the

memory of the process is entirely reflected in the residuals.
8Even if not formally proved, we follow the empirical literature of long memory

processes conjecturing that asymptotically this approximation becomes negligible. Fur-

ther, the results are globally robust with respect to the choice of ¢ .
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a trimming coeflicient equal to two (I = 2) so that we avoid the first peri-
odogram ordinate. Unfortunately a complete theory for the optimal choice of
the trimming and the bandwidth is still missing for this estimator but it seems
that choosing a trimming bigger than one increases the performance of this
estimator in finite samples (Hurvich and Ray 1994). Because of this reason
we report estimates based on the same criterium as the one used by Diebold
and Rudebusch (1989) for their univariate analysis, that is m = T%%%° after

checking for robustness under alternative bandwidths .

It is nevertheless
important to point out that the empirical results are very robust to changes

in the choice of the trimming and the bandwidth.

9We defer to Beran (1994) for a review on parametric and semi non-parametric esti-

mation in a long memory framework.
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Figure 1: The dashed and bold lines represent the country-specific (OLS)
and common (GLS) trends, respectively. The solid line represents logged
GDP.
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Figure 2: The left hand side column displays the periodogram of the logged
GDP (1865-1994) for the 16 OECD countries considered here. The right
hand side column displays three lines versus the logged frequency: the solid
line represents the logged periodogram ordinates, the bold line represents
the OLS interpolating line (cf. Table 2) while the dashed line represents the
unit root case (slope —m/4). An interpolating line flatter than the bisector
corresponds to a value of the long memory parameter d smaller than one.
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Conditional convergence
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Figure 3: The test statistic for the null Hy d; < dy, 7 = 1,...16 is plotted
for different values of dy. The horizontal line represents the critical value for
a 10 % significance level.



References

BARRO, J. (1991): “Economic growth in a cross section of countries,” Quar-

terly Journal of Economics, 2, 407-443.

BARRO, J., AND X. SALA-I-MARTIN (1991): “Convergence across states

and regions,” Brooking Paper on Economic Activity, 1, 107-182.

BARRO, J.; AND X. SALA-I-MARTIN (1995): Economic growth, Advanced

Series in Economics. (McGraw Hill, New York).

BERAN, J. (1994): Statistics for long memory processes. (Chapman & Hall,
London).

BERNARD, A., AND S. DURLAUF (1995): “Convergence in international

output,” Journal of Applied Econometrics, 10-2, 97-108.

BERNARD, A., AND S. DURLAUF (1996): “Interpreting tests of the conver-

gence hypothesis,” Journal of Econometrics, 71(1-2), 161-173.

CAMPELL, J., AND N. MANKIW (1987): “Are output fluctuations transi-

tory?,” Quarterly Journal of Economics, 4, 857-880.

COCHRANE, J. (1988): “How big is the random walk in GNP,” Journal of
Political Economy, 96, 893-920.

DEN HAAN, W. (1995): “Convergence in stochastic growth models. The im-

portance of understanding why income levels differ,” Journal of Monetary

Economics, 35, 65-82.



DIickEY, D., AND W. FULLER (1979): “Distribution of the estimators for

autoregressive time series with a unit root,” Journal of American Statis-

tical Association, T4, 427-431.

DieBOLD, F., AND G. RUDEBUSCH (1989): “Long memory and persistence

in aggregate output,” Journal of Monetary Economics, 24, 189-209.

DieBOLD, F.; AND G. RUDEBUSCH (1991): “On the power of Dickey-Fuller

tests against fractional alternatives,” Fconomics Letters, 35, 155-160.

DieBOLD, F.; AND A. SENHADJI (1996): “The uncertain unit root in real

GNP: Comment,” American Economic Review, 86, 1291-1298.

DURLAUF, S., AND P. PuiLLips (1988): “Irends versus random walks in

time series analysis,” Econometrica, 56-6, 1333—-1354.

GEWEKE, J., AND S. PORTER HUDAK (1983): “The estimation and applica-

tion of long memory time series models,” Journal of Time Series Analysis,

4, 221-238.

GOURIEROUX, C., AND A. MONFORT (1989): Statistics and econometric

models. (Cambridge University Press, Cambridge).

GRANGER, C. (1966): “The typical spectral shape of an economic variable,”

Econometrica, 34, 150-161.

GRANGER, C. (1980): “Long memory relationships and the aggregation of

dynamic models,” Journal of Econometrics, 14, 227-238.

46



Hurvich, C., AND B. RAY (1994): “Estimation of the memory parame-
ter for nonstationary or noninvertible fractionally integrated processes,”

Journal of Time Series Analysis, 16-1, 200-238.

JonEs, C. (1995a): “R & D based models of economic growth,” Journal of
Political Economy, 103-4, 759-783.

JoNEs, C. (1995b): “Time series tests of endogenous growth models,” Quar-

terly Journal of Economics, 110, 495-525.

LevIN, A.; AND C. F. LiN (1992): “Unit root tests in panel data: asymp-

totic and finite-sample properties,” Working Paper 92-23, UCSD.

Lippi, M., AND L. REICHLIN (1991): “Permanent and transitory com-
ponents in macroeconomics,” in Business cycles: theories, evidence and
analysis, ed. by N. Thygesen, K. Velupillai,and S. Zambelli, pp. 189-232.

(MacMillan Academic and Professional, London).

Mankiw, N.; D. ROMER, AND D. WEIL (1992): “A contribution to the
empirics of economic growth,” Quarterly Journal of Economics, 107-2,

407-437.

NELSON, C., AND H. KANG (1981): “Spurious periodicity in inappropriately
detrended time series,” Econometrica, 49-3, 741-751.

NELsoN, C., AND H. KANG (1984): “Pitfalls in the use of time as an

7

explanatory variable in regression,” Journal of Business and FEconomic

Statistics, 2-1, 73-82.

47



NELSON, C., AND C. PLOSSER (1982): “Irends and random walks in a

macroeconomic time series: some evidence and implications,” Journal of

Monetary Economics, 10, 139-162.

QUuAH, D. (1992): “International patterns of growth: persistence in cross-

Y

country disparities,” manuscript, LSE.

QUuAH, D. (1993): “Empirical cross-section dynamics in economic growth,”

FEuropean Economic Review, 37-2/3, 426-434.

QuAH, D. (1995): “Empirics for economic growth and convergence,” Furo-

pean Economic Review, 40/6, 1353-1375.

ROBINSON, P. (1978): “Statistical inference for a random coefficient autore-

gressive model,” Scandinavian Journal of Statistics, 5, 163—168.

ROBINSON, P. (1994): “Time series with strong dependence,” in Advances
in Econometrics, Sizth World congress, ed. by S. C.A., vol. 1, pp. 47-95.
(Cambridge University Press, Cambridge).

ROBINSON, P. (1995): “Log-periodogram of time series with long range
dependence,” Annals of Statistics, 23-3, 1048-1072.

RubpeBUScH, G. (1993): “The uncertain unit root in real GNP,” American

Economic Review, 83, 264-272.
RupIN, W. (1973): Functional analysis. (McGraw Hill, New York).
SOWELL, F. (1990): “The fractional unit root distribution,” Econometrica,

38-2, 495-505.

48



RECENTLY PUBLISHED “TEMI” (*)

No. 359 — Does Market Transparency Matter? a Case Study, by A. SCALIA and V. VACCA
(October 1999).

No. 360 — Costoedisponibilitadel credito per le imprese nei distretti industriali, by P. FINALDI
Russo and P. RossI (December 1999).

No. 361 — Why Do Banks Merge?, by D. FOCARELLI, F. PANETTA and C. SALLEO (December
1999).

No. 362 — Markup and the Business Cycle: Evidence from Italian Manufacturing Branches,
by D. J. MARCHETTI (December 1999).

No. 363 — The Transmission of Monetary Policy Shocks in Italy, 1967-1997, by E. GAIOTTI
(December 1999).

No. 364 — Rigidita nel mercato del lavoro, disoccupazione e crescita, by F. SCHIVARDI
(December 1999).

No. 365 — Labor Markets and Monetary Union: A Strategic Analysis, by A. CUKIERMAN and
F. LippI (February 2000).

No. 366 — On the Mechanics of Migration Decisions: Skill Complementarities and
Endogenous Price Differentials, by M. GIANNETTI (February 2000).

No. 367 — An Investment-Function-Based Measure of Capacity Utilisation. Potential Output
and Utilised Capacity in the Bank of Italy’s Quarterly Model, by G. PARIGI and
S. SIVIERO (February 2000).

No. 368 — Information Spillovers and Factor Adjustment, by L. Guiso and F. SCHIVARDI
(February 2000).

No. 369 — Banking System, International Investors and Central Bank Policy in Emerging
Markets, by M. GIANNETTI (March 2000).

No. 370 — Forecasting Industrial Production in the Euro Area, by G. BoDO, R. GOLINELLI
and G. PARIGI (March 2000).

No. 371 — The Seasonal Adjustment of the Harmonised Index of Consumer Prices for the Euro
Area: a Comparison of Direct and Indirect Methods, by R. CRISTADORO and
R. SABBATINI (March 2000).

No. 372 — Investment and Growth in Europe and in the United States in the Nineties, by
P. CASELLI, P. PAGANO and F. ScHIVARDI (March 2000).

No. 373 — Tassazione e costo del lavoro nei paesi industriali, by M. R. MARINO and
R. RINALDI (June 2000).

No. 374 — Strategic Monetary Policy with Non-Atomistic Wage-Setters, by F. LiPPI (June
2000).

No. 375 — Emu Fiscal Rules: is There a Gap?, by F. BALASSONE and D. MONACELLI (June
2000).

No. 376 — Do Better Institutions Mitigate Agency Problems? Evidence from Corporate
Finance Choices, by M. GIANNETTI (June 2000).

No. 377 — The Italian Business Cycle: Coincident and Leading Indicators and Some Stylized
Facts, by F. ALTIssIMO, D. J. MARCHETTI and G. P. ONETO (October 2000).

No. 378 — Stock Values and Fundamentals: Link or Irrationality?, by F. FORNARI and M.
PericoLI (October 2000).

No. 379 — Promise and Pitfalls in the Use of “Secondary’ Data-Sets: Income Inequality in
OECD Countries, by A. B. ATKINSON and A. BRANDOLINI (October 2000).

No. 380 — Bank Competition and Regulatory Reform: The Case of the Italian Banking
Industry, by P. ANGELINI and N. CETORELLI (October 2000).

No. 381 — The Determinants of Cross-Border Bank Shareholdings: an Analysis with
Bank-Level Data from OECD Countries, by D. FOCARELLI and A. F. POzzoL0o
(October 2000).

No. 382 — Endogenous Growth with Intertemporally Dependent Preferences, by G
FERRAGUTO and P. PAGANO (October 2000).

(*) Requestsfor copies should be sent to:
Bancad'Italia - Servizio Studi - Divisione Biblioteca e pubblicazioni - ViaNazionale, 91 - 00184 Rome
(fax 0039 06 47922059). They are available on the Internet at www.bancaditalia.it



	Abstract
	Contents
	1.Introduction
	2.Empirics of the Solow growth model and unit roots
	3.Theory of long memory and the Barro regression
	3.1.Theory of long memory processes
	3.2.Robustness of the Barro regression

	4.The Solow model augmented by cross sectional heterogeneity
	5.Generalizing the concept of B-convergence 
	6.Empirical results
	7.Conclusions
	8.Appendix:the log-periodogram estimator
	Figures
	References

	Recently Published "Temi"



