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#### Abstract

Many empirical studies of bank fragility employ "banking crisis" (BC) indicators based on crisis dating schemes constructed using primarily information on government actions undertaken in response to bank distress We formulate a simple model of a banking industry in which the event of a systemic bank shock, its turning into a crisis and a government response to a crisis are explicitly defined, and use its implications to construct indicators of systemic bank shocks. Then we show that our indicators of systemic bank shocks consistently predict BC indicators based on four major banking crisis classifications. Therefore, BC indicators actually measure lagged government responses to crises, rather than the occurrence of crises per se. We then re-examine the impact of some key factors affecting the probability of a systemic bank shock and that of government responses to these shocks, including the role of bank market structure, deposit insurance, external shocks and currency crises. Disentangling systemic bank shocks and government responses to banking distress turns out to be crucial in understanding the roots of bank fragility, since key macroeconomic, structural, and institutional features of economies have an impact on the likelihood of a government response to a crisis totally different from that on the likelihood of a banking crisis. Many findings of a large empirical literature need to be re-assessed and/or reinterpreted.


[^0]
## I. Introduction

The collapse of the subprime mortgage market in the U.S. in 2007 and the ensuing financial instability have spurred a renewed interest in banking crises. Some have stressed their similarities across countries and historical episodes (e.g. Reinhart and Rogoff, 2008a), while others have emphasized historical differences, as for example related to financial liberalization and the stage of financial development (e.g. Bordo, 2008). As pointed out by Allen and Gale (2007), however, the existing empirical literature on bank fragility has mainly focused on documenting some empirical regularities in the data. The very measurement of the object of study-what a banking crisis is, when it occurs and how long it lasts-has been only loosely informed by or derived from theory. As a result, this literature offers manyoften contrasting—findings, which vary considerably both in terms of samples used and of dating of banking crises. ${ }^{1}$

In particular, a large portion of this literature has employed "banking crisis" (BC) indicators based on dating schemes that identify "crisis" beginning dates, ending dates, and an indication as to whether the crisis was "systemic" or not, based primarily on information on government actions undertaken in response of banking distress. A detailed review of the criteria used to identify a banking "crisis" shows that virtually all of them depend on information obtained from the bank regulators and/or central banks. They do not rely on any theory informing the identification of accounting and/or market data for the banking systems that are likely to capture the realization of systemic bank shocks eventually leading to a crisis. In virtually all cases what is measured is, effectively, a government response to a perceived crisis, not necessarily the onset or the duration of the banking crisis itself.

[^1]One key implication is that these BC indicators may record the realization of a bank systemic shock leading to a crisis too late on average. Government responses to banking distress may be lagging either because of asymmetric information problems, or because of uncertainty about the actual extent of banking distress-especially when distressed assets are marked to market—and/or because of a variety of political economy considerations dictating the speed and resolve of the intervention of central banks, regulators, and supervisory agencies. This problem is well known in the literature, having been pointed out since the earlier studies of Caprio and Kinglebiel (1996) and Kaminsky and Reinhart (1999), and more recently by Von Hagen and Ho (2007).

Most importantly, though, the problem is not limited to one of just systematically late timing. Equating the dating of a government response to banking distress to the dating of a systemic bank shock is like studying the evolution of a disease by just looking at the therapies implemented by doctors when the patient enters a hospital. As stressed by De Nicolò et al. (2004), the researcher will be unable to disentangle the effects of a negative shock to the banking industry from those of the restorative policy response. ${ }^{2}$ Disentangling these effects and obtaining consistent measures of systemic bank shocks is key in understanding the mechanics of bank fragility, and this is where the main contribution of this paper lies.

Using a simple model of a banking industry in which a banking systemic shock, a banking crisis, and a government response to a crisis are explicitly defined and modeled, we

[^2]derive measures of systemic bank shocks. Then, we show that BC indicators constructed on the basis of four major banking crisis classifications used in the literature are systematically biased in that they record the actual realization of a systemic banking shock with lags: these BC indicators actually measure lagged government responses to banking distress, rather than the occurrence of crises per se.

We then re-examine the impact of several macroeconomic and structural determinants on both the probability of a government response to banking distress and the probability of a systemic bank shock, including bank market structure, deposit insurance, external shocks and currency crises. We find that these determinants have an impact on the probability of government responses to bank distress significantly different from that on the probability of systemic bank shocks. Therefore, many results obtained in papers employing BC indicators under the assumption that they track dating and duration of crises as systemic bank shocks need to be re-assessed and re-interpreted. There have been dozens of such papers.

The rest of the paper proceeds as follows. Section II discusses the criteria used for classifying beginnings and duration of banking crises in four major classifications, showing that the dating information is obtained from bank regulators and/or central banks and depends on the implementation of policy. Market and/or accounting data from the banking industry filtered through the lenses of some theory have almost never been employed for this purpose.

Section III presents a theoretical model in which banking crises are produced by the arrival of exogenous shocks to the economy. If a shock is large enough to translate into a systemic bank shock entailing widespread bank insolvencies (crisis), and as soon as the systemic bank shock is recognized by the authorities, they respond to it. We define the crisis
recognition date as the date when the government recognizes the negative systemic bank shock. The model makes a number of predictions that can be taken to the data. Importantly, the size of any shock to the economy cannot be influenced by the actions of banks or the government as the sequence of these shocks is assumed to be exogenously given.

Employing a dataset widely used in this literature, in Section IV we construct BC indicators based on four major crisis classifications, documenting their differences and similarities. We also take the predictions of the theory to the data and construct theory-based indicators of systemic bank shocks (SBS). For example, the model predicts, and the data confirm, that before crisis dates identified by BC indicators, total lending will decrease significantly. We show that our SBS indicators consistently predict BC indicators. Thus, BC indicators actually track (lagged) government responses to banking distress.

In Section $V$ we assess the impact of several key potential determinants of the probability of a government response to banking distress and, separately, the probability of a systemic bank shock. We obtain three main findings. First, more concentrated banking systems and larger interest rate margins increase the probability of a systemic bank shock monotonically, while these variables do not affect significantly the probability of a government response to banking distress.

Second, the model predicts that banking "crises" identified by the BC indicators will occur more often in banking systems with formal deposit insurance. The data also provide support for this prediction. However, this finding has previously been interpreted as evidence that deposit insurance results in greater moral hazard, a riskier banking system, and thus, a more common occurrence of banking crises. In the model this obviously cannot be the case. The model predicts that in the presence of formal deposit insurance, the government
is more likely to respond to a negative shock of a given size. Indeed, when we use aggregate data, the probability of a systemic bank shock does not depend of whether a deposit insurance system is in place. Interestingly, when we use a bank-level dataset with a measure such as the Z-score-an accounting based measure of bank risk exposure that also predicts all the four BC indicators considered -it turns out that the probability of a systemic bank shock in countries where explicit deposit insurance is in place may be even lower than in countries that lack such a system.

Lastly, we find that exchange rate depreciations, the worsening of terms of trade, and currency and twin crises have a positive and significant impact on the probability of a systemic bank shock, and we also find evidence, although slightly weaker, of the reverse. By contrast, all these "external" factors do not appear to affect significantly the probability of a government response to bank distress. On the other hand, both the probability of a systemic shock and that of a government response to bank distress are unaffected either by the degree of financial openness or by the degree of flexibility of exchange rate arrangements.

Section VI concludes.

## II. Major Classifications of Banking Crises

A variety of classifications of banking crises have been used since the mid 1990s by many researchers. ${ }^{3}$ Here we consider four systematic and generally comprehensive classifications, some of them already having been used widely in many empirical analyses.

The first systematic classification of banking crises is due to Caprio and Kinglebiel (CK) $(1996,1999)$, based on several narratives taken from supervisory and expert sources. ${ }^{4}$

[^3]Specifically, CK classification "...relies upon the assessment of a variety of finance professionals in pulling together characterizations of factors that have caused crises." (1996, p.1), using published sources or interviews with experts familiar with individual episodes. The dates attached to the crises in this classification "...are those generally accepted by finance experts familiar with the countries, but their accuracy is difficult to determine in the absence of the means to mark portfolios to market values" (1996, p. 2). CK noted that it is not easy to date episodes of bank insolvency, especially if an episode does not involve a run on banks and/or on a country's currency, and admit that an episode of banking distress can be detected a period of time after it has started. Similarly, "...it is not always clear when a crisis is over, and in the case of countries in which there are multiple episodes, it may well be that later events are merely a continuation of those occurring earlier."(1996, p. 2). The crisis is defined as systemic, if "...much or all of bank capital has been exhausted."(1996, p.2). Yet, a quantitative limit on the exhaustion of bank capital and its extent across a banking system is not spelled out. In sum, this classification relies mostly on supervisory sources and listings of government measures undertaken in response to a crisis.

Based on CK compilation, Demirgüç-Kunt and Detragiache $(2002,2005)$ spelled out in more details the criteria used to identify crises start-dates and duration for 94 countries, covering crisis episodes during 1980-2002. ${ }^{5}$ This classification and the relevant country dataset have been widely used in empirical analysis. DD defined a systemic crisis as

[^4]"...situation in which significant segments of the banking sector become insolvent or illiquid, and cannot continue to operate without special assistance from the monetary or supervisory authorities."(2002, p. 1381) More precisely, episodes of banking distress were classified as systemic when at least one of the following occurred: (i) large scale nationalizations took place, (ii) emergency measures-such as bank holidays, deposit freezes, blanket guarantees to depositors or other bank creditors-were taken to assist the banking system, (iii) the cost of the rescue operations was at least 2 percent of GDP, or (iv) non-performing assets reached at least 10 percent of total assets at the peak of the crisis. However, the dates of the start and the end of a crisis are "...identified ....using primarily information from Lindgren et al. (1996) and Caprio and Klingebiel (1996)." (2002, p.1381)

The first three criteria in the DD classification characterize a banking crisis by dates of government responses to a systemic bank shock, rather than the systemic shock that has triggered a crisis. The criterion on a 10-percent non-performing asset ratio is the only one related on an accounting measure. However, it is recorded at the so-called peak of the crisis, but the peak of a crisis is not defined. ${ }^{6}$ Yet, it is well known that the recognition of non performing assets occurs typically with a relatively long lag relative to the occurrence of a systemic bank shock. ${ }^{7}$

The second classification we examine is that compiled by Caprio et al. (2005) (CEA henceforth). CEA updated and extended the earlier CK classification covering 126 countries and bank insolvency episodes from the late 1970s to 2005. The authors emphasize that

[^5]"...some judgment has gone into the compilation of the list, in particular in timing the episode of bank insolvency."(p. 307) CEA do not provide a definition of the start and end dates of a banking crisis episode and whether the crisis was systemic or not, but just refer to the corresponding definitions in CK.

In their tables, CEA report an extensive narrative supporting their crisis dating in each country. A simple counting exercise based on such narrative reveals that in 94 percent of the classified cases the information used is one of government responses to address a crisis (in few cases undated statistics on non performing loans are reported), while in the remaining portion there is no explanation of the nature of a crisis. In five out of 166 episodes, the beginning of a crisis is defined as a bank run, but neither a quantification nor a precise dating is reported. Thus, the CEA classification, as the DD classification, identifies banking crises starting dates and duration essentially on the basis of an interpretation of reported government responses to banking distress.

The third classification of banking crises we consider is the one recently compiled by Reinhart and Rogoff (2008b) (RR henceforth). The classification criteria used are essentially those used in Kaminsky and Reinhart (1999), whose classification was, in turn, also based on CK's classification. Kaminsky and Reinhart (1999) originally identified beginning and peak dates of crises for 20 countries for the period from 1970 to mid-1995 at a monthly frequency. In their classification, a banking crisis starts if either of the following occurs: "...(i) bank runs that lead to the closure, merging, or takeover by the public sector of one or more financial institutions, or (ii) if there are no runs, the closure, merging, takeover, or large-scale government assistance of an important financial institution (or group of institutions) that marks the start of a string of similar outcomes for other financial institutions." (p. 476). They
clearly recognized the potential drawbacks of equating the date of the realization of a systemic shock leading to a crisis to the dating of a government response. They offered one possible fix to some of these drawbacks by introducing the notion of a crisis "peak", defined as the date when the heaviest government intervention and/or bank closures occur, based on CK and press chronicles (see sources in Table 2, p.478). The updated RR classification is essentially based on the same criteria, using information from Caprio et. al (2005) and a variety of other sources of qualitative and narrative information (see Appendix, pp 79-81). Differing from the earlier Kaminsky and Reinhart's work, however, RR do not identify the duration of a crisis on the ground that it is difficult of even impossible to pinpoint its conclusion precisely (Table A2), In sum, all considerations already made with regard to CEA's classification also apply to RR classification: it is one based on qualitative information on government responses to banking distress.

Lastly, we consider the classification recently constructed by Laeven and Valencia (2008) (LV henceforth), which extends previous classifications both in time and country coverage. LV modify the classification criteria of the earlier crisis database by Caprio et al. (2005) as follows. First, non-systemic crises are excluded on the basis of an identification of distress events that "were not systemic in nature" (p.5) Second, subject to data availability, crises years are identified with either a) deposit runs, defined as a monthly percentage decline in deposits in excess of 5 percent, or with b) the introduction of deposit freezes or blanket guarantee, or with c) liquidity support or bank interventions, defined as the ratio of monetary authorities" claims on banks as a fraction of total deposits of "at least 5\% and at least double the ratio compared to the previous year.". Using these more explicit quantitative measures, LV report that they are "able to confirm" only about two thirds of the crisis dating of the

CEA classification. Yet, as already pointed out, their criterions b) and c) measure government responses to a systemic bank shock, while a) may be an imprecise and lagged gauge of such realization, as depositors runs may be lagging owing to asymmetric information about the status of the banking system, as well as owing to uncertain government responses (or lack thereof) to crises. ${ }^{8}$ As in RR, but differing from DD and CEA, however, there is no estimate of the duration of a crisis.

The first two classifications are well known in the literature and have been used in a large number of studies to analyze the determinants of banking crises. The other two more recent classifications will undoubtedly soon be employed for empirical analysis.

Next, we formulate a simple model in which we define a systemic banking shock, a crisis, and a government response to it. In the following empirical sections, we explore the extent to which dating a systemic bank shock by a government response adequately captures the timing of its realization, construct theory-based measures of systemic shocks and assess some of their determinants.

## III. Theory

The economy is composed of a "government" and three classes of agents: entrepreneurs, depositors, and banks. All agents are risk-neutral. Time is discrete and the key decision periods are $t$ and $t+1$.

[^6]
## Entrepreneurs

There is a continuum of entrepreneurs indexed by their reservation income levels $a \in[0,1]$, and distributed uniformly on the unit interval. Entrepreneurs have no initial resources but have access to identical risky projects that require a fixed amount of date $t$ investment, standardized to 1 , and yield a random output at date $t+1$.

Specifically, at date $t$ the investment in a project yields $Y$ with probability $P_{t+1} \in(0,1)$, and 0 otherwise. The probability of success $P_{t+1}$ is a random variable independent across entrepreneurs, and its realization is observed by them at date $t+1$. Hence, entrepreneurs make their date $t$ decisions on the basis of their conditional expectations of $P_{t+1}$, denoted by $E_{t} P_{t+1}$.

Entrepreneurs are financed by banks through simple debt contracts. The contract pays to the bank a loan interest rate $R^{L}$ if the project is successful. Thus, an entrepreneur with reservation income level $a$ will undertake the project if

$$
\begin{equation*}
E_{t} P_{t+1}\left(Y-R^{L}\right) \geq a \tag{1}
\end{equation*}
$$

Let $a^{*}$ denote the value of $a$ that satisfies (1) at equality. The total demand for loans is thus given by $X_{t} \equiv F\left(a^{*}\right)=\int_{0}^{a^{*}} f(a) d a$, where $f($.$) is the density of the uniform distribution$ function.

This defines implicitly the inverse loan demand function:

$$
\begin{equation*}
R^{L}\left(X_{t}, E_{t} P_{t+1}\right)=Y-\left(E_{t} P_{t+1}\right)^{-1} X_{t} \tag{2}
\end{equation*}
$$

## Bonds

One-period bonds are supplied by the government in amounts specified below. For simplicity, we assume that only banks can invest in bonds. A bond purchased at date $t$ yields a gross interest rate $r_{t}$ at date $t+1$.

## Depositors

Depositors invest all their funds in a bank at date $t$ to receive interest plus principal at date $t+1$. Deposits are fully insured, so that the total supply of deposits does not depend on risk, and is represented by the upward sloping inverse supply curve $R^{D}\left(Z_{t}\right)=\alpha_{t} Z_{t}$, where $Z_{t}$ denotes total deposits. The slope of this function is a random variable, to be described below, whose realization is observed at date $t$.

## Banks

Banks collect insured deposits, and for this insurance pay a flat rate insurance premium standardized to zero. On the asset side, banks choose the total amount of lending and the amount of funds to invest in bonds.

Banks are perfectly diversified, in the sense that for any positive measure of entrepreneurs financed, $P_{t+1} \in(0,1)$, is also the fraction of borrowers whose project turns out to be successful at date $t+1$. Banks also observe the realization of $P_{t+1}$ at date $t+1$. Hence, as for the entrepreneurs, banks make their date $t$ decisions on the basis of their conditional expectations $E_{t} P_{t+1}$.

## Government

The government supplies a fixed amount of bonds to the market, denoted by $\bar{B}$. The government also guarantees deposits. It will intervene whenever deposits payments cannot be honored in part or in full. Whenever this occurs, the government will pay depositors all the claims unsatisfied by the banks. As detailed below, these payments will be financed by issuing additional bonds.

A "banking crisis" occurs at date $t+1$ when the banking system's total profits are negative. The government's response to a crisis will be triggered when the government is able to ascertain that the banking system is insolvent. We will consider the case in which the government observes date $t+1$ bank profits at $t+2$, i.e. with a lag.

## Sequence of events

In period $t$, suppose realized bank profits are non-negative. Banks collect deposits, entrepreneurs demand, and banks supply funds based on $E_{t} P_{t+1}$. Deposits, bank loans, and investment in bonds are determined.

In period $t+1, P_{t+1}$ is realized and observed by entrepreneurs and banks. Borrowers pay loans and in turn, banks pay to depositors, if possible.

If bank profits are non-negative, depositors are paid in full. If profits are negative, depositors cannot be paid in full: this is a systemic bank shock leading to a crisis. Depositors are paid pro-rata from the banks. The government responds to the crisis at $t+2$ by issuing bonds and paying depositors any claim unsatisfied by banks.

The previous sequence of actions repeats: borrowers demand and banks supply funds based on $E_{t+1} P_{t+2}$, and deposits, loans and investment in bonds are determined, etc..

## Equilibrium

To streamline notation, we describe equilibrium at date $t$ by dropping time subscripts from all variables, and define $p \equiv E_{t} P_{t+1}$.

## The bank problem

Let $D_{i}$ denote total deposits of bank $i, Z \equiv \sum_{i=1}^{N} D_{i}$ denote total deposits and $D_{-i} \equiv \sum_{j \neq i} D_{j}$ denote the sum of deposits chosen by all banks except bank $i$. Let $L_{-i} \equiv \sum_{j \neq i} L_{j}$ denote the sum of loans chosen by all banks except bank $i$. Each bank chooses deposits, loans, and bond holdings $b$ so as to maximize expected profits, given the choices of the other banks.

Banks choose $(L, b, D) \in R_{+}^{3}$ to maximize:

$$
\begin{equation*}
p R^{L}\left(L_{-i}+L, p\right) L+r B-R_{D}\left(D_{-i}+D\right) D \tag{3}
\end{equation*}
$$

subject to

$$
\begin{equation*}
L+b=D . \tag{4}
\end{equation*}
$$

## The government's policy function

Let $\Pi_{t}($.$) denote current realized profits. As assumed, realized profits are observed$ by the government with a lag.

The government intervention is described by the indicator function $I^{G}{ }_{t}\left(\Pi_{t-1}\right)$ :
$I^{G}{ }_{t}\left(\Pi_{t-1}\right)=1$ if $\Pi_{t-1}<0$ (crisis), and 0 otherwise.

The government supplies bonds in the amount $B_{t}^{S}=\bar{B}-B_{t}\left(\Pi_{t-1}\right)$, where $B_{t}\left(\Pi_{t-1}\right)=I_{t}^{G}\left(\Pi_{t-1}\right) \Pi_{t-1}$.

## Equilibrium

Given $p$, an equilibrium is an amount of total loans $X$, total bonds $B$, total deposits $Z$, bond interest rates, loan rates, deposit rates, and government responses such that
a) the banking industry is in a symmetric Nash equilibrium,
b) the bond market is in equilibrium,
c) the government meets its commitment to deposit insurance.

## Comparative statics

We illustrate the basic comparative statics of the model using a simple linear specification: the loan supply is given by $R^{L}(X, p)=Y-p^{-1} X$, and the demand for deposit is given by $R^{D}(Z)=\alpha Z$. The solutions for all the endogenous variables are given by:

$$
\begin{aligned}
& X=\frac{N}{N+1} \frac{p Y}{1+\alpha}-\frac{\alpha}{1+\alpha} B^{S} ; \quad Z=\frac{N}{N+1} \frac{p Y}{1+\alpha}+\frac{1}{1+\alpha} B^{S} ; \quad B=B^{S} ; \\
& r=\frac{\alpha}{1+\alpha}\left(\frac{N+1}{N} B^{S}+p Y\right) ; \quad R^{L}-R^{D}=\frac{Y}{N+1}\left(\frac{1+\alpha(N(1-p)+1)}{(1+\alpha)}\right)+\left(p^{-1}-1\right) \frac{\alpha}{1+\alpha} B^{S} \\
& R^{L}=Y \frac{1+\alpha(N+1)}{(N+1)(1+\alpha)}+p^{-1} \frac{\alpha}{1+\alpha} B^{S} ; \quad R^{D}=\frac{\alpha}{1+\alpha}\left(\frac{N}{N+1} p Y+B^{S}\right) .
\end{aligned}
$$

The following table summarizes changes in the endogenous variables for a decline in asset quality ( $p$ decreases), a decline in the supply of deposits (an increase in $\alpha$ ), a decline in the demand for loans ( $Y$ decreases), or an increase in the number of banks N .

## Summary of comparative statics for the linear case

|  | Exogenous variables |
| :---: | :---: |
| $p$ decreases | $\alpha$ increases $\quad Y$ decreases |

## Endogenous variables

Total Loans
Total Deposits
Bond interest rate
Loan rate
Deposit rate
Loan rate-Deposit rate
Realized profits

| down | down | down |
| :---: | :---: | :---: |
| down | down | down |
| down | up | down |
| up | up | up |
| down | up | up |
| $\boldsymbol{u p}$ | up | up |
| down | down | down |

A systemic bank shock can be triggered by any of the following: a sharp decline in firms' probability of a good outcome; a sharp decline in firms' demand for loans; or a sharp decline in the demand for deposits. These declines will result in significant drops in both aggregate loans and deposits as well as in a sharp rise in the interest rate margins, the difference between loan and deposit rates. As shown below, we will use these implications of the model to identify in the data measures of systemic bank shocks, which may (but not need to) result in a banking crisis triggering a government response. In turn, the duration of the government response will be determined by the persistence of the sequence of negative shocks to the real economy and the banking system.

In sum, the model predicts that a SBS shock is associated with sharp declines in loans, deposits, bank profits, and spikes in interest rate margins. The adequacy of each of these measures in empirically capturing SBSs will depend on the source, timing and magnitude of the underlying shock. Implementation of some of these measures will also depend on data availability.

## IV. BC INDICATORS AND SYSTEMIC BANK SHOCKS

We begin our empirical investigation using a country-level dataset that merges and updates the large annual cross-country panel dataset used extensively in DD (2005) and Beck et al. (2006), covering data for 91 countries for the 1980-2002 period.

We proceed in two steps. First, we examine statistics on the four banking crisis classification previously described, pointing out similarities and differences. Second, we construct theory-based indicators of systemic bank shocks (SBS indicators), assess the extent to which these indicators predict BC indicators, and provide evidence on some of the macroeconomic, structural, and institutional determinants of both government responses to banking distress and systemic bank shocks.

## A. BC indicators

We construct four binary BC indicators, where each indicator is set to 1 if a countryyear is classified as a crisis year and 0 otherwise: DD , based on Demirgüç-Kunt and Detragiache(2005); CEA, based on Caprio et al. (2005); RR, based on Reinhart and Rogoff (2008b); and LV, based on Laeven and Valencia (2008).

We consider two versions of these indicators. The first version excludes all countryyears classified as crisis years after the first one. In practice, these indicators identify crises' starting dates. These starting dates have been used extensively in event-type analyses since IMF (1988) and Kaminsky and Reinhart (1999). The relevant indicators have been also used extensively in regression analyses. The second version includes all crisis country-years beyond the starting date, that is, it includes an estimate of the duration of a crisis. Since the RR and LV classifications do not report such duration, we have assigned to such classifications the duration and country years of the CEA classification (or the DD duration when the CEA duration was not available) from the relevant starting date.

Table 1 reports statistics of these classifications (Panel A) and a pairwise comparisons of crisis dating across classifications (Panel B). The most striking fact is that for many countries the crisis dating of these classifications differs considerably both in terms of the starting date of a crisis and in terms of their duration. Thus, the application of the different criteria described in section II to identify the dating of systemic banking crises leads to significant discrepancies in crisis dating. For example, 15 country years are classified as crisis years by RR but not by DD, while the reverse is true for 30 country years (Panel B, second line). Total discrepancies among the DD and RR classifications amount to about half of all country years classified by either one or the other dating scheme as a crisis year. Overall, discrepancies are pervasive across all classifications. ${ }^{9}$

Nevertheless, we evaluate the informational content of these classifications using the standard panel logit regression employed by Demirgüç-Kunt and Detragiache (2005) and Beck et al (2006). These regressions include the following explanatory variables: measures

[^7]of the macroeconomic environment (real GDP growth, the real interest rate, inflation, changes in the terms of trade, and the exchange rate depreciation), a measure of potential vulnerability of a country to a run of the currency (the ratio of M 2 to international reserves), a measure of the economic size of a country (real GDP per capita), a measure of financial system development (bank credit to private sector to GDP), and real bank credit growth lagged twice, which in this literature has been employed as a proxy measure of credit booms. In these and all other regressions we present later, standard errors are clustered by country.

Table 2 reports results using the version of the classifications that excludes all crisis years except the first, both for samples that maximize country coverage (regressions (1)-(4)) and for the sample common to all classifications (regressions (5)-(8)). It is apparent that real GDP growth and real interest rates are the only variables which enter significantlynegatively and positively respectively -in all regressions. For all other explanatory variables, there is at least one specification that yields results different from all the others, either because of differences in country coverage or discrepancies in the classifications. This evidence raises serious concerns about the robustness of several results obtained in the literature based on specific banking crisis classifications and country samples.

In addition, we view the use of BC indicators constructed by excluding crisis years after the first one as unwarranted. This exclusion has been made on the ground that "the behavior of some of the explanatory variables is likely to be affected by the crisis itself, and this could cause problems for the estimation" (Demirgüç-Kunt and Detragiache, 2002, p.1381). Yet, as we have shown in section II, these classifications actually index a variety of government measures to address banking distress. Therefore, deleting observations of years during which a government continues to implement measures in response to continued
banking distress significantly reduces the informational content of these classifications. Last but not least, excluding these observations requires necessarily to take a stand on the duration of a crisis As documented in Table 1, excluded observations account for a sizeable portion of the sample, ranging from 10 to 15 percent of available country years, inducing sample biases difficult to control. As pointed out by Boyd et al. (2005), this procedure can be particularly troublesome for countries where multiple crises have occurred. For these reasons, in the sequel we focus on BC indicators including all crisis years observations.

Table 3 reports regressions both for samples that maximize country coverage (regressions (1)-(4)) and for the sample common to all classifications (regressions (5)-(8)). Again, real GDP growth and to a lesser extent, the real interest rate appear the only variables which enter significantly in most regressions. Prima facie, these results suggest that the lack of explanatory power of many standard macroeconomic variables in these regressions may be in part due to the variety of approaches in addressing banking distress adopted by governments.

## B. Theory-based SBS indicators and BC indicators

Are BC indicators reasonable proxy measures of timing and duration of banking crises? We address this question using theory-based indicators of systemic bank shocks (SBS). We construct two types of SBS indicators. The first one measures sharp decreases in total loans. Specifically, we construct two indicator variables, SBSL25 and SBSL10, which are equal to one if real domestic lending growth is lower than the $25 \%$ and $10 \%$ percentile of the entire distribution of real domestic bank credit growth across countries respectively. The second indicator measures a sharp decrease in total bank deposits. Analogously, we construct
two indicator variables, SBSD25 and SBSD10, equal to one if the growth rate of the deposit-to-GDP ratio is lower than the $25 \%$ and $10 \%$ percentile of its distribution across countries respectively.

If BC indicators are contemporaneous to systemic bank shock realizations, then BC indicators would be reasonable proxy indicators of banking crises, and SBS indicators should not predict BC indicators. As shown in Table 4, however, this is not the case. SBS lending indicators predict BC indicators in all specifications. By contrast, as shown in Table 5, lagged SBS deposit indicators are positively associated with BC indicators, but the relevant coefficients are (weakly) significant only in two out of eight specifications. This is not surprising, as depositors may either react to a systemic bank shock with a lag due to information asymmetries, or not react at all if implicit or explicit guarantees on deposits are either already in place or swiftly introduced as a response to perceived systemic risk.

In sum, these findings show that BC indicators systematically record systemic bank shocks with a lag. This is because these indicators index the (lagged) start and duration of government responses to banking distress. As noted and worth stressing again, the lack of robust evidence on their macroeconomic determinants (apart from GDP growth and to some extent the real interest rate) is not surprising in light of the variety and differences across countries of the policies used to address systemic bank distress.

As we show next, this has important implications for the relevance and interpretations of the results of a large literature. This literature has essentially focused on studying the determinants of government responses to banking distress (systemic bank shocks), rather than of "banking crises" as realizations of systemic bank shocks.

## V. SYSTEMIC BANK SHOCKS AND GOVERNMENT RESPONSES

What is the impact of the benchmark explanatory variables we have considered on the probability that a systemic bank shock occurs? Table 6 reports the results of the benchmark panel logit regression with our SBS indicators as explanatory variables.

Two important facts emerge. First, the impact of most variables appears more relevant, the levels of significance are generally higher, and the overall explanatory power of the regressions generally stronger, than the regressions with the BC indicators. In particular, the impact of the "external" variables appears significant in most regressions, consistent with the role of external shocks in triggering shocks to domestic banking systems emphasized in some of the literature, on which we turn to momentarily in more detail.

Second, and most importantly, some of the same explanatory variables may have a significant impact on both SBS and BC indicators, but with opposite signs. For example, the real interest rate and the inflation rates are negatively and contemporaneously associated with the probability of a systemic bank shock (Table 6, regressions (1) and (2)), but are positively and contemporaneously associated with government responses (Table3, regressions (5), (6) and (8)).

Moreover, a systemic bank shock is less likely in more financially developed countries (the coefficient of bank credit to the private sector to GDP is negative and significant) but government responses to systemic bank shocks may be more likely in such countries (the private sector bank credit to GDP coefficient is positive and significant in Table 3, regressions (1) and (5)). Both these facts may not be surprising, as more financially developed economies may be the ones in which banking systems are less fragile and institutions dealing with bank distress are stronger.

These are first examples showing the importance of disentangling systemic bank shocks and government responses in understanding bank fragility, as the SBS and BC indicators measure very different things: a systemic bank shock and the government response to it. As we will see momentarily, these examples abound in the context of our reexamination and re-interpretation of the evidence on the relationship between bank concentration, competition and bank fragility, the role of deposit insurance, and the interplay between currency and banking crises, to which we now turn. .

## A. Bank Market Structure and Competition

In an extensive set of logit regressions based on the DD classification, Beck et al. (2006) conclude that banking "crises" are less likely in more concentrated banking systems

Table 7 reports the results of our baseline specification using concentration variables identical to those used by these authors: the average C3 concentration ratio (the asset share of the largest three banks in the total banking sector) and an average of the Herfindhal index. It is evident that a negative and significant relationship between concentration measures and the probability of a government response to banking distress is totally absent, both when a C3 ratio and the more appropriate Herfindhal index are used. Thus, Beck et al (2006) results are not robust both within their classification and across different banking crisis classifications. In fact, these results actually say that the government response to banking distress does not depend necessarily on the market structure of a banking system.

However, the results are totally different when we use our SBS indicators as dependent variables. As shown in Table 8, in all but one specifications using a C3 concentration ratio, and in all specification using the more appropriate Herfindhal index,
systemic bank shocks (crises) are indeed more likely to occur in more concentrated banking systems.

These results are consistent with the implications of the models by Boyd, De Nicolò and Jalal (2006), which extend the model by Boyd and De Nicolò (2005) to allow banks to invest in multiple assets, and that by De Nicolò and Loukoianova (2007), which introduces heterogeneous banks that differ in terms of monitoring technology and bankruptcy costs. Empirically, the positive relationship between bank concentration, market power and bank fragility implied by these models is supported by substantial evidence of the adverse impact of concentration on theory-based measures of bank fragility in large panels of bank-level data reported in these papers.

In a recent contribution, however, Martinez-Peira and Repullo (2008) extend the model by Boyd and De Nicolò (2005) by allowing imperfect correlation of loan defaults for identical banks that invest only in loans. For some parameter values, they show there can be a non-linear relationship between measures of competition and bank systemic risk, which translates into an inverted U-shaped (concave) relationship between measures of bank concentration and/or bank margins and measures of bank systemic risk. Thus, bank fragility may increase when either bank concentration or margins decline (competition increases) beyond a certain threshold. Yet, these predictions, while theoretically plausible, do not appear of relevance in our data. As shown in Table 9, in none of the regressions there is evidence of a quadratic relationship between bank concentration, interest rate margins and the probability of a systemic bank shock: the quadratic terms in these regressions are negative but not statistically significant and the implied thresholds for bank concentration
and margins obtained with the estimated coefficients are outside the range of these variables in the data, indicating the empirical irrelevance of non-linear effects.

## B. Deposit Insurance

In logistic regressions of the kind illustrated thus far, Demirgüç-Kunt and Detragiache (2002) find-and Barth, Caprio and Levine (2004) and Beck et al.(2006) confirm-that banking "crises" are more likely in countries where a deposit insurance system is in place. This findings has been interpreted as consistent with the standard moral hazard incentives created by guarantees such as deposit insurance. Yet, it is well known that this argument is valid only in a partial equilibrium context and absent sufficiently strong countervailing measures limiting banks' risk-taking, such as capital requirements. In a general equilibrium context, and allowing contracts in nominal terms because of a non-trivial role for money, this simple moral hazard argument does not necessarily hold (e.g. Boyd, Chang and Smith 2002 and 2004)

Table 10 reports the results of logistic regressions, in which we retain the Herfindhal index, with the BC indicators as dependent variables. Indeed, there is some evidence of a positive and significant relationship between the BC indicators and the variable indexing whether a deposit insurance system is in place, although it is not statistically significant for two BC indicators. However, this result simply says that government responses to systemic bank shocks are more likely if a deposit insurance system is in place. This seems an unsurprising finding in light of the stronger commitment of a government to intervention in the presence of explicit deposit guarantees.

Yet, and again, results are different when we use our SBS indicators as dependent variables. As shown in regressions (5)-(8) of Table 10, in all specifications the probability of a systemic bank shock does not depend on whether there is a deposit insurance system in place. To explore further, in Table 11 we report logit regressions where we have added an index of "moral hazard" associated with design features of deposit insurance systems, and a variable indexing the quality of institutions, as used in Beck et al (2006). Again, there is no evidence that deposit insurance systems with more "moral hazard"-inducing features induce a higher probability of a government response to banking distress. Moreover, and perhaps not surprisingly, the probability of a government response to banking distress is lower in countries with better institutions, maybe because better institutions include stronger supervisory and regulatory bodies likely to prevent banking distress. By contrast, as shown in regressions (5)-(8), the moral hazard index and the quality of institutions do not appear to have any explanatory role for the probability of a systemic bank shock.

## C. Currency and "twin" crises

In analyzing the joint incidence of banking and currency crises ("twin" crises), Kaminsky and Reinhart (1999) found that the occurrence of a banking crisis is a predictor for a currency crisis-although feedback effects can be present - and indicators of real, rather than monetary, activity best predict the occurrence of both crises. As observed in DemirgüçKunt and Detragiache (2005), however, their analysis was based on a relatively small sample of 20 countries-with mostly fixed exchange rate arrangements - and the impact of several potential determinants was not examined jointly.

Eichengreen and Rose (1998) and Arteta and Eichengreeen (2002) have also examined the impact of "external" shocks on banking crises and one of their findings is that exchange rate arrangements do not appear to have a significant impact on banking "crises". By contrast, Domac and Martinez-Peira (2003) find that banking "crises" are less likely in countries with a fixed exchange rate arrangement for a sample of developing economies. Apart from significant differences in country samples, in all these studies banking "crises" have been equated to government responses to bank distress using some BC indicator of the type analyzed previously.

Here we re-examine the role of "external" factors in determining the four measures of government responses to banking distress as well as of our measures of systemic bank shocks. To this end, we refine the specification of the logit regressions used thus far -which has been adopted primarily for comparison purposes-as follows. First, we use lagged values of all explanatory variables. This specification is more satisfactory since it delivers an interpretation of these regressions as "forecasting" regressions, where both simultaneity biases and endogeneity issues are likely to be less relevant.

Second, we replace the measure of exchange rate depreciation and the proxy measure of potential vulnerability of a country to a run of the currency (the ratio of M2 to international reserves) with currency crises indicators of a type widely used in the literature. We constructed indicators of currency crises based on monthly data using the algorithm implemented in Frankel and Wei (2004). These indicators equal to 1 if the sum of exchange rate depreciation and loss of international reserves passes the 35 percent (crisis35), the 25 percent (crisis25) and the 15 percent (crisis15) thresholds respectively. We also constructed an indicator of "twin" systemic currency and bank shocks, which equals to 1 if both the sum
of exchange rate depreciation and loss of international reserves passes the 25 percent threshold and real credit growth is lower that the $25^{\text {th }}$ percentile of the entire cross country distribution. ${ }^{10}$

Third, we introduce two additional explanatory variables: a measure of financial openness, given by the sum of countries' external assets and liabilities over GDP estimated by Lane and Milesi-Ferretti (2005), and the index of the degree of flexibility of exchange rate arrangements constructed by Reinhart and Rogoff (2004).

Table 12 illustrates the results for the BC indicators as dependent variables. Note that all considerations regarding the relatively poor explanatory power of the regressions with contemporaneous explanatory variables described previously apply to these regressions. The only variable that enters negatively and significantly across all specifications is real GDP growth, as government responses may be triggered by banking distress which is contemporaneous if not caused by a sharp decline in real activity. All other variables do have barely a significant and uniform impact on these BC indicators. In particular, this is true for the variables proxying financial openness and the flexibility of exchange rate arrangements, which do not enter significantly in any regression. These variables have been pointed out in the literature as potentially important determinants of banking fragility, but they do not appear to be significant determinants of government responses to banking distress. .

As shown in Table 13, however, different results are obtained for the SBS indicators as dependent variables. First, all results obtained previously continue to hold when we condition the probability of a systemic bank shock on the (lagged) values of explanatory

[^8]variables. Lower real GDP growth, higher real interest rates and higher inflation predict a higher probability of a systemic bank shock. Higher bank concentration continues to be positively and significantly associated with a higher probability of a systemic bank shocks in all regressions, while the indicator of quality of institutions does not enter significantly in any regression. ${ }^{11}$

Importantly, the variables associated with "external" shocks significantly predict the probability of a systemic bank shock, but this appears to be independent of both the extent to which countries are financially open and the degree of flexibility of their exchange rate arrangements. A worsening of the terms of trade as well as the occurrence of a currency crisis or a twin crisis both predict an increase in the probability of a systemic bank shock. Thus, the positive impact of currency and twin crises on the probability of systemic bank shocks is significant. As we have shown in Table 12, this could not be detected by a researcher identifying BC indicators with banking "crises", since government responses to banking distress are not predicted by currency crisis indicators. ${ }^{12}$ On the other hand-and this time similarly to what obtained with the BC indicators-financial openness and the flexibility of exchange rate arrangements do not have any significant impact on the probability of a systemic bank shock.

Finally, there is also evidence of a negative and significant impact of a systemic bank shock on the probability of a currency crisis. This indicates that the effects of adverse

[^9]domestic and external shocks are mutually reinforcing, as originally conjectured in Kaminsky and Reinahrt (1999). As shown in Table 14, indicators of systemic bank shocks have a significant predictive power on the probability of a currency crisis in most specifications. If we replace the SBS indicators with the BC indicators in the same regressions (which we do not report for the sake of brevity) no effect is found. Again, a researcher using BC indicators as measures of systemic bank shock would fail to detect this evidence.

## D. Evidence from bank-level data

In this sub-section we partially replicate the exercise conducted above using the bank level dataset employed in Boyd, De Nicolò and Jalal (2006) and De Nicolò and Loukoianova (2007), which covers bank level data for about 120 countries for the 1993-2003 period. Although the period covered is shorter than the one of the previous dataset, it has two key advantages: we can take the bank market structure fully into account, and we can use another theory-based measure of systemic bank shocks, the Z-score (averaged out all banks in a country). The Z-score is given by the sum of returns on assets and capitalization, divided by an estimate of earnings volatility. This measure is both a proxy measure of a bank's probability of failure and of systemic bank shocks realizations. In fact, consistent with the implications of our model's comparative statics exercise, it can capture a systemic bank shock through a sharp drop in banking system profits (and capitalization).

As shown in panel A of Table15, in all specifications the average Z -score predicts the BC indicators, confirming that these are indeed indicators of lagged government responses to banking distress. In Panel B, we report a Z-score (bank fixed effects) regression with lagged explanatory variables. Consistent with our previous findings, the Z-score is negatively associated with the Herfindhal index, and exchange rate depreciation significantly increases
systemic bank risk. Differing from previous evidence using aggregate data, however, the Zscore of banks in countries with deposit insurance are higher than those in country lacking a system of explicit depositors protection. This suggests that the presence of explicit systems may prompt more effective regulation and supervision in controlling banks' risk taking. This result is the opposite of what obtained by Barth, Caprio and Levine (2004), who have used BC indicators as dependent variables.

## VI. CONCLUSION

We have used a simple model to derive consistent measures of bank systemic shocks so as to disentangle these shocks from government responses to banking distress. We argued that doing this provides a more solid ground to understand bank fragility and its determinants. We have demonstrated this to be the case showing that the impact of key macroeconomic variables, bank market structure, deposit insurance, external shocks and currency crises on systemic bank shocks and government responses to bank distress differs significantly.

We found overwhelming evidence that widely employed schemes for dating banking crises (BC indicators) measure lagged government responses to banking crises, not crises per se. Whether, and to what extent, mixing the realization of banking shocks and the restorative policy response has been problematic for empirical research and has been raised as an open and unresolved question (De Nicolò et al., 2004, and Von Hagen and Ho, 2007). Our approach to this question was to begin by structuring and solving a model in which systematic shocks to the banking industry were exogenous, and observed by the authorities with a lag. Comparative static properties of the model were then employed to identify a set of
theory-based systematic bank shocks (SBS) that could result in banking crises. The next step was to demonstrate that these shocks systematically predict the BC indicators, as was indeed found. We concluded that our indicators of systemic bank shocks consistently predict BC indicators constructed on the basis of four different major banking crisis classifications used extensively in the literature. Therefore, BC indicators actually represent lagged government responses to crises, rather than the occurrence of crises.

It should be stressed again that the potential problem caused by this finding is not just the lead-lag relationship. Rather, it is that when researchers thought they were identifying a banking crisis, they were actually identifying restorative government interventions. The latter, obviously, would be expected to have very different determinants and effects than the former.

Then, we re-examined the impact of several key factors potentially at the roots of banking crises. What our results suggest is quite troubling for many previous studies. For example, previous research has concluded that, ceteris paribus, more concentrated banking systems are less likely to experience crises than others, (Beck et al, 2006). By contrast, our results suggest, that more concentrated banking systems are more likely to experience banking crises, but government responses to banking distress do not appear to depend on market structure. Previous methodology simply could not disentangle these two effects.

Similarly, previous research has concluded that the presence of deposit insurance worsens moral hazard problems and increases the likelihood of banking crises, ceteris paribus (Demirgüç-Kunt and Detragiache, 2002, and Beck et al. 2006). We find that this is not so, but when deposit insurance is present, the authorities are more likely to intervene or to
intervene more forcefully. Again, in the BC indicators the two separate effects-crisis occurrence and policy response-are co-mingled and may be misinterpreted.

We believe that many empirical results of a large literature need to be re-interpreted and the role of some cross-country determinants of bank fragility need to be reassessed, as the conclusions of many studies are potentially affected by our findings. Understanding bank fragility and the identification of policies capable of reducing its potential welfare costs is still a field in its infancy. Progress will be undoubtedly achieved by theoretical developments capable of delivering consistent measurement.

## References

Allen, Franklin and Douglas Gale, 2007, Understanding Financial Crises, Oxford University Press, Oxford, U.K.

Arteta, Carlos, 2003. "Are Financially Dollarized Countries More prone to Costly Crises?", International Finance Discussion Paper \#763, March, Board of Governors of the Federal Reserve System, Washington D.C..

Arteta, Carlos and Barry Eichengreen, "Banking Crises in Emerging Markets: Presumptions and Evidence", in Blejer, M. and Skreb, M. (eds) Financial Policies in Emerging Markets, Cambridge, Massachusetts, M.I.T. Press.

Barth, James, Gerard Caprio and Ross Levine, 2004, "Bank Regulation and Supervision: What Works Best?", Journal of Financial Intermediation, Vol. 13: 205-248.

Beck, Thorsten, Asli Demirgüç-Kunt and Ross Levine, 2006, "Bank Competition, Concentration and Crises: First Results", Journal of Banking and Finance, Volume 30, 1581-1603.

Bordo, Michael D., 2008, "Growing up to Financial Stability", Economics, Vol. 2, :1-16; http://www.economics-ejournal.org/economics/journalarticles/2008-12

Bordo, Michael, Barry Eichengreen, Daniela Klingebiel and Maria Soledad Martinez-Peria, 2001, "Is The Crisis Problem Growing More Severe?", Economic Policy,_volume 16, issue 32.

Boyd, John H., Chun Chang and Bruce D. Smith, 2002, "Deposit Insurance: A Reconsideration", Journal of Monetary Economics, Vol, 49, 6:1235-1260..

Boyd, John H., Chun Chang and Bruce D. Smith, 2004, "Deposit Insurance and Bank Regulation in a Monetary Economy: A General Equilibrium Exposition", Economic Theory, Vol. 24: 741-767.

Boyd, John H., and Gianni De Nicolò, 2005, "The Theory of Bank Risk Taking and Competition Revisited," Journal of Finance, Volume 60, Issue 3, 1329-1343.

Boyd, John H., Gianni De Nicolò, and Abu M. Jalal, 2006, "Bank Risk Taking and Competition Revisited: New Theory and New Evidence," IMF Working Paper 06/297.

Boyd, John H., Sungkyu Kwak and Brice Smith, 2005, "The Real output Losses Associated with Modern Banking Crises", Journal of Money, Credit and Banking, Vol. 37, no.6: 977-999..

Caprio, Gerard and Daniela Klingebiel, 1996, "Bank Insolvencies: Cross-Country Experience," Policy Research Working Paper PRWP1620, Washington, D.C.: World Bank.

Caprio, Gerard and Daniela Klingebiel, 1999, "Episodes of Systemic and Borderline Financial Crises," Washington, D.C.: World Bank Mimeo.

Caprio, Gerard, Daniela Klingebiel, Luc Laeven and Guillermo Noguera, 2005, "Banking Crises Database", in Systemic Financial Crises, P. Honahan and L. Laeven eds., Cambridge University Press, Cambridge, U.K.

De Nicolò, Gianni, P. Bartholomew, J. Zaman and M. Zephirin, 2004, "Bank Consolidation, Internationalization and Conglomeration: Trends and Implications for Financial Risk", Financial Markets, Institutions \& Instruments, Vol. 13, No. 4, 173-217

De Nicolò, Gianni, Patrick Honohan and Alain Ize, 2005, "Dollarization of Bank Deposits: Causes and Consequences", Journal of Banking and Finance, Vol. 29: 1697-1727.

De Nicolò, Gianni and Elena Loukoianova, 2007, "Bank Ownership, Market Structure and Risk" IMF Working Paper 07/215.

Demirgüç-Kunt, Asli and Enrica Detragiache, 1997, "The Determinants of Banking Crises: Evidence from Developing and Developed Countries", IMF Working Paper 97/106.

Demirgüç-Kunt, Asli and Enrica Detragiache, 2002, "Does Deposit Insurance Increase Banking System Stability? An Empirical Investigation," Journal of Monetary Economics, Vol. 49, 1373-1406.

Demirgüç-Kunt, Asli and Enrica Detragiache, 2005, "Cross-Country Empirical Studies of Systemic Bank Distress: A Survey", National Institute of Economic Review, no.192, April,

Eichengreen, Barry and Andy Rose, 1998 "Staying Afloat When the Wind Shifts: External Factors and Emerging-Market Banking Crises" NBER Working Paper No. 6370.

Frankel, Jeffrey A. and Shang-Jin Wei, 2004,"Managing Macroeconomic Crises", NBER Working Paper \# 10907, November.

International Monetary Fund, 1998, "Financial Crises: Characteristics and Indicators of Vulnerability", Chapter 4 in the World Economic Outlook, May, Washington D.C.; 74-97.

Kaminsky, Graciela. and Carmen Reinhart, 1999, "The Twin Crises: The Causes of Banking and Balance-of-Payment Problems," American Economic Review, Vol. 89, No. 3, 473-500.

Laeven, Luc and Fabian Valencia, 2008, "Systemic Banking Crises: A New Database", forthcoming IMF Working Paper.

Lane, Philip R. and Gian Maria Milesi-Ferretti, 2007, "The External Wealth of Nations mark II: Revised and Extended Estimates of Foreign Assets and Liabilities", Journal of International Economics, Vol. 73, Issue 2, 223-250.

Lindgren, Carl-Johan, Gillian Garcia and Matthew Saal, 1996, Bank Soundness and Macroeconomic Policy, International Monetary Fund, Washington D.C.

Martinez-Miera, David and Rafael Repullo, 2008, '"Does Competition Reduce the Risk of Bank Failure?", CEPR Discussion Paper \#6669, January.

Rancière, Romain, Aaron Tornell and Frank Westermann, 2008, "Systemic Crises and Growth", Quarterly Journal of Economics, Vol 34, Issue 1: 359-406

Reinhart, Carmen and Kenneth Rogoff, 2004, "The Modern History of Exchange Rate Arrangements: A Reinterpretation", Quarterly Journal of Economics, Vol. 64, no.1: 1-48.

Reinhart, Carmen and Kenneth Rogoff, 2008a, "Is the 2007 U.S. Subprime Financial Crisis So Different? An International Historical Comparison," American Economic Review, Papers and Proceedings, 98:2, 339-334.

Reinhart, Carmen and Kenneth Rogoff, 2008b, "This Time Is Different: A Panoramic View of Eight Centuries of Financial Crises" NBER Working Paper \# 13882, March.

Von Hagen, Jürgen, and Tai-Kuang Ho, 2007, "Money Market Pressure and the Determinants of Banking Crises", Journal of Money, Credit and Banking, Vol. 39, no. 5, 1037-1066.
Table 1. BC Indicators
DD: Demirgüç-Kunt and Detragiache (2005); CEA: Caprio et al. (2005); RR: Reinhart and Rogoff (2008b); LV: Laeven and Valencia (2008)
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Table 2. Logit Regressions with Start Date BC indicators (crisis dates after the first crisis date excluded) Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m 2 res is the ratio of M 2 to foreign exchange reserves; rgdpcp is real GDP per-capita; priverd_gdp is country. Robust $p$-values are reported in brackets, with ${ }^{* * *} \mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05$, ${ }^{*} \mathrm{p}<0.1$
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|  | [0.479] | [0.513] | [0.570] | [0.266] | [0.683] | [0.510] | [0.687] | $[0.258]$ |
| priverd_gdp | 0.00111*** | -0.186 | -0.101 | -0.15 | 0.000911*** | -0.187 | -0.121 | -0.152 |
|  | [0.000801] | [0.242] | [0.399] | [0.272] | [0.00639] | [0.230] | [0.302] | [0.227] |
| L2.rdomcredgr | 0.00204 | -0.0025 | -0.00307 | -0.0015 | 0.00312 | -0.00241 | -0.00287 | -0.000851 |
|  | [0.593] | [0.437] | [0.375] | [0.699] | [0.398] | [0.449] | [0.401] | [0.823] |
| Constant | -1.355*** | -0.991*** | -1.482*** | -1.179*** | $-1.257^{* * *}$ | -0.962*** | -1.335*** | -1.076*** |
|  | [0] | [0.00000660] | [0] | [1.31e-09] | [0] | [0.0000117] | [0] | [3.16e-08] |
| Observations | 1707 | 1529 | 1707 | 1633 | 1497 | 1497 | 1497 | 1497 |
| \# of countries | 91 | 81 | 91 | 87 | 79 | 79 | 79 | 79 |
| Pseudo-R2 | 0.0399 | 0.0718 | 0.07 | 0.0758 | 0.0408 | 0.0709 | 0.0651 | 0.0757 |

Explanatory variables：rgdpgr is the GDP growth rate；rint is the real interest rate；infl is the percentage change in the GDP deflator；totch is the change in the terms of trade；depr is the US\＄exchange rate depreciation；m2res is the ratio of M2 to foreign exchange reserves；rgdpcp is real GDP per－capita；priverd＿gdp is bank credit to the private sector to GDP；L2．domcredgr is real domestic bank credit growth to the private sector lagged twice．Standard errors are clustered by country．Robust p－values are reported in brackets，with ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$ ．
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| Observations |
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Table 5．Logit Regressions：BC Indicators and SBS deposit indicators
Explanatory variables：rgdpgr is the GDP growth rate；rint is the real interest rate；infl is the percentage change in the GDP deflator；totch is the change in the terms of trade；depr is the US\＄exchange rate depreciation； m 2 res is the ratio of M2 to foreign exchange reserves；rgdpcp is real GDP per－capita；priverd＿gdp is bank credit to the private sector to GDP；L2．domcredgr is real domestic bank credit growth to the private sector lagged twice．Standard errors are clustered by
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 terms of trade; depr is the US\$ exchange rate depreciation; m 2 res is the ratio of M2 to foreign exchange reserves; rgdpcp is real GDP per-capita; privcrd_gdp is
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## Table 6. Logit Regressions with SBS indicators

 Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the country. Robust p-values are reported in brackets, with *** $\mathrm{p}<0.01, * * \mathrm{p}<0.05$, ${ }^{*} \mathrm{p}<0.1$.


## totch

 deprm2res
rgdpcp
privcrd_gdp
L2.rdomcredgr L2.rdomcredgr
Constant Observations
\# of countries
Pseudo-R2
Table 7. Logit Regressions: BC Indicators and Bank Concentration Measures

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| COEFFICIENT | DD | CEA | RR | LV | DD | CEA | RR | LV |
| rgdpgr | $\begin{gathered} -0.101^{* * *} \\ {[0.000203]} \end{gathered}$ | $\begin{gathered} -0.123 * * * \\ {[0.00000400]} \end{gathered}$ | $\begin{gathered} -0.104 * * * \\ {[0.000160]} \end{gathered}$ | $\begin{gathered} -0.118^{* * *} \\ {[0.0000241]} \end{gathered}$ | $\begin{aligned} & -0.0850^{* * *} \\ & {[0.000134]} \end{aligned}$ | $\begin{gathered} -0.109 * * * \\ {[0.00000292]} \end{gathered}$ | $\begin{gathered} -0.0954 * * * \\ {[0.0000634]} \end{gathered}$ | $\begin{gathered} -0.104 * * * \\ {[0.00000997]} \end{gathered}$ |
| rint | $\begin{aligned} & 0.00574 * \\ & {[0.0952]} \end{aligned}$ | $\begin{gathered} 0.00544 \\ {[0.317]} \end{gathered}$ | $\begin{gathered} 0.00475 \\ {[0.171]} \end{gathered}$ | $\begin{gathered} 0.00186 \\ {[0.574]} \end{gathered}$ | $\begin{aligned} & 0.00501 \\ & {[0.160]} \end{aligned}$ | $\begin{aligned} & 0.00503 \\ & {[0.367]} \end{aligned}$ | $\begin{aligned} & 0.0049 \\ & {[0.166]} \end{aligned}$ | $\begin{aligned} & 0.0017 \\ & {[0.590]} \end{aligned}$ |
| infl | $\begin{aligned} & 0.00695 \\ & {[0.195]} \end{aligned}$ | $\begin{aligned} & 0.0058 \\ & {[0.280]} \end{aligned}$ | $\begin{aligned} & 0.00334 \\ & {[0.269]} \end{aligned}$ | $\begin{aligned} & 0.0025 \\ & {[0.503]} \end{aligned}$ | $\begin{aligned} & 0.00527 \\ & {[0.161]} \end{aligned}$ | $\begin{aligned} & 0.00518 \\ & {[0.343]} \end{aligned}$ | $\begin{aligned} & 0.00338 \\ & {[0.260]} \end{aligned}$ | $\begin{aligned} & 0.00212 \\ & {[0.518]} \end{aligned}$ |
| totch | $\begin{gathered} -0.000587 \\ {[0.897]} \end{gathered}$ | $\begin{gathered} -0.00268 \\ {[0.536]} \end{gathered}$ | $\begin{gathered} -0.00273 \\ {[0.562]} \end{gathered}$ | $\begin{gathered} -0.00247 \\ {[0.555]} \end{gathered}$ | $\begin{aligned} & 0.00254 \\ & {[0.575]} \end{aligned}$ | $\begin{gathered} 0.0000405 \\ {[0.992]} \end{gathered}$ | $\begin{gathered} -0.000178 \\ {[0.969]} \end{gathered}$ | $\begin{gathered} 0.000608 \\ {[0.878]} \end{gathered}$ |
| depr | $\begin{gathered} 0.333 \\ {[0.682]} \end{gathered}$ | $\begin{gathered} 0.468 \\ {[0.480]} \end{gathered}$ | $\begin{gathered} 0.724 \\ {[0.231]} \end{gathered}$ | $\begin{gathered} 0.449 \\ {[0.477]} \end{gathered}$ | $\begin{gathered} 0.534 \\ {[0.319]} \end{gathered}$ | $\begin{gathered} 0.74 \\ {[0.199]} \end{gathered}$ | $\begin{gathered} 0.807 \\ {[0.159]} \end{gathered}$ | $\begin{gathered} 0.574 \\ {[0.285]} \end{gathered}$ |
| m2res | $\begin{aligned} & 0.00270^{*} \\ & {[0.0784]} \end{aligned}$ | $\begin{aligned} & 0.00129 \\ & {[0.197]} \end{aligned}$ | $\begin{gathered} 0.00213 * * \\ {[0.0401]} \end{gathered}$ | $\begin{aligned} & 0.00131 \\ & {[0.181]} \end{aligned}$ | $\begin{aligned} & 0.00188^{*} \\ & {[0.0682]} \end{aligned}$ | $\begin{aligned} & 0.000912 \\ & {[0.250]} \end{aligned}$ | $\begin{gathered} 0.00182^{* *} \\ {[0.0302]} \end{gathered}$ | $\begin{gathered} 0.000987 \\ {[0.238]} \end{gathered}$ |
| rgdpep | $\begin{gathered} -0.0000255 \\ {[0.210]} \end{gathered}$ | $\begin{gathered} -0.0000199 \\ {[0.490]} \end{gathered}$ | $\begin{gathered} -0.0000372 \\ {[0.290]} \end{gathered}$ | $\begin{gathered} -0.0000435^{*} \\ {[0.0865]} \end{gathered}$ | $\begin{gathered} -0.0000212 \\ {[0.362]} \end{gathered}$ | $\begin{gathered} -0.00000921 \\ {[0.779]} \end{gathered}$ | $\begin{gathered} -0.000038 \\ {[0.352]} \end{gathered}$ | $\begin{gathered} -0.0000405 \\ {[0.134]} \end{gathered}$ |
| priverd_gdp | $\begin{gathered} 0.000741 * \\ {[0.0990]} \end{gathered}$ | $\begin{gathered} -0.229 \\ {[0.320]} \end{gathered}$ | $\begin{aligned} & -0.0953 \\ & {[0.502]} \end{aligned}$ | $\begin{gathered} -0.166 \\ {[0.423]} \end{gathered}$ | $\begin{gathered} 0.00117^{* * *} \\ {[0.00123]} \end{gathered}$ | $\begin{gathered} -0.18 \\ {[0.297]} \end{gathered}$ | $\begin{aligned} & -0.0871 \\ & {[0.511]} \end{aligned}$ | $\begin{gathered} -0.13 \\ {[0.420]} \end{gathered}$ |
| L2.rdomcredgr | $\begin{aligned} & 0.00176 \\ & {[0.789]} \end{aligned}$ | $\begin{gathered} -0.00348 \\ {[0.568]} \end{gathered}$ | $\begin{gathered} -0.00275 \\ {[0.622]} \end{gathered}$ | $\begin{gathered} -0.00298 \\ {[0.655]} \end{gathered}$ | $\begin{aligned} & 0.00287 \\ & {[0.583]} \end{aligned}$ | $\begin{gathered} -0.00165 \\ {[0.728]} \end{gathered}$ | $\begin{gathered} -0.00224 \\ {[0.657]} \end{gathered}$ | $\begin{gathered} -0.00156 \\ {[0.770]} \end{gathered}$ |
| concen_mean | $\begin{aligned} & -1.363 \\ & {[0.103]} \end{aligned}$ | $\begin{gathered} 0.238 \\ {[0.756]} \end{gathered}$ | $\begin{gathered} -0.59 \\ {[0.460]} \end{gathered}$ | $\begin{gathered} -0.183 \\ {[0.799]} \end{gathered}$ |  |  |  |  |
| avgherf |  |  |  |  | $\begin{gathered} -0.118 \\ {[\mathbf{0 . 8 4 8 ]}} \end{gathered}$ | $\begin{gathered} 1.114 \\ {[0.221]} \end{gathered}$ | $\begin{gathered} -0.375 \\ {[0.635]} \end{gathered}$ | $\begin{gathered} 0.361 \\ {[0.672]} \end{gathered}$ |
| Constant | $\begin{gathered} -0.333 \\ {[0.619]} \end{gathered}$ | $\begin{gathered} -1.274^{*} \\ {[0.0577]} \end{gathered}$ | $\begin{aligned} & -1.032 \\ & {[0.127]} \end{aligned}$ | $\begin{gathered} -0.865 \\ {[0.187]} \end{gathered}$ | $\begin{gathered} -1.335^{* * *} \\ {[0.0000103]} \end{gathered}$ | $\begin{gathered} -1.605^{* * *} \\ {[0.000747]} \end{gathered}$ | $\begin{gathered} -1.433^{* * *} \\ {[0.000790]} \end{gathered}$ | $\begin{aligned} & -1.209^{* * *} \\ & {[0.00224]} \end{aligned}$ |
| Observations | 1093 | 977 | 1093 | 1047 | 1205 | 1057 | 1205 | 1143 |
| \# of countries | 71 | 63 | 71 | 68 | 79 | 69 | 79 | 75 |
| Pseudo-R2 | 0.0781 | 0.122 | 0.111 | 0.125 | 0.06 | 0.12 | 0.0986 | 0.113 |

## Table 8. Logit Regressions: SBS Indicators and Bank Concentration Measures

[^10]| (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: |
| SBSD10 | SBSL25 | SBSL10 | SBSD25 | SBSD10 |
| 0.0293 | -0.120*** | -0.109*** | 0.0545*** | 0.0355 |
| [0.241] | [0.0000131] | [0.000916] | [0.00172] | [0.131] |
| $-0.00341^{*}$ | -0.00921* | -0.00670* | -0.00103 | -0.00299 |
| [0.0870] | [0.0692] | [0.0513] | [0.726] | [0.112] |
| -0.00495** | -0.0018 | -0.00663** | -0.00235 | -0.00461** |
| [0.0243] | [0.790] | [0.0348] | [0.386] | [0.0279] |
| 0.0266*** | 0.0181*** | 0.0136** | 0.0158* | 0.0268*** |
| [0.00986] | [0.00142] | [0.0260] | [0.0935] | [0.00756] |
| 2.363*** | 2.446*** | 3.305*** | 1.633*** | 2.576*** |
| [0.0000100] | [0.000275] | [6.14e-08] | [0.000618] | [0.000000884] |
| 0.00105 | 0.00181** | -0.000329 | 0.00165*** | 0.00168 |
| [0.453] | [0.0257] | [0.668] | [0.00924] | [0.137] |
| -0.0000780*** | -0.0000181 | 0.0000503** | -0.0000142 | -0.0000568*** |
| [0.000381] | [0.222] | [0.0392] | [0.269] | [0.00770] |
| -0.00138 | -0.000645** | -5.794*** | 0.000835*** | -0.00125 |
| [0.266] | [0.0238] | [0.0000101] | [0.0000619] | [0.276] |
| -0.00632 | -0.0134** | 0.00231 | -0.0142*** | -0.006 |
| [0.370] | [0.0114] | [0.646] | [0.00755] | [0.314] |
| $\begin{gathered} 1.206 \\ {[0.140]} \end{gathered}$ |  |  |  |  |
|  |  |  |  |  |
|  | 1.460*** | 1.562*** | 0.866** | 1.587*** |
|  | [0.0000475] | [0.00135] | [0.0250] | [0.00121] |
| $-3.266 * * *$ | -1.539*** | -1.936*** | -1.705*** | -3.120*** |
| [0.00000843] | [0] | [0.0000105] | [0] | [0] |
| 1093 | 1205 | 1205 | 1205 | 1205 |
| 71 | 79 | 79 | 79 | 79 |
| 0.144 | 0.178 | 0.313 | 0.0672 | 0.157 |


$(2)$
SBSL10
$-0.135^{* * *}$
$[0.0000161]$
$-0.00720^{* *}$
$[0.0409]$
$-0.00752 * * *$
$[0.00511]$
$0.019 * *$
$[0.0240]$
$3.415 * *$
$[0.000000164]$
-0.000145
$[0.870]$
0.0000313
$[0.230]$
$-5.297 * *$
$[0.0000488]$
0.00192
$[0.748]$
$\mathbf{1 . 9 1 7 * *}$
$[0.0310]$

$-2.952^{* * *}$
$[0.000419]$
1093
71
0.344
$\stackrel{(1)}{\text { SBSL25 }}$

|  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |

COEFFICIENT
 concen_mean
avgherf
Constant
Observations
\# of countries
Pseudo-R2
Table 9. Logit Regressions: SBS Indicators, Bank Concentration and Interest Rate Margins Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m 2 res is the ratio of M 2 to foreign exchange reserves; rgdpcp is real GDP per-capita; privcrd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; avgherf and avgherf2 are the average and squared Herfindhal indexes respectively; margin and margin2 are the level and squared level of interest rate margins. Standard errors are clustered by country. Robust p-values are reported in brackets, with *** $p<0.01, * * p<0.05,{ }^{*} \mathrm{p}<0.1$.





SBSL25
-0.151***
$[0.004]$
$[0.0013$
0.000389
$[0.944]$
0.0139
$[0.107]$
0.902
$[0.321]$
0.00128
$[0.184]$
-0.0000313





$11.73 * * *$
$[0.000]$

$-1.616^{* * *}$
$[0.000]$
715
81
0.161 SBSD25
$0.0539 * * *$
$[0.002]$
-0.0011
$[0.682]$
-0.00242 $[0.339]$
$0.0156^{*}$
$[0.093]$
$1.632^{* * *}$ $[0.001]$
$0.00153^{* *}$
$[0.020]$ $[0.020]$
-0.00000835
$[0.520]$ ${ }^{[0.520]^{* *}} 0$ $-0.0142^{* * *}$
$[0.008]$
 [0.149] $\begin{array}{lll}* & \\ * & 0 \\ * & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ i & 0 & 0 \\ 1 & 0\end{array}$ SBSL25
-0.119***
$[0.000]$
$-0.00920^{*}$ $[0.055]$
-0.00201 -0.00261
$[0.766]$
$0.0181 * * *$ $0.0181 *$
$[0.002]$
$2.478 * * *$ $[0.000]$
$0.00170^{* *}$ [0.039]
-0.0000125 $[0.411]$
-0.000488 $\underset{-0.124]}{[0.0134 * *}$ [0.012] $\xrightarrow[{[0.032}]]{3.008 * *}$ $[0.032]$
-1.527
$[0.264]$
 COEFFICIENT rgdpgr rint infl totch
depr
m2res
rgdpep
priverd_gdp
L2.rdomcredgr
avgherf
avgherf2 margin
margin2
Constant

Observations
\# of countries
Pseudo-R2
Table 10. Logit Regressions: BC Indicators, SBS Indicators and Deposit Insurance
Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m 2 res is the ratio of M2 to foreign exchange reserves; rgdpcp is real GDP per-capita; privcrd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; avgherf is the average Herfindhal index.; di is the binary indicator of deposit insurance. Standard errors are clustered by country. Robust p-values $\mathrm{p}<0.05$, ; $\mathrm{p}<0.1$.

COEFFICIENT
rgdpgr









$-0.119^{* * *}$
$[0.0000156]$
$-0.00936^{*}$ $[0.0679]$
-0.00165 ${ }^{[0.0 .811]}$
$0.0182 * * *$ ${ }_{2}^{[0.00144]}$ [ [0.000319] $0.00179^{* *}$
[0.0271] $-0.0000163$

 $[0.0114]$
$1.416^{* * *}$
$[0.000249]$
$(4)$
LV $-0.112 * * *$
$[0.00000110]$
0.00227
$[0.451]$
0.00257
$[0.413]$
-0.000135
$[0.974]$
0.586
$[0.301]$
0.00119
$[0.134]$
$-0.0000560^{* *}$高 [0.334] -0.00115
$[0.828]$ 0.986
$[0.242]$ $1.105 * * *$
$[0.00423]$ त $\underset{y}{\sim} \approx \frac{\circ}{0}$

(3) RR

$-0.0980 * * *$
$[0.0000569]$ $[0.0000569]$
0.00537 $[0.129]$
0.00374 ${ }_{-0.000612}^{[0.00612}$ $[0.895]$
0.801 $[0.177]$
$0.00191 * *$ ${ }_{-0.0000451}^{[0.0212]}$蒿 -0.102
$[0.465]$
-0.00196 -0.00696
$[0.687]$
$-\mathbf{0 . 0 6 6 1}$ -

 $\stackrel{y}{4}$ 응
 0.0668
Table 11. Logit Regressions: BC Indicators, SBS Indicators Deposit Insurance Features and Quality of Institutions
Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m2res is the ratio of M2 to foreign exchange reserves; rgdpcp is real GDP per-capita; privcrd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; avgherf is the average Herfindhal index.; di is the binary indicator of deposit insurance; princomp is the "moral hazard" index; kk_compo is the indicator of quality of institutions. Standard errors are clustered by country. Robust p -values are reported in brackets, with ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$.
$(8)$
SBSD10

$0.0442^{*}$
$[0.0718]$
-0.00241
$[0.235]$
$-0.00403^{*}$
$[0.0699]$
$0.0253^{* * *}$
$[0.00727]$
$2.545^{* * *}$
$[0.00000150]$
0.00172
$[0.109]$
 $(7)$
SBSD25
$0.0619^{* * *}$ $0.0619^{* * *}$
$[0.00106]$
-0.00037
$[0.911]$
-0.00172
$[0.554]$
$0.0159^{*}$
$[0.0834]$
$1.533^{* * *}$
$[0.00991]$
$0.00152^{* * *}$
$[0.00717]$
0.0000122
$[0.531]$
$0.000877^{* * *}$
$[0.00000194]$
$-0.0130^{* *}$
$[0.0157]$ [0.0157]
0.764* $[0.0785]$
$\mathbf{- 0 . 0 1 4 8}$
$[0.982]$ N
${ }_{[ }^{[0.996]} \underset{-0.438 *}{ }$
$[\mathbf{0 . 0 7 1 0 ]}$
$-1.785^{* * *}$
$[0.00000592]$
$(6)$
SBSL10
$-0.116^{* * *}$ [0.000871] $-0.0067]^{*}$
$[0.0523]$
$-0.00688^{* *}$ $[0.0213]$
$0.0153 * *$ $[0.0132]$
$3.396^{* * *}$
 $[0.766]$
0.00004
 $[0.0000149]$
0.00321
$[0.524]$ $[0.524]$
$1.727 * *$
$[\mathbf{0 . 0 0 0 7 5 9 ]}$ [0.000759]
0.972
$[0.195]$


 -0.00897
$[0.103]$
-0.00175
$[0.804]$ $[0.804]$
$0.0189 * * *$
$[0.000978]$ [0.000211] $0.00178^{* *}$
$[0.0235]$
-0.000000571 -0.000000571
$[0.978]$
$-0.000585^{* *}$ $-0.0493]$
$-0.0114^{* *}$ $[0.0214]$
$\mathbf{1 . 2 3 9 * * *}$
$[\mathbf{0 . 0 0 2 5 7}]$




 $[0.315]$
0.000661 $[0.902]$
$\mathbf{0 . 6 1 3}$
$[\mathbf{0 . 4 1 3}]$ $[0.413]$
-0.73
$[0.641]$ $[0.641]$
0.331
$[0.259]$ 0
0
0
0 $\frac{\underset{O}{*}}{\substack{\Xi} \frac{0}{0}}$

```
(3)
-0.0902***
0.0076
```

 $7{ }^{2}$
$n$
0
0
0
0
0
0
0

$\therefore \frac{\pi}{0}$ $\stackrel{\infty}{\wedge} \stackrel{\infty}{0}$
 $\underset{\sim}{\infty} \hat{0}$ $\stackrel{\stackrel{\hat{0}}{\circ}}{\stackrel{0}{0}}$
Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; rgdpcp is real GDP per-capita; privcrd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; avgherf is the average Herfindhal index.; kk_compo is the indicator of quality of institutions; finopen is financial openness; erclassrr is the index of flexibility of exchange rate arrangements; crisis 25 and stwins 2525 are indicators of currency and twin crises respectively. Standard errors are clustered by country. Robust p-values are reported in brackets, with $* * * p<0.01, * * p<0.05,{ }^{*} \mathrm{p}<0.1$.
LV
$(4)$
$-0.104^{* * *}$
$\left[0.000 e^{2}\right.$





Table 13. Logit Regressions: SBS Indicators and Lagged Currency Crises Indicators All explanatory variables are lagged one year (prefix L.): rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m2res is the ratio of M2 to foreign exchange reserves; rgdpcp is real GDP per-capita; privcrd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; avgherf is the average Herfindhal index.; kk_compo is the indicator of quality of institutions; finopen is financial openness; erclassrr is the index of flexibility of exchange rate arrangements; crisis 25 and stwins 2525 are indicators of currency and twin crises respectively.. Standard errors are clustered by country. Robust p-values are reported in brackets, with ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$.
SBSL10
$(4)$
$-0.101^{* * *}$
$[0.000101]$














 COEFFICIENT SBSD 10
$(8)$
$-0.0716^{* *}$
$[0.0471]$
0.000683
$[0.749]$
0.0000185
$[0.992]$
$-0.0000861^{* *}$
$[0.0156]$
$0.00227^{* * *}$ $[3.00 \mathrm{e}-09]$
$2.243 * *$

 0.0543
$[0.230]$
$0.0817 * * *$




 L.rgdpgr L.rint L.infl L.rgdpep
L.priverd_gdp L.avgherf
L.kk_compo



Table 14. Logit Regressions: Currency Crises and Lagged SBS Indicators
All explanatory variables are lagged one year (prefix L.): rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the terms of trade; depr is the US\$ exchange rate depreciation; m2res is the ratio of M2 to foreign exchange reserves; rgdpcp is real GDP per-capita; priverd_gdp is bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged wice; avgherf is the average Herfindhal index.; kk compo is the indicator of quality of institutions; finopen is financial openness; erclassrr is the index of flexibility of exchange rate arrangements. Standard errors are clustered by country. Robust p-values are reported in brackets, with $* * * p<0.01, * * p<0.05$, $*$ $\mathrm{p}<0.1$.
COEFFICIENT
crisis35
$(1)$
$-0.0715^{* * *}$
$[0.000]$
$0.00580^{*}$
$[0.054]$
$0.00498^{* *}$
$[0.044]$
$-0.0000750^{* *}$
$[0.032]$
-0.00364
$[0.398]$
0.0344
$[0.960]$
$[0.960]$
-0.356
[0.283] $\mathbf{- 0 . 1 2 8}$
$[0.567]$
$[0.5611$
$\mathbf{- 0 . 0 1 1 2}$
$[0.811]$
$-\mathbf{- 0 . 0 0 5 2 3}$
$\underset{[0.437]}{0.420}{ }^{\text {* }}$

crisis35
$(2)$
$-0.0838^{* * *}$
$[0.000]$
$0.00588^{* *}$
$[0.048]$
$0.00515 * *$
$[0.042]$
$-0.0000763^{* *}$
$[0.031]$
$[0.378]$
0.106

| $\circ$ |
| ---: |
| 0 |
| 0 |
| $-\infty$ |
| 0 |
| 0 |

-0.365
$[0.268]$ $\mathbf{- 0 . 1 1 7}$
$[0.592]$
$\mathbf{- 0 . 0 0 9 9 7}$
 $n$

$\stackrel{n}{n}$
$\stackrel{0}{0}$ 0.258
$[0.249]$













[^11]Panel B: Fixed effects regression
Z-score
$(5)$
-0.000948
$[0.554]$
0.133
$[0.342]$
0.00102
$[0.714]$
$-0.105^{*}$
$[0.053]$
$\mathbf{8 . 5 7 5} * *$
$[\mathbf{0 . 0 4 1}]$
$\mathbf{- 1 3 . 0 8 * *}$
$[\mathbf{0 . 0 1 4 ]}$
$42.03 * * *$
$[0.000]$
COEFFICIENT

Observations
\# of countries

$\stackrel{\hat{\lambda}}{\hat{y}} \mathfrak{i}$

$\stackrel{\infty}{ \pm} \underset{\sim}{\sim} \underbrace{\infty}_{0}$
CEA
$(2)$
$\mathbf{- 0 . 0 0 3 8 7 * * *}$
$[\mathbf{0 . 0 0 3}]$
$0.000127^{*}$
$[0.096]$
-0.0377
$[0.248]$
0.000635
$[0.586]$
$-0.0219 * *$
$[0.024]$
$-1.538 * *$
$[0.012]$

COEFFICIENT
L.czz

咅
Constant
12148
66
0.0823

Table A1. "Systemic" Banking Crises and Crisis Dating in Different Classifications.

| Country | DD (2002,2005) |  | Caprio et al.(2005) <br> Non-Systemic |  | Caprio et al.(2005) Systemic |  | RR (2008) | LV (2008) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Start date | Duration | Start date | Duration | Start date | Duration | Start date | Start date |
| Algeria | 1990 | 3 |  |  | 1990 | 3 | 1990 | 1990 |
| Argentina | 1980 | 3 |  |  | 1980 | 3 | 1980 | 1980 |
|  |  |  |  |  |  |  | 1985 |  |
|  | 1989 | 2 |  |  | 1989 | 2 | 1989 | 1989 |
|  | 1995 | 1 |  |  | 1995 | 1 | 1995 | 1995 |
|  | 2001 | 2 |  |  | 2001 | 2 | 2001 | 2001 |
| Australia |  |  | 1989 | 4 |  |  |  |  |
| Bangladesh |  |  |  |  | 1987 | 10 | 1987 | 1987 |
| Benin | 1988 | 3 |  |  | 1988 | 3 | 1988 | 1988 |
| Bolivia | 1986 | 3 |  |  | 1986 | 3 |  | 1986 |
|  |  |  |  |  |  |  | 1987 |  |
|  | 1994 | 4 |  |  | 1994 | 9 | 1994 | 1994 |
|  |  |  |  |  |  |  | 1999 |  |
|  | 2001 | 2 |  |  |  |  |  |  |
| Botswana |  |  |  |  | 1994 | 2 |  |  |
| Brazil |  |  |  |  |  |  |  |  |
|  | 1990 | 1 |  |  | 1990 | 1 | 1990 | 1990 |
|  | 1994 | 6 |  |  | 1994 | 6 |  | 1994 |
|  |  |  |  |  |  |  | 1995 |  |
| Burkina Faso | 1988 | 7 |  |  | 1988 | 7 | 1988 | 1988 |
| Burundi | 1994 | 4 |  |  | 1994 | 9 | 1994 | 1994 |
| Cameroon | 1987 | 7 |  |  | 1987 | 7 | 1987 | 1987 |
|  | 1995 | 4 |  |  | 1995 | 4 | 1995 | 1995 |
| Canada |  |  | 1983 | 3 |  |  |  |  |
| CAR |  |  |  |  | 1980 | 13 |  | 1976 |
|  | 1988 | 12 |  |  |  |  | 1988 |  |
|  |  |  |  |  | 1995 | 5 |  | 1995 |
| Chad |  |  |  |  | 1980 | 8 |  | 1983 |
|  | 1992 | 1 |  |  | 1992 | 2 |  | 1992 |
| Chile |  |  |  |  |  |  | 1980 | 1976 |
|  | 1981 | 7 |  |  | 1981 | 3 |  | 1981 |
| Colombia | 1982 | 4 |  |  | 1982 | 6 | 1982 | 1982 |
|  |  |  |  |  |  |  |  | 1998 |
|  | 1999 | 2 |  |  |  |  |  |  |
| Congo, DRS |  |  |  |  | 1980 | 8 |  | 1983 |
|  |  |  |  |  |  |  | 1982 |  |
|  |  |  |  |  | 1991 | 2 |  | 1991 |
|  | 1994 | 9 |  |  | 1994 | 3 |  |  |
| Congo, Rep. | 1992 | 11 |  |  | 1992 | 11 | 1992 | 1992 |
|  |  |  |  |  |  |  |  | 1994 |
| Costa Rica |  |  |  |  |  |  | 1987 | 1987 |
|  | 1994 | 4 |  |  | 1994 | 3 | 1994 | 1994 |
| Cote d'Ivoire | 1988 | 4 |  |  | 1988 | 4 | 1988 | 1988 |
| Denmark |  |  | 1987 | 6 |  |  |  |  |
| Dominican Republic |  |  |  |  |  |  |  | 2003 |
| Ecuador |  |  |  |  | 1980 | 3 | 1980 | 1982 |
|  | 1995 | 8 |  |  |  |  |  |  |
|  |  |  |  |  | 1996 | 6 | 1996 |  |
|  |  |  |  |  |  |  | 1998 | 1998 |
| Egypt, Arab Rep. |  |  |  |  | 1980 | 3 | 1980 | 1980 |
|  |  |  | 1991 | 5 |  |  |  |  |
| El Salvador | 1989 | 1 |  |  | 1989 | 1 | 1989 | 1989 |

Table A1. Continued.

| Country | DD (2002,2005) |  | Caprio et al.(2005) <br> Non-Systemic |  | Caprio et al.(2005) <br> Systemic |  | $\frac{\mathrm{RR}(2008)}{\text { Start date }}$ | $\frac{\text { LV (2008) }}{\text { Start date }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Start date | Duration | Start date | Duration | Start date | Duration |  |  |
| Finland | 1991 | 4 |  |  | 1991 | 4 | 1991 | 1991 |
| France |  |  | 1993 | 1 |  |  |  |  |
| Gabon |  |  | 1995 | 8 |  |  |  |  |
| Gambia, The |  |  | 1985 | 8 |  |  |  |  |
| Ghana | 1982 | 8 |  |  | 1982 | 8 | 1982 | 1982 |
|  | 1997 | 6 | 1997 | 6 |  |  |  |  |
| Greece |  |  | 1991 | 5 |  |  |  |  |
| Guatemala |  |  | 1991 | 12 |  |  |  |  |
| Guinea | 1985 | 1 |  |  | 1985 | 1 | 1985 | 1985 |
|  | 1993 | 2 |  |  | 1993 | 2 | 1993 | 1993 |
| Guinea-Bissau | 1994 | 4 |  |  |  |  |  |  |
|  |  |  |  |  | 1995 | 2 | 1995 | 1995 |
| Guyana | 1993 | 3 |  |  |  |  |  | 1993 |
| Honduras |  |  |  |  |  |  |  |  |
| India | 1991 | 4 |  |  |  |  |  |  |
|  |  |  | 1993 | 10 |  |  |  | 1993 |
| Indonesia | 1992 | 4 |  |  |  |  |  |  |
|  |  |  | 1994 | 1 |  |  |  |  |
|  | 1997 | 6 |  |  | 1997 | 6 | 1997 | 1997 |
| Israel |  |  |  |  | 1980 | 4 |  | 1977 |
|  | 1983 | 2 |  |  |  |  |  |  |
| Italy | 1990 | 6 | 1990 | 6 |  |  |  |  |
| Jamaica |  |  | 1994 | 1 |  |  |  |  |
|  | 1996 | 5 |  |  | 1996 | 5 |  | 1996 |
| Japan | 1992 | 11 |  |  | 1992 | 11 | 1992 | 1997 |
| Jordan | 1989 | 2 | 1989 | 2 |  |  |  | 1989 |
| Kenya |  |  |  |  |  | $5$ | 1985 | 1985 |
|  |  |  |  |  | $1992$ | $4$ | 1992 |  |
|  | 1993 | 3 |  |  |  |  |  |  |
|  |  |  | 1996 | 1 |  |  |  |  |
|  |  |  |  |  | 1997 | 6 |  |  |
| Korea |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 6 |  | 1997 |
| Lebanon | 1988 | 3 |  |  | 1988 | 3 | 1988 | 1988 |
| Lesotho |  |  | 1988 | 15 |  |  |  |  |
| Liberia | 1991 | 5 |  |  | 1991 | 5 | 1991 | 1991 |
| Madagascar | 1988 | 4 |  |  | 1988 | 1 | 1988 | 1988 |
| Malaysia | 1985 | 4 | 1985 | 4 |  |  |  |  |
|  | 1997 | 5 |  |  | 1997 | 5 | 1997 | 1997 |
| Mali | 1987 | 3 |  |  | 1987 | 3 | 1987 |  |
| Mauritania | 1984 | 10 |  |  | 1984 | 10 |  | 1984 |
| Mauritius |  |  | 1996 | 1 |  |  |  |  |
| Mexico |  |  |  |  | 1981 | 11 | 1981 | 1981 |
|  | 1982 | 1 |  |  |  |  |  |  |
|  | 1994 | 4 |  |  | 1994 | 7 | 1994 | 1994 |
| Nepal | 1988 | 4 |  |  | 1988 | 1 | 1988 | 1988 |

Table A1. Continued

| Country | DD ( 2002,2005 ) |  | Caprio et al.(2005) <br> Non-Systemic |  | Caprio et al.(2005) Systemic |  | RR (2008) | LV (2008) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Start date | Duration | Start date | Duration | Start date | Duration | Start date | Start date |
| New Zealand |  |  | 1987 | 4 |  |  |  |  |
| Niger | 1983 | 4 |  |  | 1983 | 14 | 1983 | 1983 |
| Nigeria | 1991 | 5 |  |  | 1991 | 5 |  | 1991 |
|  |  |  | 1997 | 1 |  |  |  |  |
| Norway | 1987 | 7 |  |  | 1990 | 4 |  | 1991 |
| Panama | 1988 | 2 |  |  | 1988 | 2 | 1988 | 1988 |
| Papua New Guinea | 1989 | 4 | 1989 | 14 |  |  |  |  |
| Paraguay | 1995 | 5 |  |  | 1995 | 6 | 1995 | 1995 |
|  |  |  | 2001 | 2 |  |  |  |  |
| Peru | 1983 | 8 |  |  | 1983 | 8 | 1983 | 1983 |
| Philippines | 1981 | 7 |  |  |  |  | 1981 | 1983 |
|  |  |  |  |  | 1983 | 5 |  |  |
|  |  |  |  |  |  |  | 1997 | 1997 |
|  | 1998 | 5 |  |  | 1998 | 5 |  |  |
| Portugal | 1986 | 4 |  |  |  |  |  |  |
| Senegal | 1983 | 6 |  |  |  |  |  |  |
|  |  |  |  |  | 1988 | 4 | 1988 | 1988 |
| Sierra Leone | 1990 | 4 |  |  | 1990 | 7 | 1990 | 1990 |
| Singapore |  |  | 1982 | 1 |  |  |  |  |
| South Africa | 1985 | 1 |  |  |  |  |  |  |
|  |  |  | 1989 | 13 |  |  |  |  |
| Sri Lanka | 1989 | 5 |  |  | 1989 | 5 | 1989 | 1989 |
| Swaziland | 1995 | 1 |  |  | 1995 | 1 | 1995 | 1995 |
| Sweden | 1990 | 4 |  |  |  |  |  |  |
|  |  |  |  |  | 1991 | 4 | 1991 | 1991 |
| Taiwan |  |  | 1983 | 2 |  |  |  |  |
|  |  |  | 1995 | 1 |  |  |  |  |
|  | 1997 | 2 |  |  | 1997 | 2 | 1997 |  |
| Tanzania |  |  |  |  | 1986 | 17 |  |  |
|  |  |  |  |  |  |  | 1987 | 1987 |
|  | 1988 | 4 |  |  |  |  |  |  |
| Thailand | 1983 | 5 |  |  | 1983 | 5 | 1983 | 1983 |
|  |  |  |  |  |  |  | 1996 | 1997 |
|  | 1997 | 6 |  |  | 1997 | 6 |  |  |
| Togo |  |  |  |  | 1993 | 3 | 1993 | 1993 |
| Tunisia | 1991 | 5 | 1991 | 5 |  |  |  | 1991 |
| Turkey | 1982 | 1 |  |  | 1982 | 4 |  | 1982 |
|  | 1991 | 1 |  |  |  |  |  |  |
|  | 1994 | 1 | 1994 | 1 |  |  |  |  |
|  | 2000 | 3 |  |  | 2000 | 3 |  | 2000 |
| Uganda | 1994 | 4 |  |  | 1994 | 3 | 1994 | 1994 |
| United Kingdom |  |  | 1980 | 23 |  |  |  |  |
| United States | 1980 | 13 |  |  |  |  |  |  |
|  |  |  | 1988 | 4 |  |  |  | 1988 |

Table A1. Continued

| Country | DD (2002,2005) |  | Caprio et al.(2005) <br> Non-Systemic |  | Caprio et al.(2005)$\qquad$ |  | $\frac{R R(2008)}{\text { Start date }}$ | $\begin{aligned} & \text { LV (2008) } \\ & \hline \text { Start date } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Start date | Duration | Start date | Duration | Start date | Duration |  |  |
| Uruguay | 1981 | 5 |  |  | 1981 | 4 | 1981 | 1981 |
|  | 2002 | 1 |  |  | 2002 | 1 | 2002 | 2002 |
| Venezuela |  |  | 1980 | 8 |  |  |  |  |
|  | 1993 | 5 |  |  |  |  | 1993 |  |
|  |  |  |  |  | 1994 | 2 |  | 1994 |
| Zambia |  |  |  |  | 1995 | 1 | 1995 | 1995 |
| Number of crises | 83 |  | 33 |  | 78 |  | 69 | 85 |
| Number of crisis/years in \% of total years | 15.3 |  | 7.6 |  | 16.1 |  |  |  |
| Average duration of crisis | 4.4 |  | 5.6 |  | 4.9 |  |  |  |


[^0]:    * We thank without implications Marcella Lucchetta, Rodney Ramcharan, Rima Turk and seminar participants at the Bank of Italy and the Federal Deposit Insurance Corporation for comments and suggestions. Excellent research assistance by Ioannis Tokatlidis is gratefully acknowledged..

[^1]:    ${ }^{1}$ A partial review of this literature is in Demirgüç-Kunt and Detragiache (2005).

[^2]:    ${ }^{2}$ In their analysis of bank systemic risk, De Nicolò et al (2004) used BC-type indicators as controls for "government interventions". They observed that "while the existing classifications of banking crisis and distress track government interventions well, their measurement of crises....as systemic risk realizations ...is by construction very sensitive to the classification criterion used." (p. 210).

[^3]:    ${ }^{3}$ See Von Hagen and Ho, 2007 for an extensive list.

[^4]:    ${ }^{4}$ The use of this classification has been widespread since the crisis compilation reported in the May 1998 issue the IMF World Economic Outlook and have been used to construct early warning forecasting systems by international organizations and private firms since the contributions of Kaminsky and Reinhart (1999) and Demirgüç-Kunt and Detragiache (1997).
    ${ }^{5}$ Economies in transition, non-market economies, and countries for which data series were mostly incomplete were excluded from this classification.

[^5]:    6 "Also, episodes were classified as systemic if non-performing assets reached at least 10 percent of total assets at the peak of the crisis,..." (2002, p. 1381).
    ${ }^{7}$ See, for example, the discussion in Bordo et al., 2001.

[^6]:    ${ }^{8}$ The Northern Rock case may be viewed as a very recent example of a run induced by policy "ambiguity".

[^7]:    ${ }^{9}$ All four classifications only agree on 41 dates of crisis onset. Some of these discrepancies have been also noted by Von Hagen and Ho (2007) and Rancière, Tornell and Westermann (2008).

[^8]:    ${ }^{10}$ We also dropped the twice-lagged value of real credit growth, since in the literature we have reviewed the choice of this lag for this variable appears somewhat ad-hoc, being not derived from a systematic statistical analysis of the lag structure of all possible predictors in the regressions.

[^9]:    ${ }^{11}$ Interestingly, the SBS deposit indicators are positively and significantly predicted by the proxy measure of bank development, suggesting depositors may be more prone to "run" in relatively more developed banking systems, perhaps owing to lower informational asymmetries.
    ${ }^{12}$ A similar result emerges from the analysis of the impact of bank dollarization on bank fragility. De Nicolò, Honohan and Ize (2005) find that dollarization is positively associated with bank fragility using a theory-based indicator of systemic bank shock, the Z-score of large banks, as well as measures of aggregate non-performing loans. By contrast, Arteta (2003) finds no effects using a version of BC indicators.

[^10]:    Explanatory variables: rgdpgr is the GDP growth rate; rint is the real interest rate; infl is the percentage change in the GDP deflator; totch is the change in the bank credit to the private sector to GDP; L2.domcredgr is real domestic bank credit growth to the private sector lagged twice; concen_mean is the average C\# concentration ratio; avgherf is the average Herfindhal index.. Standard errors are clustered by country. Robust p-values are reported in brackets, with $* * * \mathrm{p}<0.01$,

[^11]:    Table 15. Evidence from bank-level data Explanatory variables: czz is the Z-score, gdppc is real GDP per capita; growth is the GDP growth rate; infl is CPI inflation; depr is the US\$ exchange rate
    depreciation; hhhib is the Herfindhal index; di is the binary indicator of deposit insurance. Standard errors are clustered by country. Robust p-values are reported
    in brackets, with ${ }^{* * *} \mathrm{p}<0.01, * * \mathrm{p}<0.05, * \mathrm{p}<0.1$.

